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Abstract
Bilingual word embeddings (BWEs) play a very important role in many natural lan-
guage processing (NLP) tasks, especially cross-lingual tasks such as machine trans-
lation (MT) and cross-language information retrieval. Most existing methods to train 
BWEs are  based on bilingual supervision. However, bilingual resources are not 
available for many low-resource language pairs. Although some studies addressed 
this issue with unsupervised methods, monolingual contextual data are not used to 
improve the performance of low-resource BWEs. To address these issues, we pro-
pose an unsupervised method to improve BWEs using optimized monolingual con-
text information without any parallel corpora. In particular, we first build a bilingual 
word embeddings mapping model between two languages by aligning monolingual 
word embedding spaces based on unsupervised adversarial training. To further 
improve the performance of these mappings, we use monolingual context informa-
tion to optimize them during the course. Experimental results show that our method 
outperforms other baseline systems  significantly, including results for  four low-
resource language pairs.

Keywords Bilingual word embeddings · Low-resource · Unsupervised emthod

1 Introduction

Bilingual word embedding (BWE), which aims to find word translations of dif-
ferent languages, has recently become a major focus of NLP research. BWEs can 
be learned from two pre-trained monolingual word embeddings via supervised or 
unsupervised methods Mikolov et  al. (2013b); Smith et  al. (2017); Zhang et  al. 
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(2017a, b); Conneau et al. (2018); Patra et al. (2019). These studies have shown 
the advantages of bilingual word mapping in word translation induction for many 
low-resource language pairs.

There are two steps in traditional BWE model training: (1) Training word 
embeddings for each language. (2) Mapping word embedding of two languages 
into a shared space. Two groups of methods that can map one word embedding to 
another: supervised and unsupervised. Mikolov et al. (2013b) first proposed that 
word embeddings exhibit similar structures across languages. They learned a lin-
ear mapping from a source to a target embedding space by employing a parallel 
vocabulary of five thousand words as anchor points. Recent attempts at reducing 
the need for bilingual supervision Smith et al. (2017); Zhang et al. (2017a), Patra 
et al. (2019) to train bilingual word mappings use as few bilingual resources as 
possible have been shown to reach a comparable performance in several cross-
lingual NLP tasks.

Although many researchers have shown the effectiveness of their methods on 
connecting two monolingual word embeddings during BWE model training, most 
of them require bilingual data as supervision, either in the form of parallel corpus 
or seed lexicon. Unfortunately, bilingual resources are not available for many low-
resource language pairs. Hence, recent proposed unsupervised methods explore 
distribution-based approaches Cao et al. (2016) or adversarial training Zhang et al. 
(2017b) to obtain cross-lingual word embeddings without any bilingual data. These 
studies rely on a basic assumption that the words in different languages should have 
a similar distribution Mikolov et al. (2013b). Despite they have a similar distribu-
tion, Søgaard et al. (2018) showed that these spaces are, in general, far from being 
isomorphic. Conneau et al. (2018) used frequent words to refine the results of adver-
sarial learning via Procrustes analysis. Then, they extracted a synthetic dictionary 
from the shared embedding space by a new method called cross-domain similarity 
local scaling(CSLS). Although it is an effective strategy to obtain word translations, 
two issues still exist: (1) For example, for a common lingual phenomenon: syno-
nyms problem. The monolingual multiple synonyms have the same translation in 
another language (see Fig. 1a). (2) That only using frequent words as anchor points 
to refine mappings may introduce new noise. Many functional English frequent 
words do not actually have translations in Chinese, but there are also some words 
that have a translation (see Fig. 1b).

Fig. 1  An illustration of bilingual words for translating from English to Chinese
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To sum up, unsupervised methods still have some flaws in mapping bilingual 
word embeddings. In fact, the hubness issue can be effectively relieved by min-
ing monolingual context Zhang et al. (2016); Patra et al. (2019). Pointwise mutual 
information(PMI) can effectively find the internal relationship between words such 
as synonyms Khan et al. (2016). We propose to utilize PMI to obtain a more mono-
lingual context to refine bilingual word embeddings.

In this paper, we propose to improve the mappings of bilingual word embeddings 
without employing any bilingual resources. This method is very useful for low-
resource language pairs. We first train monolingual word embeddings separately on 
two large monolingual corpora. Motivated by the GAN Goodfellow et  al. (2014), 
we then formulate our task by adversarial training to learn embedding mappings 
from two monolingual corpora, one in the source and one in the target language. 
The adversarial training process contains a generator and discriminator. The gen-
erator tries to learn transformed distribution from source language embeddings and 
makes the distribution lie close to the embedding of target language. The discrimi-
nator is a binary classifier that strives to distinguish between the transformed distri-
bution and the target embedding. After that, we use the Procrustes analysis to refine 
the initial distribution to get a better bilingual word embedding. Ren et al. (2014) 
used Procrustes analysis to align images and got a significant improvement in image 
detection. In this paper, we can apply the Procrustes analysis to refine bilingual 
word embeddings. However, how to select suitable anchor points heavily affects 
Procrustes analysis to align two embedding spaces. We propose two strategies PMI 
Khan et al. (2016) and TD-IDF to select anchor points to refine bilingual mapping 
via Procrustes analysis. During training, our approach alternates between refining 
bilingual word embeddings and selecting the anchor points accordingly (see Fig. 2).

Finally, our evaluation of the bilingual lexicon induction task reveals significant 
performance compared to all baselines on real-world datasets. We show that our 
strategies substantially improve bilingual word embedding. This achievement in turn 
allows our method to succeed, which is particularly favorable for low-resource lan-
guage pairs.

In summary, this paper makes the following main contributions:

(1) We propose a new unsupervised method that maps bilingual word embeddings 
without parallel data. Our method tries to utilize monolingual context effectively 

Fig. 2  A general architecture of our model
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to obtain a hopefully better bilingual mapping. In addition, we demonstrate the 
effectiveness of our approach by experiments on four low-resource language 
pairs where parallel corpora are not available.

(2) We introduce a criterion to select more suitable anchors to refine bilingual word 
embeddings. This approach can significantly improve the bilingual mapping, 
especially in low-resource language pairs.

The paper is organized as follows. Section 2 describes the details that carry 
out embedding normalization, adversarial training and how to select suitable 
anchor points to optimize bilingual word embedding. We then present our train-
ing settings in Sect.  3. We report in Sect.  4 our results on bilingual lexicon 
induction tasks for several language pairs and compare our approach to base-
lines. Finally, we explain how our approach differs from recent related work on 
learning bilingual word embeddings.

2  Methodology

In this section, we introduce our method in detail. Our goal is to map bilingual 
word embeddings from two large scales of monolingual corpora without super-
vision. We first train monolingual word embeddings with fastText Bojanowski 
et al. (2017) separately on monolingual corpora. Then, adversarial training maps 
an initial bilingual word embedding space. Finally, we iteratively refine the 
bilingual space by mining the monolingual context.

Formally, we use Xs and Yt to denote the word embedding of source and tar-
get language, respectively. Our goal is to learn the linear transformation matrice 
WX so that the source embedding WXXt lies close to the embedding of the target 
Yt . The learned linear transformation matrices can be used to denote that two 
words in different languages have similar semantics. As illustrated in Fig. 2, our 
method contains three parts:

(1) Embedding normalization. Our method starts with preprocessing that length 
normalizes the embeddings, mean centers each dimension, and then orthogo-
nalization revises each embedding.

(2) Adversarial training initial BWE. An initial BWM embedding is trained with 
adversarial training. This step is the basis of unsupervised refining of bilingual 
word mappings. We minimize source and target embedding space as follow:

(3) Refining BWE. We expect a better BWE embedding than the initial state. In order 
to reach this goal, we adjust local bilingual mapping by optimizing and selecting 
anchor points.

(1)Loss = argmin‖‖WXXs − Yt
‖‖
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2.1  Embedding normalization

Embedding normalization has been shown effective in previous work Artetxe et  al. 
(2016), while Smith et al. (2017) showed that imposing an orthogonal constraint on the 
linear operator leads to better performance. Using embedding normalization has several 
advantages. First, It ensures that the dot product of any two embeddings is equivalent 
to their cosine similarity and directly related to their Euclidean distance. Then, a more 
stable model can be trained by normalizing embedding. In training word embedding, 
we use a similar method as Conneau et al. (2018). The rule on the embedding W:

According to Conneau et al. (2018), � = 0.01 is a suitable value to perform the next 
step. Then, we transform embedding into a normalized orthogonal basis. We use 
Schimidt normalization Jagadeesha et al. (1994) to do this, the transformation can 
be defined as follow:

2.2  Bilingual word embeddings initialization

The underlying difficulty of the mapping between two word embedding matrices Xs 
and Yt is unaligned across both spaces without parallel corpora. As the embeddings are 
trained respectively on two languages, two embeddings matrices Xs and Yt are difficult 
to align in one space directly. In order to overcome this challenge and build an initial 
bilingual embedding space, we use a generative adversarial network to map two mono-
lingual word embeddings into one space Goodfellow et al. (2014); Zhang et al. (2017a).

From the above section, two sets of monolingual word embeddings can be got. Next, 
our goal is learning an initial mapping that connects two embeddings into one space, 
the mapping matrix WX makes Yt ≈ WXXs . In this paper, we employ an adversarial 
training to implement the mapping. The adversarial training contains a generator and 
a discriminator. This approach is in line with the work of Conneau et al. (2018), which 
proposed to learn latent representations invariant to the input language. The generator 
G tries to make a mapping matrix to confuse the discriminator. In order to get orthogo-
nal parametrization, we note that transforming the source word embedding into the tar-
get, its transpose should also transform the target to the source. The D(source = 1|x) 
means that a representation x can be mapping into a source embedding. The generator 
can be formulated by minimization as follow:

The discriminator D is a binary classifier which aims to enhance its ability to dis-
tinguish Yt and WXXs . The discriminator can be implemented by maximizing as 
follows:

(2)W = (1 + �)W − �(WWT )W

(3)Wn ← Wn −
[W1,Wn]

[W1,W1]
W1 − ... −

[Wn−1,Wn]

[Wn−1,Wn−1]
Wn−1

(4)LG = −logD(source = 0|WXXs) − logD(source = 1|Yt)
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In fact, the similar distribution assumption is correct roughly so that the above 
adversarial training procedure only captures some cross-lingual mapping. In our 
English-Chinese experiments, the average cosine similarity is better than a random 
solution. While the result is far from being useful on its own (the accuracy of the 
resulting dictionary is only 41.8% , as Table 1), it is substantially better than chance, 
and it works well as an initial solution for the refining method described next.

2.3  Refining bilingual word embeddings

An initial bilingual word embedding can be learnt by Sect.  2.2. However, only 
using the initiation, we can’t induce a positive bilingual lexicon from the bilingual 
embedding spaces (as experimental results shown in Table 1). Procrustes analysis 
is applied to align two shapes, Ren et  al. (2014) used it to implement face align-
ment. In this paper, we exploit the Procrustes analysis to refine our bilingual map-
ping. It mainly contains two steps. First, we detect the feature vectors of two embed-
ding spaces as anchor points; Second, we use the Procrustes analysis to transfer one 
embedding space to another to align them.

In detail, we first assume that we have already detected feature vectors as anchor 
points. Next, for source embedding matrix ps and target matrix qt , our goal is that 
rotate, scale and translate ps to coincide ps and qt . We use s, t, R to denote scaling, 
translation, and rotation, respectively. This problem can be formalized as a Loss:

Where pT
s
 is the transpose of ps , qTt  is similar. The above formulation can be mini-

mized as follow:

‖.‖F is a Frobenius norm, which is the sum of squares. At the same time, Smith et al. 
(2017) show that an orthogonal constraint can get more stable results. Therefore, we 
add an orthogonal constraint as follow:

I is an identity matrix. Ren et al. (2014) has proven that the above process can obtain 
an optimal solution.

We mainly introduce how to use Procrustes analysis to align the two embedding 
spaces described in the above section. However, we ignore how to select suitable 
anchor points and we will focus on anchor points in the rest of this section. Conneau 
et  al. (2018) proposed to use frequent words as anchor points to implement align-
ment via Procrustes analysis. Their experimental results show that selecting frequent 
words as anchor points outperforms the adversarial approach. However, this method 
has two drawbacks as described in Sect. 2.1. So we can’t expect to achieve promising 

(5)LG = −logD(source = 1|WXXs) − logD(source = 0|Yt)

(6)Loss =
‖‖‖sRp

T
s
+ t − qT

t

‖‖‖F

(7)argmin
s,R,t

‖‖‖sRp
T
s
+ t − qT

t

‖‖‖F

(8)RTR = I
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performance in low-resource settings. In this paper, we propose two strategies mainly 
focus on filtering unsuitable anchor points.

Our first strategy is using the term frequency-inverse document frequency (TF-IDF) 
to filter anchor points. As we are known, every language has some special function 
words that are mainly used to connect, enhance and standardize semantic, such as some 
stop words in English or ”de” ”le” ”ba” in Chinese. Although some languages have 
listed some special function words, there is no such list in low-resource language pairs. 
TF-IDF is a good idea in information retrieval to identify or remove such function 
words. We count the frequency of words in sentences. TF-IDF can be formularized as 
follow:

N is the total number of words in the corpus, Wi is the number of i-th word. In exper-
iments, we set the value of TF-IDF as 0.5 according to experience (Fig. 3).

In high-dimensional spaces, some vectors, dubbed hubs, are with high probability 
nearest neighbors of many other points, while others (anti-hubs) are not nearest neigh-
bors of any point (as Fig. 4). This so-called hubness problem will affect to align two 
spaces. Most traditional approaches hinge on cross-lingual signals to link independent 
monolingual spaces: each word is associated with a vector that comprises monolingual 
statistics like pointwise mutual information (PMI), then the monolingual vector spaces 
are connected through bilingual signals. PMI is an important factor that measures the 
correlation between two variables, such as two words. We use PMI to mitigate the hub-
ness problem in selecting anchor points. We can filter some points that tend to be near-
est neighbors of many points. For two words wi and wj , we use PMI to calculate their 
correlation:

(9)TD − IDF = log
N

N(Wi)
.

(
log

N + 1

(N(Wi) + 1
+ 1

)

(10)PMI(wi,wj) = log

(
P(wi|wj)

P(wj)

)

Fig. 3  An illustration of monolingual and bilingual word embeddings on English-Chinese, a two mono-
lingual embeddings map into a low-dimensional space. b Adversarial training bilingual embedding map 
into a low-dimensional space
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P(wj) is a probability of wj and P(wi|wj) is a conditional probability. In order to clar-
ify the TF-IDF and PMI how to filter anchor words, we use an example in the next. 
For Chinese and English et al. they all often contain some stop words. They usually 
have a high word frequency and are useless for aligning word embeddings. We first 
use TF-IDF to filter those stop words. Then, we use PMI to solve the hubness prob-
lem. In detail, the word ”car” of English can be translated into ”qiche” and ”chexi-
ang” of Chinese. However, this one-to-many may lead to the wrong alignment. The 
two words ”qiche” and ”chexiang” in Chinese have similar semantics. So we use 
PMI to filter those words that have similar semantics. In this paper, we mainly select 
some words with a large semantic gap as anchor words.

3  Experiments setting

In this paper, we carry out experiments in the widely used dataset from Wikipedia1 
monolingual corpora on four language pairs: English-Spanish, English-French, Eng-
lish-Chinese and English-Turkish. In addition, we test our model on six low-resource 
language pairs2 ( English-Nepali, English-Sinhala, Chinese-Nepali, Chinese-Sin-
hala, Chinese-Uyghur and Chinese-Kazakh ). Following Conneau et al. (2018), we 
retain only words that occur at least 6000 times in our corpora. For Chinese, we 
use OpenCC3 to normalize characters to be simplified, and then perform Chinese 

Fig. 4  An illustration of monolingual and bilingual word embeddings on English-Chinese, a two mono-
lingual embeddings map into a low-dimensional space. b Adversarial training bilingual embedding map 
into a low-dimensional space

1 https:// lingu atools. org/ tools/ corpo ra/ wikip edia- monol ingual- corpo ra/.
2 ftp:// ftpmi rror. your. org/ pub/ wikim edia/ dumps/ newik i/.
3 https:// github. com/ BYVoid/ OpenCC.

https://linguatools.org/tools/corpora/wikipedia-monolingual-corpora/.
ftp://ftpmirror.your.org/pub/wikimedia/dumps/newiki/.
https://github.com/BYVoid/OpenCC.
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word segmentation with Jieba4. The preprocessing of English and French involves 
tokenization and lower casing which we carry out with the NLTK5 toolkit. For Turk-
ish, we utilize the preprocessing tools (tokenization and POS tagging) provided in 
LORELEI Language Packs (Strassel and Tracey 2016). For Nepali, Sinhala, Uyghur 
and Kazakh, as those languages are lack for preprocessing tools, we only remove 
punctuations.

Bilingual lexicon induction (BLI) is the most popular evaluation task for BWE 
that be used by previous work. As Faruqui and Dyer (2014); Cisse et  al. (2017) 
showed that the nearest neighbor suffers from the hubness problem, so we adopt the 
Cross-domain Similarity Local Scaling (CSLS) from Conneau et al. (2018). Given 
two mapped embeddings x and y, the idea of CSLS is to compute avg(x) and avg(y), 
the average cosine similarity of x and y for their k nearest neighbors in the other 
language, respectively. Following the authors, we set k = 10 . We can get a bilingual 
lexicon by using CSLS. In order to evaluate the bilingual lexicon, we need gold a 
standard for reference. The evaluation of ours is as follows: first, we use Google 
Translate to translate the source side vocabulary; second, the translations in the tar-
get language are queried again in the reverse direction to translate back to the source 
language, and those that don’t match with the original source words are discarded.

We perform comparison experiments with previous studies: Zhang et al. (2017b) 
and Conneau et al. (2018). In the case of Conneau et al. (2018), we test the default 
hyperparameters in the source code as well as those reported in the paper, with itera-
tive refinements. Given that Zhang et al. (2017b) report using a different value of 
their hyperparameters for different language pairs, we perform 10 runs for each, and 
report the best accuracies.

4  Results and discussion

In this section, we analysis experimental results and give some discussions.

4.1  Overall performance

As proof of evaluation on bilingual word embedding is BLI, we train our models 
and baselines using monolingual corpora. In order to verify our method can tackle 
the limitation of low-resource language pairs, we add supervised methods Mikolov 
et al. (2013b); Artetxe et al. (2016). We implement experiments according to their 
paper and use an empty list as a seed lexicon. Table 1 reports the results of bilingual 
lexicon induction in different methods.

From Table  1, we can observe that the two supervised methods get very poor 
performance when we set an empty seed lexicon. Although Mikolov et al. (2013b) 
and Artetxe et  al. (2016) reported that they obtain a stable and good result, they 
depend on thousands of bilingual words or some special bilingual data so that those 

4 https:// pypi. org/ proje ct/ jieba/.
5 http:// www. nltk. org.

https://pypi.org/project/jieba/.
http://www.nltk.org
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approaches are not suitable for low-resource language pairs. For rich-resource lan-
guage pairs, there are enough bilingual data as supervision to improve the bilingual 
word embeddings. However, low-resource language pairs often lack bilingual data. 
This means that current supervised methods may don’t obtain a good result for low-
resource language pairs(we also can observe this point from Table 1). In all language 
pairs, our method outperforms the two supervised methods in the low-resource situ-
ation, which demonstrates the effectiveness of our method on low-resource language 
pairs.

Next, we report the results of Zhang et al. (2017b). on monolingual data (Zhang 
et al. 2017b carried out their experiment on comparable corpora). As it can be seen, 
our proposed method gets substantially better results on all language pairs than base-
lines. Then, we compare our method with Conneau et al. (2018). The reason is that 
we all refine the results of adversarial training. Although the accuracy improves 
on all language pairs, the improvements are various in different language pairs. 
Although we only got 0.5% and 0.9% on English-French and English-Spanish. We 
observe a more significant improvement in English-Chinese and English-Turkish, 
the value is 2% and 2.48% . The reason is that we use monolingual rather than com-
parable corpora, two embedding spaces have a more serious dissimilar distribution 
problem. Different languages make some points tend to be the nearest neighbors of 
many points in respective high-dimensional spaces Faruqui and Dyer (2014). We 
also give the word distributions of different languages in Fig. 3. We can find that 
English-French has a more similar distribution than English-Chinese. As English-
Chinese is distant language pair, this means that the two languages are etymologi-
cally distant. The differences of distribution affect the bilingual word embedding 
mappings. When the two distributions are not similar, the similar assumption is not 
suitable for distant language pairs.

Moreover, we carry out the experiments in four realistic low-resource language 
pairs to test the effectiveness of our method. The performances of our approach are 
39.13%, 37.62%, 38.53% and 38.96% on Chinese-Uyghur, Chinese-Kazakh, English-
Nepali and English-Sinhala, which are 2.4%, 3.15%, 3.37% and 3.24% better than the 
best baseline. Although our method can obtain better results than baselines in realis-
tic low-resource language pairs, we find the overall accuracy still is very low. Rich-
resource language pairs have higher accuracies than low-resource language pairs. 
We count the numbers of training data of different languages(as in Table 2). We can 
find that low-resource languages have fewer articles than rich-resource languages. 
The size of training data is very important for the performance of BWE Zhang et al. 
(2017b). We then compare the performance of ours with Conneau et al. (2018), the 
main difference is the anchor points selection. Conneau et al. used frequent words as 
anchor points to refine bilingual embedding, we add some strategies to optimize the 
selection of anchor points. We explain that our method first tries to align the global 
distributions and then focuses on specific areas that may cause the hubness problem. 
In the next section, we will carry out two experiments to verify our hypothesis.
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4.2  Word distribution

In order to investigate the necessity of refining the result of adversarial training, we 
run adversarial training to map two monolingual embeddings into a bilingual space. 
We record the two monolingual word distributions and adversarial bilingual word 
distributions, shown in Fig. 4. The plot is for English-Chinese, other language pairs 
exhibit similar results.

The adversarial training for mapping bilingual embedding without refining align-
ing bilingual space does not present a significant aligned space. Purely unsuper-
vised methods, on the one hand, suffer from poor performance if the distribution 
of embedding spaces of two languages is very different from each other. Moreover, 
unsupervised methods can successfully align clusters of words, but miss out on fine 
grained alignment within the clusters (that so-called hubness problem). As we carry 
out experiments on monolingual corpora rather than comparable corpora (Zhang 
et al. 2017b used comparable corpora to carry out adversarial network), two mono-
lingual embeddings are consistently able to align two spaces between the large blue 
and red clusters but have trouble aligning the smaller embedding sub-clusters.

4.3  Impact of anchor points

In this section, we investigate how anchor points selection results affect the perfor-
mance of the refined bilingual embedding mappings. We refine bilingual embedding 
space via using frequent words and our method to select anchor points. Figure  5 

Fig. 5  An illustration of selecting different anchor points to refine bilingual embeddings
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shows the different alignment for English-Chinese, other language pairs exhibit sim-
ilar results.

Figure 5a is the alignment of adversarial training, Fig. 5b is the refined alignment 
via frequent words. We use our strategies to select anchor points and get Fig. 5c. It 
can be seen that the two methods all get a better performance compared with adver-
sarial training. However, different anchor points have various alignments. In our 
method, we use TF-IDF and PMI to filter some useless or noisy anchor points so 
that the alignment is better. In Fig. 5, ”chexiang” and ”che” are common words and 
counted as frequent words in Chinese, ”Car” is a common English word, ”chexiang” 
and ”che” can be translated into ”Car”. As we select frequent words that exceed 
6000 times as anchor points rather than the number of words, it makes the num-
ber of words of respective languages very disproportionate. Similar semantics are 
distinguished by different words in Chinese, while one word often combines with 
collocations to express different semantics. This phenomenon makes many Chinese 
words cluster, which in turn affects refining mappings (as Fig. 5a). We also count 
the number of words in different languages (As Table 2). We observe that although 
the size of English and French corpora exceeds Chinese, the number of words is 
much less. The statistical results also present why the improvement is more obvious 
than English-French and English-Chinese. For the low-resource language pairs, the 
hubness problem is very obvious due to data sparsity. Our method mitigates the hub-
ness problem by PMI to filter some high similarity words when we select anchors 
to refine bilingual mappings. Therefore, our method obtains better performance on 
low-resource language pairs.

5  Related work

Many researchers have put their efforts into bilingual word embeddings mapping. 
Mikolov et  al. (2013b) first used 5000 words as anchor points to learn this map-
ping and evaluated their approach on a word translation task. They also revealed 
the fact that these spaces exhibit similar distribution across languages. Since then, 
several approaches have been proposed to optimize the bilingual word embedding 
mappings Faruqui and Dyer (2014); Xing et al. (2015); Ammar et al. (2016); Zhang 
et  al. (2017b). Other works on this topic attempted to use a few seeds lexicon to 
achieve the mapping Vulic and Korhonen (2016); Smith et  al. (2017). Although 
those approaches can get a significant performance, Most of them rely on bilingual 

Table 2  Training set statistics

en fr es zh tr uy ka ne si

unzipped file size(GB) 26 11 8.1 4.1 1.5 1.3 1.2 1.4 1.4
number of articles(K) 5,690 2,301 1,560 1,619 397 316 308 363 356
number of words(K) 67 65 46 120 32 52 51 42 45
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resources to provide supervision which is unavailable in low-resource language 
pairs.

Recently, unsupervised methods that map bilingual word embeddings were 
trained without using any manually created bilingual resources Cao et al. (2016); 
Barone (2016); Smith et al. (2017); Conneau et al. (2018). Cao et al. (2016) didn’t 
require cross-lingual data to train bilingual word embeddings. They mapped word 
embeddings by matching the mean and variance of the Gaussian distribution. 
Smith et al. (2017) employed identical character strings to eliminate the bilingual 
limitation. Although these methods show encouraging results in practice, they 
also have a strong assumption on the writing systems of languages(e.g. that they 
need a common alphabet or Arabic numerals). Artetxe et  al. (2018) proposed a 
self-learning algorithm that iteratively improves the mappings. Moreover, those 
methods rely on the assumption that the two embeddings are isomorphic. How-
ever, Søgaard et  al. (2018) showed that these spaces are, in general, far from 
being isomorphic, although they have a similar distribution.

A few recent works attempt adversarial training for cross-lingual embedding 
transformation. Zhang et al. (2017b) employed adversarial training to map bilin-
gual word embedding. Their approach relies on sharp drops of the discrimina-
tor accuracy for model selection. Conneau et  al. (2018) adopted similar adver-
sarial training to map bilingual word embedding. However, they used multiple 
ways repeat to refine the mapping, such as refining the mapping with the closed-
form Procrustes analysis. Our model also employs adversarial training to initial-
ize bilingual word embeddings. Then, we propose two strategies to filter anchor 
points and use Procrustes analysis to refine the initialization.

6  Conclusion

In this paper, we propose an unsupervised method to improve bilingual word 
embedding. Our method leverages adversarial training to learn an initial bilingual 
word embedding without any cross-lingual resources. Next, we make full use of 
monolingual context to select more suitable anchor points, then refine bilingual 
word embedding. In the experiments, we show that our model significantly and 
consistently outperforms baselines. Experimental results have shown the effec-
tiveness of using the method on low-resource language pairs.

In the future, we plan to explore the following directions:

(1) As word distribution affects mapping bilingual word embedding, we will explore 
how domain classification affects bilingual word embedding.

(2) In this paper, we built a bilingual lexicon using our bilingual word embed-
ding. We will experiment on other NLP and MT tasks to further research on its 
impacts.
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