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Abstract Statistical machine translation has seen significant improvements in quality
over the past several years. The single biggest factor in this improvement has been
the accumulation of ever larger stores of data. We now find ourselves, however, the
victims of our own success, in that it has become increasingly difficult to train on such
large sets of data, due to limitations in memory, processing power, and ultimately,
speed (i.e. data-to-models takes an inordinate amount of time). Moreover, the training
data has a wide quality spectrum. A variety of methods for data cleaning and data
selection have been developed to address these issues. Each of these methods employs
a search or filtering algorithm to select a subset of the data, given a defined set of
feature functions. In this paper we provide a comparative overview of research in this
area based on application scenario, feature functions and search method.
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1 Introduction

Training data for Statistical Machine Translation (SMT) has increased significantly
over the past several years and is continuing to grow even further as digital multilin-
gual communication and information dissemination become ubiquitous. However, the
data is also coming in an increasingly wider spectrum of quality, from sentence-level
professional translations to crowd-sourced translations, to machine-generated outputs
from free online translators. This is one of the reasons why data selection and cleaning
has become a common step in the development of machine translation (MT) systems.
Data-selection techniques are also relevant for low-resource languages.While training
data for SMT is abundant in some language pairs, development of high quality MT
systems for low-resource languages remains a challenge due to lack of training data.
Using human translators to produce new training data has been a common solution to
this problem (Haffari et al. 2009; Ambati et al. 2010; Ananthakrishnan et al. 2010a;
Callison-Burch and Dredze 2010), yet the cost of translation has been a limiting factor.
As a result, data-selection techniques have been developed to select monolingual data
that, if translated, can improve the quality of an MT system the most. While indus-
try leaders in the field have the infrastructure and resources to build and iterate over
ever growing data sets, this is not cost-effective for small businesses and academics.
Notwithstanding the presence of abundant training data for SMT, it is still desirable
to select a subset of the data that enables the best translation quality in an SMT sys-
tem.1 Finally, offline mobile applications which generally have constrained memory
limitations are another important application of data selection in MT.

As a result, a subfield of data cleaning and selection has formed in the field of
MT, and some of the most practical methods for data cleaning and selection have
appeared in system submission papers as preprocessing steps. This paper attempts
to exhaustively review the literature in MT data selection and offer a comparative
overview of the proposed methods in each application scenario.

All data-selection and cleaning algorithms select a subset of some original dataset.
They differ in three main characteristics:

1. Application Scenario: The application scenario for each method (e.g. resource
reduction for high or low-resource languages, quality improvement in general or
domain adaptation settings) defines the type of data that is being selected (parallel
or monolingual), and the problem that the method aims to solve (e.g. maximize
translation quality with minimal training time memory consumption).

2. Scoring Functions: Since it is infeasible to train an MT system on each subset of
the data and evaluate the quality of the resulting system for each subset, researchers

1 One point to acknowledge here is the extent to which the data supplied is optimally used. Ozdowska and
Way (2009) provide comparative scores of systems built using different subsets of Europarl data (Koehn
2005). As might be expected, performance is highest for language pairs which use parallel data constructed
with that particular language direction in mind, i.e. a French-to-English MT system works best when the
original language data was French, and subsequently translated into English, as opposed to (i) where the
original language data was English, and translated into French, or (ii) where the source language was neither
French nor English. This is an important point, yet remains largely ignored by the wider community; system
developers tend to value larger amounts of (say) French–English parallel data rather than select segments
of a data set based on what the original language was.
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have developed scoring functions (features) defined on subsets of the data, which
are expected to correlate with the usefulness of the data subset for training a
high-qualityMT system.Different application scenariosmotivate different scoring
functions.

3. Selection Algorithms: Given one ormore scoring functions for evaluating a subset
of data, we need to find the subset that maximizes this scoring function subject
to some constraints. Depending on the properties of the scoring function, exact or
approximate search algorithms have been developed.

In the rest of the paper we first review the variations in the literature based on the
main components listed in Fig. 1. Next we provide a comparative overview of literature
as to how each work has combined the components above and how they compare with
other research. In Sect. 2we break out and detail the application scenarios foundational
to data-selection algorithms. In Sect. 3, we provide and describe the notation used
in the rest of the paper. In Sect. 4, we formalize the issue of data selection as a
constrained optimization problem and elaborate on different formulations of such
problems corresponding to different application scenarios. An exhaustive list of data-
selection scoring functions is presented in Sect. 5 followed by feature combination and
parameter tuning in Sect. 6. The scoring functions are organized based on the statistical
model (e.g. language model, translation model, …) they use. Search methods used to
solve optimization problems are listed in Sect. 7, 8 and 9. Methods of evaluating
the effectiveness of data-selection methods are discussed in Sect. 10. We provide a
comparative summary of all prior work in Sect. 11, along with recommendations for
applying these methods, and list related areas of research in Sect. 12.

2 Application scenarios

Data selection is performed in a variety of scenarios. There are two broad application
scenario categories: those where the goal is to minimize resource consumption, and
those focused on quality improvements or noise reduction. These in turn can be broken
down into sub-categories, as described below, all based on selection criteria and scoring
functions, which will be discussed in more detail in Sect. 4:

1. Satisfying Resource Constraints: A common scenario in data selection for MT
is that training data size needs to be reduced due to some resource constraints
(Gangadharaiah et al. 2009; Chao and Li 2011a; Lewis and Eetemadi 2013). Appli-
cation scenarios in this category differ based on the constrained resource. Although
model pruning can be used to satisfy deployment size constraints (Goodman and
Gao 2000), selecting a subset of the training data can be used to satisfy any of the
resource constraint listed below. With an exponential number of subsets to choose
from, the goal is to choose a subset of the training data that will ultimately result
in the highest translation quality.
(a) Training Resources:With the increasing availability of training data for SMT,

training-resource requirements (e.g. number of computers, main memory size
or training time) increase as well, althoughDyer et al. (2008) present a scalable
framework for some alignment and phrase extraction algorithms. This frame-
work enables training on larger data sets, but the underlying tradeoff between
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Fig. 1 Taxonomy of Data selection in MT. Numbers indicate related section numbers in this paper

training resources and quality of MT output remains. Hence, the goal here is
to reduce training resource requirements by training on a subset of the training
data with little or no impact on translation quality.

(b) Deployment Size: In scenarios where a translation system is hosted on devices
with limited hardware capabilities, such as mobile devices, it is desirable to
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produce translation models that are small in size and can be hosted on such
deviceswithminimum impact on translation quality. Onemethod for achieving
this objective is by selecting a subset of the training data (Eck et al. 2005).
Alternatively, this objective can be achieved by pruning the translation models
(Such methods are outside the scope of this paper. See Zens et al. (2012) for a
comparison of different pruning methods).

(c) Manual Translation Cost: When improving translation quality for low-
resource languages2 where pre-existing parallel training data is limited, a
common approach is to select a subset of a monolingual corpus to be manu-
ally translated by humans and added to the training data (Ambati et al. 2010;
Ananthakrishnan et al. 2010a). Since there is a cost element involved, the goal
is to achieve the highest improvement at a fixed cost or meet a predetermined
quality bar with minimum cost.

2. Quality Improvement:Unlike the resource constraint scenario, the focus of appli-
cations that follow this scenario is on quality improvement. In these scenarios, the
goal is to select a data subset which will result in a higher quality SMT sys-
tem compared to an SMT system trained on the full data set. This can be done
by filtering out sentences that are noisy or that have a difficult-to-learn transla-
tion phenomenon (e.g. phrase-based translation systems (Koehn et al. 2003) often
learn incorrect phrase translations from freely translated3 text (Han et al. 2009),
or selecting a subset that is relevant to a domain different from the domain of the
input data. Although data size will often be reduced in these scenarios, that is a
side-effect, not the goal.
(a) Noise reduction: A common source of training data is from crawled multi-

lingual web sites (Resnik 1999). Web data can be very noisy and although
robustness of SMT systems to noise has been studied (Goutte et al. 2012;
Pecina et al. 2014), noise reduction remains a common preprocessing step for
this kind of data (Denkowski et al. 2012). For parallel data, a pair of sentences
that are not good translations of each other can be considered noise.

(b) Reduction of Unhelpful Data: Although the objective is similar and also
partially achieved by noise reduction, it may be desirable to filter out data that
are not traditionally classified as noise. For example, non-literal translations
are not desirable for training phrase-based SMT systems (at least using current
technology).

(c) Domain Improvement:Acommonapproach for improving translationquality
is to train domain-specific translationmodels (Moore and Lewis 2010; Axelrod
et al. 2011; Banerjee et al. 2011). To that end, a subset of the training data that
is more representative of the target domain can be selected. In this task, an
in-domain data set is used to guide the training data-selection process.

2 Low-resource languages are languages that have relatively little monolingual or parallel data available
for training, tuning and evaluation.
3 Free translation or freely translated text—contrary to literal, direct orword-for-word translation—conveys
the overall meaning of a sentence or phrase without necessarily a word-for-word correspondence between
source and translated text (Han et al. 2009).
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3 Notation and terminology

Priorwork in data selection inMThas borrowed terminology and notation from several
related fields including active learning, machine learning and quality estimation. We
list the terms used in the literature for each concept in data selection and present the
terms and notations we use throughout the paper.

Data selection in MT has also been referred to as data cleaning (Okita 2009; Jiang
et al. 2010), noise reduction (Khadivi and Ney 2005; Okita et al. 2009; Taghipour
et al. 2010), improving training data quality (Liu et al. 2010b; Adesam 2012) and
active learning (Ambati et al. 2010; Ananthakrishnan et al. 2010b). Although we use
all of these terms in the context of corresponding scenarios or methods, we refer to the
general task of selecting a subset of data for training as “data selection” independent
of its purpose or method.

The data-selection task is to select the ‘best’ subset of the data for MT model
training. We refer to the full set of available data as “selection pool” or Spool and
denote the ‘best’ subset by “optimum subset”, S∗, regardless of the optimization
criteria. The unit of data is always sentences or sentence pairs.4 We do not specifically
distinguish parallel data or sentence pairs versusmonolingual data or sentenceswhen it
is apparent from the context.When a distinction between two sides of a parallel corpus
is necessary, we use the letter “s” with appropriate casing to indicate the source side of
the parallel data and “t” for the target side. The selection pool is also called “unlabeled
data” in some prior work (Haffari 2009). In some scenarios there is a seed parallel or
monolingual corpus given as part of the data-selection task. We call this data set the
“seed corpus” and denote it by Sseed. In this scenario, the assumption is that the seed
corpus is already selected and the task is to select a subset of the selection pool to be
added to the seed corpus. Data-selection tasks for domain adaptation are also given an
“in-domain” development set, Sin and an “out-of-domain” development set, Sout. In
some cases, the “selection pool” is also used as the out-of-domain development set. A
single sentence in any of the sets defined above is lowercase si to denote the i th sentence
in the data set. In most proposed methods for data selection, one or more functions are
used to evaluate the usefulness of a sentence or sentence pair. The literature calls such
functions: features, feature functions, objective functions and “scoring functions”.We
choose the last term and denote it as f(si ). Many methods proposed for data selection
use iterative selection algorithms where one or more sentences from the selection
pool are selected in each iteration. While the algorithm has selected j sentences, the
sentences that have been selected so far are called the “selected pool” and are denoted
as S j

1 (sentences 1 through j). In this context it is assumed that after each iteration,
the “selected pool” is added to the “seed corpus”. The remaining sentences are noted
as “candidate pool”, Scandidate. Scoring functions that depend on the selected pool are
called “context-dependent” scoring functions and are denoted as f(s j+1|S j

1 ).
Translation of sentence si using models trained on data set S is denoted as ti =

TX(S)(si ) where X(S) is any model trained on data set S (e.g. language model, LM(S),

4 The terms “translation units” or “utterances” could also be used, but they are functionally equivalent in
this context.
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Fig. 2 Data Selection: This diagram demonstrates the role of each data set in the data-selection process

word alignment model, AM(S), or translation model, TM(S)). Lowercase sm1 indicates
words 1 through m in sentence s. PLM(S)(si ) represents the probability of sentence si
appearing in the evaluation set according to a language model trained on corpus S.
PTM(S)(si , ti ) and PAM(S)(si , ti ) are interpreted similarly for a translation model and
a word alignment model.

Figure 2 demonstrates the role of each data set in the data-selection process. The
selection pool can be used to build probabilistic models (e.g. language model, trans-
lation model) to provide statistical insight. These models are computed once and not
updated. In contrast, statistical models computed using the selected pool separately
or combined with the seed corpus are updated as the selected pool changes during
the data-selection process. Scoring functions that depend on the models that need to
be updated are called “context-dependent scoring functions”. In addition, a decoder
using models built by the selection or selected pool can be used as another input to
a context-dependent or context-independent scoring function. A development set can
be used to train weights when more than one feature function is used. Ultimately,
the final scoring function is used to score sentences or sentence pairs in the selection
pool with an optimizer used to select the optimum subset of the selection pool. The
optimization step is often done by greedily adding sentence pairs from the selection
pool into the selected pool. For context-dependent functions, the models or statistics
need to be recomputed after the selection of each sentence pair, or N sentence pairs
in the case of batch learning.

4 Problem formulation

Data selection can be formulated as a constrained optimization problem.The constraint
is that the optimum subset has a given maximum size, which is usually measured by
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the number of sentences or sentence pairs in the subset, denoted by |S|.5 The true
scoring function that a data-selectionmethod aims tomaximizemeasures the expected
translation quality using data drawn from some desired target distribution (which could
be of general domain or a specific target domain in the case of domain adaptation).

Below we formulate a constrained optimization problem in a generic form, which
expresses what data-selection methods aim to achieve in theory. Since it is impractical
to solve this constrained optimization problem,6 different data-selection methods use
alternative formulations. The true scoring function is to select a subset, S, from the
selection pool, Spool, that maximizes the expected translation quality7 when translated
using models trained on S for any data sample, D, that is drawn from some desired
target distribution P(n-gram), subject to some size or resource constraint C , as shown
in Eq. (1):

S∗ = argmax
S ⊂ Spool,Size(S)<C

E
[
BLEU

(
Dref, TX(S) (Dsrc)

)]
(1)

Dsrc : Source side of D
Dref : Reference translation for Dsrc

The value for E
[
BLEU

(
Dref, TX(S) (Dsrc)

)]
, is usually estimated using a blind

test set, STest, drawn from the desired target distribution P(n-gram), as in Eq. (2):

S∗ = argmax
S ⊂ Spool,Size(S)<C

BLEU
(
STestref , TX(S)

(
STestsrc

))
(2)

Consequently, the task of data selection is to find the best subset of sentences that
will result in the highest translation quality as approximated on a blind test set which
is not available during training. Some application scenarios provide a constraint on
the size of the subset. There are, therefore, two technical problems to solve:

1. Efficient estimation of the quality of an MT system trained on a set S using an
unseen test set.

2. Finding the data subset S∗ that maximizes this estimated quality.

A variety of models have been defined for the usefulness of a sentence pair. They
either use

– a single scoring function on data subset S, or
– a model which combines multiple scoring functions, or
– in the case of active learning, an SMT system (or some elements of it, such as a
language or translation model) which is trained on the training data and evaluated
against a blind test set.

5 Size can also bemeasured in total number of characters, tokens, token types, etc depending on the scenario.
6 The number of subsets of size m from a set of size n is n!

m!×(n−m)! . Since this value is exponential in n,

to be precise: n
k , it is impractical to do an exhaustive search enumerating all subsets.

7 We will use BLEU as the automated metric here, but other measures are certainly viable. Bilingual
Evaluation Understudy is the most popular automatic evaluation metric based on n-gram matches between
translation output and reference translations (Papineni et al. 2002; Koehn 2009).
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An example of a scoring function is n-gram8 coverage of the data subset with
respect to the selection pool. Thus a subset that covers a larger portion of all n-grams
is assumed to result in a higher qualityMT system.Multiple scoring functions can also
be combined using a linear model for estimation. Equation (3) shows a formulation
of the optimization problem from Eq. (2) where a combination of scoring functions is
used to model translation quality:

S∗ = argmax
S ⊂ Spool,Size(S)<C

Feature
Count∑

i=1

λi Fi (S) (3)

Fi (S) : corpus-level scoring function

λi : feature weight
Once amodel for scoring the goodness of data subsets has been defined, the remain-

ing problem is searching for the best subset of a givenmaximumsize.Depending on the
scoring functions, the search problem can be extremely hard and necessitate approxi-
mate search techniques. For practical purposes, the scoring functions over data subsets
can be decomposed into increments when adding each sentence one by one in a given
order. Given this decomposition, a corpus subset can be selected incrementally by
adding individual sentences. Equation (4) shows such a decomposition:

S∗ = argmax
S ⊂ Spool,Size(S)<C

|S|∑

j=1

Feature
Count∑

i=1

λi fi
(
s j |S j−1

1

)
(4)

fi
(
s j |S j−1

1

)
: context-dependent sentence-level scoring function

Equation (4) assumes conditional independence for the scoring function between
sentences in the selection pool given the selected pool. In contrast, Eq. (5) assumes
complete independence. If the sentence-level scores are independent of previously
selected sentences (e.g. sentence length), a simple threshold-based filtering algorithm
will provide the optimum solution (Kirchhoff and Bilmes 2014) to the constraint
optimization problem with computational complexity of O(|S| × log |S|) for sorting
sentences based on their scoring function value andO(|S|) for satisfying the resource
constraint. This is often the case for scoring functions motivated by data cleaning and
noise reduction, e.g. the source-to-target sentence length ratio. Sentence-level scoring
functions that are motivated by minimizing resource constraints are often dependent
on previously selected sentences, e.g. number of new n-grams in a sentence.

8 In this paper, unless otherwise specified, word n-grams are referred to as simply n-grams for brevity. A
word n-gram is a sequence of n words that appear in natural language text.
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S∗ = argmax
S ⊂ Spool,Size(S)<C

∑

s∈S

Feature
Count∑

i=1

λi fi (s) (5)

fi (s) : sentence-level scoring function

In cases such as (5), an incremental search algorithm such as greedy search is often
used to solve the constrained optimization problem. Selection algorithms are discussed
in more detail in Sect. 7.

5 Sentence-level scoring functions

As explained in Sect. 4, the constrained optimization problem is often broken down
using a combination of sentence-level scoring functions to enable an efficient solution
to the optimization problem. These functions can be categorized as follows.

– Context-Independent Functionswhich depend on nothing but the candidate sen-
tences in question.

– Context-Dependent Functions which depend on the selected pool.

Threshold filtering can only be used for context-independent functions. For context-
dependent functions, a greedy incremental search algorithm is often used to solve the
optimization problem.

5.1 Context-dependent functions

The values or scores of context-dependent functions depend on statistics from the
selected data, in addition to the sentence being scored. In a typical data-selection
algorithm, all sentences are scored and one or more9 sentences with the highest score
are added to the selected pool. This requires the statistics in use to be recomputed in
addition to all candidate sentence scores. We categorize the scoring functions in this
group based on the statistics or models that need to be calculated over the selected
sentences in order to assign scores to candidate sentences.

5.1.1 N-gram coverage functions

Functions in this group are motivated by finding a subset of the selection pool that
best represents the entire set using n-gram statistics. In other words, when selecting a
subset of training data, it is often desirable to preserve the vocabulary and its context
(n-grams). The simplest way of using n-gram statistics for this purpose is to ensure all
n-grams of up to a certain length are present in the selected subset. For this purpose, it is
sufficient to keep the n-gram count for the selected pool. For each candidate sentence,

9 Batch-learning techniques are often used to make data-selection methods practical. See Sect. 9 for details.
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the score is equal to the number of new n-grams it contains where the n-gram length
is less than or equal to N .

f1
(
s j |S j−1

1

)
= 1

norm(sj)

N∑

n=1

∑

ng∈NG(s j ,n)

weight(ng, j − 1) (6)

NG(s, n) : All n-grams of size n in sentence s

weight(ng,m) : Weight of n-gram ng given selected pool Sm1 are selected

norm(s) : Normalization factor for sentence s

Equation (6) covers much of the prior work depending on the choice of
weight(ng,m) and norm(s). Eck et al. (2005) present several scoring functions with
weight(ng) equal to 1. In their simplest scoring function they only count the number of
new n-grams in a sentence and normalize by the length of the sentence, as in Eq. (7):

weight1(ng,m) =
⎧
⎨

⎩
0 ng ∈

m⋃

i=1
NG(sm, n)

1 otherwise
(7)

norm1(s) = |NG(s, n)|
In this approach rare and frequent n-grams are valued equally. In their effort to

assign a higher weight to more frequent n-grams in the selection pool, Spool , Eck et
al use the n-gram frequency as the weight in their improved scoring function Eq. (8).
Using normalization factors of |s|i where i takes on values of 0, 1 and 2, are other
variations attempted by this work.

weight2(ng,m) =
⎧
⎨

⎩
0 ng ∈

m⋃

i=1
NG(sm, n)

Freq(ng, Spool) otherwise
(8)

Freq(ng, S) =
∑

s∈S

∑

ng∈NG(s,len(ng))

1

Aclear shortcomingof the function in (8) is that once ann-gramexists in the selected
sentences, it is of zero value when selecting new sentences. This does not allow for the
scoring function to discriminate against an n-gram with frequent occurrences in the
selected sentences versus an n-gram that has only appeared once. This is themotivation
for introducing a feature decay function for the n-gram weight (Ambati 2011; Biçici
and Yuret 2011).

weight3(ng,m) = Freq(ng, S) ∗ e−λ∗Freq(ng,{s1...sm}) (9)

λ : Exponential decay hyper parameter
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For their last variation on the weight function, Eck et al. (2005) use the cosine
similarity betweenTF-IDF10 vectors of the selected pool and sentences in the candidate
pool. In an information-retrieval setting for TF-IDF, all sentences in the selected pool
play the role of the search querywhile each sentence in the candidate pool is considered
a potential matching document. The goal in this case is to find the document (candidate
sentence) that ismost dissimilar to the searchquery (selectedpool).Defining theweight
function, weight(ng,m), as follows, results in Eq. (6) which uses cosine similarity of
TF-IDF vectors as defined above, as the sentence-scoring function.

tf (ng, S) = Freq(ng, S)

idf (ng, S) = |S|
∑

si∈S
1 (ng ∈ NG(si , len(ng)))

1 (ng ∈ NG) =
{
1 ng ∈ NG
0 otherwise

weight4(ng,m) = tf
(
ng, Sm1

) ∗ Log idf
(
ng, S|S|

m+1

)
(10)

Since the goal of the TF-IDFweight function is to find themost dissimilar sentence,
the overall optimization problem Eq. (5) turns into a minimization, unlike other n-
gram-based scoring functions.

5.1.2 Phrase-table-based functions

Scoring functions in this section require a phrase table. Depending on the function,
the “seed corpus”, the “selection pool”, the “selected pool” or “candidate pool” or a
combination thereof are used to train the phrase table. When selecting from a mono-
lingual pool of sentences, a full SMT system trained on the seed corpus can be used
to turn the monolingual corpus into a parallel corpus to train the phrase table (Haf-
fari 2009). Haffari (2009) introduces the idea of exploration versus exploitation in
this context. The idea is to ‘explore’ by selecting sentences with new phrase pairs to
expand coverage while ‘exploiting’ phrase pairs that are not new, to improve their
probability estimation. We use Table 1 to further explain this idea. Phrase pairs that
occur frequently in the selection pool but do not occur (or occur rarely) in the seed
corpus are of most value. If they do not exist in the seed corpus (A∗), they add new
coverage (exploration). On the other hand, they provide better estimation if they occur
rarely in the seed corpus (B∗, exploitation). Phrase pairs with low frequency in the
selection pool can also be useful if they occur rarely in the seed corpus (D∗) or do not
occur at all (C∗). Although this intuition is explained in the context of phrase-pairs, it
is applicable to n-gram- and language model-based scoring functions as well.

Haffari introduces a phrase-pair utility function to capture exploration versus
exploitation Eq. (11). The sentence-scoring function is then computed using arith-

10 Term Frequency—Inverse Document Frequency.
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Table 1 Exploration versus Exploitation. A∗: Improved coverage for important phrase pairs;a B∗:
Improved estimation for important phrase pairs; C∗: Improved coverage for phrase pairs; D∗: Improved
estimation for phrase pairs

a The assumption here is that a phrase pair that occurs frequently in the selection pool is likely to be used
in a translation task, and thus is important

metic Eq. (12) or geometric Eq. (13) average of the phrase pair utility function over
all phrase pairs.

PPUtil
(
pp|(s, t)j−1

1

)
=

P

(

PP1 = pp|PP1 ∈
j−1⋃

k=1
PPs(sk, tk)

)

P

(

PP2 = pp|PP2 ∈
|S|⋃

k=j
PPs (sk, tk)

) (11)

pp : A phrase pair mapping a phrase in one language

to its translation in a second language.

PPs(s, t) : The set of all phrase pairs extracted
from sentence pair (s,t).

f2
(
(s j , t j )|(s, t) j−1

1

)
=

⎛

⎝
∏

pp∈PPs((sj,tj))
Log PPUtil

(
pp|(s, t)j−1

1

)
⎞

⎠

1
|S|

(12)

f3
((
s j , t j

) |(s, t) j−1
1

)
= 1

|S|
∑

pp∈PPs((sj,tj))
PPUtil

(
pp|(s, t)j−1

1

)
(13)

Ambati (2011) takes a different approach in using a phrase table for scoring sen-
tences. The goal is to give a higher score to source phrases where the phrase table
is more uncertain about their translation. Since entropy is a measure of uncertainty,
Ambati defines phrasal entropy to calculate the level of uncertainty a phrase table has
regarding a source phrase, as in Eq. (14):

PhrEnt
(
ps| (s, t)j1

)
=

∑

pt∈Trans(ps)

−P
TM

(
S j
1

) (pt|ps) ∗ log P
TM

(
S j
1

) (pt|ps)

|Trans (ps) |
Trans (ps) : Target phrases for phrase ps according to

phrase table trained on (s, t) j1 (14)
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Using phrasal entropy,11 the scoring function for a sentence is defined as the sum
of the phrasal entropy over all source phrases in a sentence. This scoring function
can be extended to use two different phrase tables (one trained from source-to-target
language and the other target-to-source). Using the second phrase table, uncertainty
about target phrases can also be taken into account.

5.1.3 Language model-based functions

Language model-based scoring functions are similar to n-gram-based scoring func-
tions. In both cases, n-grams are the basis for scoring sentences. The advantage of
language model-based scoring functions is their higher accuracy in estimating n-gram
probability, especially when the data is sparse, due to back-off and smoothing strate-
gies used in language modeling. In contrast, training a language model has a higher
computational complexity compared to collecting n-gram statistics for n-gram-based
scoring functions.

In the absence of a phrase table (when parallel data is not available or less compu-
tational intensity is desirable), Haffari et al suggest using a language model over all
possible phrases (all n-grams of up to a certain size) to calculate the equivalent of the
phrase-pair utility function defined in Eq. (11), n-gram utility. N-gram utility follows
the same principle, but uses n-grams and two language models—one trained on the
seed corpus and another trained on the selection pool—instead of phrase pairs and
two phrase tables, as in Eq. (15):

NGramUtility
(
ng| (s, t)j−1

1

)
=

P
LM

(
S|S|
j

) (NG1 = ng)

P
LM

(
S j−1
1

) (NG2 = ng)
(15)

P
LM

(
S j−1
1

) (NG = ng) : Probability of n-gram ng according to

language model trained on S j−1
1 .

The sentence-scoring function is then defined as an arithmetic or geometric average
of the n-gram utility function of all n-grams up to a certain length derived from the
sentence. In a slight variation to Eq. (15), Mandal et al. (2008) use perplexity12 instead
of probability using the same language models.

11 By definition the conditional entropy of H(Y |X) is defined as
∑

x∈X,y∈Y p(x, y) log p(y|x). However,
the definition provided for PhrEnt here is missing a P

TM(S j
1 )

(ps) inside the summation but outside the log.

We recognize this inaccuracy but keep formula (14) consistent with the referenced work (Ambati 2011).
12 The perplexity of a random variable is defined as two (or any given base number) to the power of its
entropy. In natural language processing this function is commonly used as a measure of how surprised a
language model is when observing a sequence of words.
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Liu et al. (2010a) attempt to assign the highest score to sentences with most infor-
mative n-grams. They measure informativeness of n-grams by n-gram13 entropy. In
addition, they multiply the entropy by the square root of the n-gram length to encour-
age longer phrases as they suggest longer phrases contribute to better translation, as
in Eq. (16):

NGEntropy
(
ng|Sj−1

1

)
= − log

(
P
LM

(
S|S|
j

)(ng)

)
∗ √

len(ng)

∗ 1
(
ng ∈ NG

(
S|S|
j

))
(16)

See Eq. (6) for the definition of NG(S|S|
j ). Equation (16) uses individual entropy as

a measure of informativeness. We would like to point out that a more appropriate
use of entropy would be using it as a measure of uncertainty. For this purpose, given
an n-gram ng of size m, {w1 . . . wm}, the entropy of the n-gram can be defined in the
context of all n-grams of sizem+1, {w1 . . . wm+1} that have n-gram ng as their prefix,
as in Eq. (17):

NGEntropy
LM

(
Sj1

)

(
wm
1

) = −
∑

w∈Vocab
(
S j
1

)
P
LM

(
Sj1

)
(
w|wm

1

) ∗ log

(
P
LM

(
Sj1

)
(
w|wm

1

))

Vocab
(
S j
1

)
: The set of all unique words in S j

1 . (17)

Finally, Ambati attempts to make the probability distribution function of the final
selected pool as close as possible to the probability distribution function of the selection
pool. Two language models are trained for this purpose. The first language model is
trained on the seed corpus and selected pool, while the second language model is
trained on the selection pool. The aim is to minimize the Kullback–Leibler divergence
(Kullback and Leibler 1951)14 between these two probability distribution functions.
To achieve this, the scoring function for a sentence equals the sum of its n-gram
contributions to to the overall KL divergence, as in Eq. (18):

KL-Div(ng) = P
LM

(
S j−1
1

)(ng) ∗ log

P
LM

(
S j−1
1

)(ng)

P
LM

(
S|S|
1

)(ng)
(18)

Based on Eq. (18), the sentence-level scoring function is the sum of the KL-Div
function over all possible n-grams in a sentence.

13 For all practical purposes in their work (Liu et al. 2010a), a phrase is the same as an n-gram as they
consider phrases for a sentence to be all n-grams of up to a certain length.
14 Kullback–Leibler divergence is an information-theoreticmeasure of the distance between twoprobability
distributions.
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5.1.4 Decoder-based functions

Decoder-based scoring functions require a full SMT system to be trained over the
seed corpus, the selection pool or both. If the goal is to select from a parallel pool of
sentences, the simple approach is to use a full SMT system trained over the seed corpus
to translate sentences in the selection pool. The scoring function for a sentence is based
on the error or the distance between the produced translation and the target side of
the sentence pair. The idea is that if the SMT system makes an error on a sentence,
the sentence is likely to contain useful information. Most of the functions introduced
in this category assume the selection pool is monolingual and so use other means to
measure the likelihood that the decoder will produce an erroneous translation.

Haffari uses an SMT trained on the seed corpus to translate the monolingual selec-
tion pool. The scoring function is obtained by normalizing the model score produced
by the decoder using sentence length. One drawback of this scoring function is that,
although decoder score is an objective score when comparing translations of the same
source sentence, it is not a comparable score when considering different source sen-
tences. However, significant differences in this score can be a meaningful measure and
can effectively be used for data selection (Haffari et al. 2009; Ambati 2011).

Another approach to measuring translation error is using Round Trip Translation
Accuracy (Somers 2005; Haffari et al. 2009). In this method two SMT systems are
trained on the seed corpus, one in each direction. For each sentence in the selection
pool, it is translated once from source to target and then from target to source. The
scoring function is then the error function between the final translation and the original
sentence.

Inter-System Disagreement is another approach developed by Mandal et al.
(2008). In this method different SMT systems (e.g. a hierarchical system (Chiang
2005) as well as a phrase-based system) are trained on a seed corpus. Next, sentences
in a parallel development set are translated using all statistical translation systems.
For each translation system, an inter-system disagreement error is calculated for its
translation output using all other systems’ output as references. The target side of the
development set is then used to train a linear regression model that predicts the final
translation error based on the inter-system disagreement error from each translation
system. Once the linear regression model is learned, inter-system disagreement errors
are calculated for the selection pool and fed into the linear regressionmodel to produce
the final scoring function. The idea is that the sentences where the translation output
from different systems differ the most are the most poorly translated sentences and
thus the most informative if added to the training data together with an appropriate
human translation.

The work of Ananthakrishnan et al differs from all other work in this category,
since it does not use a sentence-level scoring function (Ananthakrishnan et al. 2010a).
Instead, they train a sentence-level pairwise comparator classifier to sort sentences in
the selection pool based on their estimated translation error reduction. The pairwise
comparator uses n-gram features to compare sentences. However, we include this work
in this section, since a decoder with models trained on the seed corpus is used to create
the development set. First, a parallel corpus is required to create the development set.
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Next, the source side of the parallel corpus is decoded and the TER15 is calculated for
each sentence pair. Ananthakrishnan et al suggest if the sentence with the highest TER
is added to the seed corpus, it will likely reduce the translation error the most. Sorting
the sentence pairs in the development set according to their TER score produces the
final development set. They train the pairwise comparator weights to best match the
order of sentences in the development set. After the comparator is trained, it is used
to sort the sentences. The scoring function in this case is the rank of each sentence in
the sorted list.

Finally, Kauchak (2006) attempts to estimate the contribution of each sentence pair
in the selection pool by sampling a large number of random subsets of the selection
pool with replacement and training an SMT system over each subset of the training
data. After calculating the performance of each system (usingBLEU score, say), a con-
tribution score is estimated for each sentence pair based on its membership in different
subsets and the performance of those subsets. This method is very computationally
intensive and its use is not feasible in practical scenarios. However, it can be calculated
on small data sets and used as an oracle score to evaluate other data-selection features
or tune hyper-parameters for various data-selection methods.

5.2 Context-independent functions

Context-independent functions have mostly been inspired by features used in the area
of TranslationQuality Estimation (Ueffing andNey 2007), where, given a sentence and
its translation, the quality of the translation is estimated in the absence of a reference
translation. We have grouped these functions based on the statistic or model that is
required for their computation.

5.2.1 Language model-based functions

Language models can be used in different ways to assess the usefulness of a sentence
or sentence pair. Denkowski et al. (2012) use an external source and target language
model trained on clean data to filter out ungrammatical sentences Eq. (19). In this case
the scoring function is the length-normalized language model score of the sentence.
Allauzen et al. (2011) use the language-model perplexity score of the sentence as its
scoring function to filter out foreign-language sentences Eq. (20).

f4(si ) = PLM(Sclean)(si ) (19)

f5(si |Sclean) = 2
Hind
LM(Sclean)

(si ) (20)

Hind
LM(S)(si ) = −PLM(S)(si ) ∗ log PLM(S)(si ) (individual entropy)

15 Translation Edit Rate (TER) measures the amount of editing a human would need to perform on an MT
output to exactly match a reference translation (Snover et al. 2006).
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Yasuda et al. (2008) use a language model trained on an in-domain16 development set
to score sentences in the selection pool. In this approach the scoring function equals the
geometrical average of the source and target entropy17 of the sentence pair according
to the in-domain language models, as in Eq. (19):

f6 (si |Sin) =
√
Hind
LM(Sin-src)

(si ) ∗ Hind
LM(Sin-tgt)

(si ) (21)

Since the language model used in computing the entropy is an estimate of the true
probability distribution function, cross-entropy18 is used instead. A uniform probabil-
ity distribution function is used to estimate cross-entropy. The goal in this method is
to give sentences similar to the in-domain development set a higher score. However,
the shortcoming of this method is that it will also give generally popular sentences
(that are also popular in the in-domain development set) a high score as well. This
is not desirable in a domain-adaptation data-selection task. Moore and Lewis address
this issue by introducing a second language model trained on a general-domain devel-
opment set (Moore and Lewis 2010). In their approach, they use the cross-entropy
difference of the two language models to score sentences, as in Eq. (22):

f7(si |Sin, Sout) = Hind
LM(Sin)(si ) − Hind

LM(Sout)(si ) (22)

Axelrod et al. (2011) extend the cross-entropy difference method to include the
target side of parallel data. In their method (bilingual cross-entropy difference), two
separate in-domain and general-domain languagemodels are trained for the source and
target language. For a given sentence pair, its score is calculated by adding together
the cross-entropy difference of source and target, as in Eq. (23):

f8(si |Sin, Sout) = f7(si src|Sin-src, Sout-src) + f7(si tgt |Sin-tgt, Sout-tgt) (23)

5.2.2 Alignment model-based functions

Alignment-based scoring functions19 are only applicable to parallel training data selec-
tion. These scoring functions attempt to quantify the translation quality and accuracy

16 The seed corpus can be used for this purpose as well.
17 Entropy, H(X), measures the amount of information or uncertainty in a random variable (Manning and
Schütze 1999).
18 The cross-entropy of a random variable, X , with the true probability distribution function of P(X) and
an estimated probability distribution function of Q(X) is formally defined as the sum of the entropy of X
plus the KL-divergence between P(X) and Q(X): H(P(X), Q(X)) = H(X, P(X))+DKL(P(X)||Q(X))

(Cover and Thomas 1991).
19 A word-alignment model is a statistical model trained and used to align individual words in a sentence
to their translations in the translated sentence. A word-aligned sentence pair contains alignment links used
to align words in one sentence to the other (Brown et al. 1993).
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of the sentence pair. Any word alignment model (e.g. the HMM-based word alignment
model of Vogel et al. (1996) can be used to compute this scoring function by aligning
each word in a sentence to corresponding word(s) in its pair. A number of scoring
functions can be computed using this alignment model.

Khadivi and Ney (2005) suggest training an alignment model on all sentences in the
selection pool.20 The score for each sentence is equal to the average Viterbi alignment
probabilities according to source-to-target and target-to-source alignment models, as
in Eq. (24):

f9
(
(si )

m
1 , (ti )

n
1

) = 1

m
logmax

am1
PAM

(
(si )

m
1 , am1 |(ti )n1

)

+ 1

n
logmax

an1
PAM

(
(ti )

n
1, a

n
1 |(si )m1

)
(24)

(si )
m
1 : words 1 through m in sentence si .

am1 : target word alignment link for source words 1 through m.

Taghipour et al. (2010) introduce alignment entropy as a scoring function. Align-
ment entropy, as defined in Eq. (25), is a smooth measure of uniform distribution of
alignment links, i.e. given an alignment link count of n, how uncertain the model is
about predicting the word corresponding to the link.21 The highest value for align-
ment entropy is achieved when all words have the same number of alignment links
associated with them.

f10(si , ti ) = −1

n

∑

(si )n1

p1
(
(si )

n
1

) ∗ log p1
(
(si )

n
1

)

∗ −1

m

∑

(ti )m1

p1
(
(ti )

m
1

) ∗ log p1
(
(ti )

m
1

)
(25)

p1((si )k) = a((si )k)∑

k
a ((si )k)

a ((si )k) : The number of links that end on word (si )k

20 In their work, Khadivi and Ney use IBM model 1, HMM and IBM model 2 in succession to train the
final model. However, their scoring function does not depend on any particular alignment model, so any
alignment model can be used.
21 We think a more natural derivation for alignment entropy of a sentence is averaging alignment entropies
of each source or target word according to all possible alignments. This will provide a measure of how
uncertain an alignment model is about word alignments in a sentence. This is a more natural use of entropy
compared to the uncertainty about a word given the number of Viterbi alignment links for the word.
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They also use a number of features Eqs. (26–29) inspired by the work of Munteanu
andMarcu (2005) on “exploitation of non-parallel corpus forMT”based on the number
of alignment links and word fertility:22

f11(si ) = Nsrc(si ) − Ntgt(si ) (26)

f12(si ) = Nsrc(si )

|si | (27)

f13(si ) = Ntgt(si )

|si | (28)

f14(si ) = argmax
wi∈si

fertility(wi ) (29)

Nsrc(s) : Number of null aligned source words in sentence s

Ntgt(s) : Number of null aligned target words in sentence s

Denkowski et al. (2012) add the scoring functions in (30) and (31) to those in the
list above:

f15(si ) = Asrc(si )

|si | (30)

f16(si ) = Atgt(si )

|si | (31)

Asrc(s) : Number of aligned source words in sentence s

Atgt(s) : Number of aligned target words in sentence s

Ambati (2011) usesbidirectional alignment scores to provide the score for a single
alignment in a sentence pair. Denkowski et al. (2012) assign a sentence pair score by
averaging these alignment scores, as in Eq. (32):

f17(si , ti ) = √
PAM(si |ti ) ∗ PAM(ti |si ) (32)

In addition, Ambati proposes to use the distance between the bidirectional align-
ment scores for the highest probability alignment and the second highest probability
alignment for a source or target word as ameasure of alignment uncertainty. The closer
the distance, the more uncertain the alignment model is about the alignment for the
word in question Eq. (33). Although they have not extended this scoring function to
the sentence level, an average over all source or target words can be used to provide a
sentence-level scoring function.

22 In word alignment, the fertility of a word is defined as the number of alignment links initiated from that
word.
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5.2.3 Other scoring functions

We provide a list of sentence-level scoring functions that do not fit the scoring function
categories above. These include length-based functions, character-based functions and
functions indicating literalness of translation. Length-based functions are primarily
used to filter out noisy data. In the following length-based functions, sentence length
can be calculated as the number of tokens/words or number of characters. A develop-
ment set can be used to tune thresholds for these length-based functions (Khadivi and
Ney 2005; Taghipour et al. 2010). Alternatively, an unsupervised outlier threshold can
be developed based on the candidate sentence pool itself (Denkowski et al. 2012).

1. Source sentence to target sentence length ratio and vice versa (Khadivi and Ney
2005; Taghipour et al. 2010; Denkowski et al. 2012)

2. Difference of source and target sentence lengths (Taghipour et al. 2010)
3. Sentence length (Denkowski et al. 2012)
4. Length of longest token in the sentence (Denkowski et al. 2012)

A few other simple scoring functions can also be used to filter out noisy data.

1. Sentence-end punctuation agreement (Khadivi and Ney 2005)
2. Percentage of alphanumeric characters (Khadivi and Ney 2005; Denkowski et al.

2012)
3. Existence of control characters and invalid unicode characters (Denkowski et al.

2012)
4. Co-occurrence of special tokens such as email address, URL, date or number on

both sides of a sentence pair (Taghipour et al. 2010).

In addition to the functions above, Han et al. (2009) introduce two functions to
assess lexical and syntactic compatibility of a sentence pair. Their approach is to
assign scores to sentence pairs according to the potential for an SMT system to learn
from the sentence pair. The idea is that sentence pairs with literal translations are more
likely to be useful compared to an abstract or conceptual translation. First, they attempt
to estimate the literalness of a translation given a sentence pair using lexical features.
This feature is calculated by expanding the words of source and target sentences by
a synonym dictionary and then counting the number of words that are translations of
each other given a bilingual dictionary. They normalize this value by the total number
of words and use it as the function score, as in Eq. (33):

f18(si , ti ) =
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BiDic
src→tgt

(wi ) : Translations for word wi according to a given dictionary.

Synonyms
src

(wi ) : Synonyms for word wi accoring to a given dictionary.

sik : kth word in sentence si

In their second approach, Han et al. (2009) use part of speech tags to evaluate
the grammatical compatibility of a sentence pair. First, they manually map common
POS tags of the two languages (e.g. the “noun” POS tag in English is mapped to the
“noun” POS tag in Chinese). For a given sentence pair, the number of occurrences
of each source tag and its target counterpart tag is calculated. Their distance is com-
puted using the ratio of the smaller count to the larger count. A weighted average23

of the distance measures for all common tags is used to calculate the cross-lingual
grammatical compatibility, as in Eq. (34):

f19(si , ti ) =
∑

tag

λtag
min (Count(si , tag),Count(ti , tag)) + 1

max (Count(si , tag),Count(ti , tag)) + 1
(34)

6 Feature combination and parameter tuning

Some data-selection scenarios and scoring functions require parameter tuning.

1. Scoring function parameter(s): Some scoring functions contain a parameter that
needs to be tuned (e.g. Han et al. 2009).

2. Feature Combination: Since different scoring functions capture different aspects of
the data, it is often desirable to combine more than one function for data selection.
For this purpose a combination model (such as linear) is required along with an
algorithm to find optimum model parameters (e.g. Khadivi and Ney 2005).

3. Threshold tuning: data-selection methods that use a threshold to filter/select data,
require the threshold parameter to be tuned (e.g. Denkowski et al. 2012).

A common requirement for parameter tuning and feature combination is the avail-
ability of a development set. In a supervised learning scenario, human annotators are
used to create the development set. For example, Han et al use human annotators to
label sentence pairs as literal translations versus conceptual translations to create a
development set. Since this is an expensive and time-consuming task, alternative tech-
niques for development data creation in semi-supervised learning methods have been
developed (Khadivi and Ney 2005; Ananthakrishnan et al. 2010b; Taghipour et al.
2010).

1. Mixing clean and noisy data: In their work, Khadivi and Ney add noisy data
to clean data (labeled accordingly) as the development set to train their noise
classification algorithm.

23 The weights are trained using a manually analyzed development set of size 1000.
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2. Single Pass Active Learning: In their effort to trainweights for a pairwise sentence
comparator classifier, Ananthakrishnan et al. (2010a) use a parallel corpus ordered
by TER (between the reference translations and the translations produced by the
decoder using the models trained on the seed corpus) as their development set.
Haffari (2009) uses a similar method to generate a development set to train the
feature-combination model weights.

3. Using Selection Pool: Denkowski et al. (2012) use the candidate selection pool
of sentences to compute outlier-detection parameters. They calculate average and
standard deviation on the selection pool for a number of features (e.g. sentence-
length ratio and alphanumeric density) to filter outliers.

7 Selection algorithms

Given a constrained optimization problem formulation, consisting of scoring func-
tions, a combination model and size constraints, a selection algorithm is used to solve
the optimization problem.

7.1 Threshold-based filtering

A context-independent function can be computed for all sentence pairs in one pass
and the subset of training data that passes a certain threshold can be selected in
linear time. Methods that depend on a threshold tune the threshold prior to filter-
ing. For example, Denkowski et al set the thresholds for length-based filtering at
avg(sN1 ) ± 2 ∗ stddev(sN1 ). Other selection methods with context-independent scor-
ing functions iteratively select the highest-scoring functions until the constraint is
met. These methods require the sentences to be sorted prior to filtering. For a linear
filtering time, radix sort can be used. The work of Moore and Lewis is an example of
constraint-based filtering as sentences are sorted based on their cross-entropy differ-
ence before the filtering is applied. Classification-based approaches such as Khadivi
and Ney (2005) and Taghipour et al. (2010) follow the same paradigm. Since these
approaches combine multiple features, they train a classifier on a development set and
then apply the classifier to the selection pool to label sentences as selected versus not
selected, or clean versus noisy.

7.2 Greedy search

The selection method for most methods with context-dependent scoring functions is
greedy search. The highest-scoring sentence is selected in each iteration and themodels
used for the scoring functions are updated. This process is repeated until a specified
constraint is met, e.g. the total number of words in selected pool or a minimum quality
bar. Eck et al. (2005), Haffari et al. (2009) and Ananthakrishnan et al. (2010a) are
examples of this selection method. Due to their high computational complexity, for
practical purposes greedy selection algorithms are often paired with batch-learning
techniques (see Sect. 9).
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7.3 Submodular optimization

Kirchhoff andBilmes (2014) have recently introduced submodularity for data selection
in SMT. Submodular functions are a class of set functions that formalize the concept
of “diminishing returns”. This makes them a natural theoretical framework for data
selection. Formally, a function, F, is called submodular if adding an instance x to a
set S increases F(S) more than (or equal) if it were added to a superset of S, S ⊂ S′,
as in Eq. (35):

F(S ∪ {x}) − F(S) ≥ F(S′ ∪ {x}) − F(S′) (35)

In general, solving Eq. (3) exactly is NP-complete. However, if the set function F
is submodular the problem can be solved using a greedy algorithm with worst-case
solution of F(X∗) > (1 − 1/e) ∗ f(Xopt ). That is, in the worst case, the function
value for the solution from the greedy algorithm is approximately 0.63 of the opti-
mum solution (Kirchhoff and Bilmes 2014). Moreover, depending on the curvature
of the submodular function, the worst-case guarantee can be improved. Graph-based
submodular functions are a natural fit for data selection as each sentence is repre-
sented as a node in the graph and edge weights are computed based on the similarity
of the two sentences. The order of graph construction complexity is quadratic in the
number of sentences. This makes this class of submodular functions impractical for
large data sets. Another class of submodular functions that are more practical for large
data sets is based on bipartite graphs G = (V,U, E, w). In this setting sentences are
the left vertices, V . Features (e.g. n-grams) are the right vertices, U , with weight w.
Connecting each sentence to its features adds up to the set of edges, E . In this setting,
Kirchhoff and Bilmes define a feature-based submodular function as in Eq. (36):

f(X) =
∑

u∈U
wuφu(mu(X)) (36)

Assuming wu to be positive, mu(X) to be a non-negative modular function24 and
φu to be a non-negative, non-decreasing concave function, F(X) as defined in Eq. (36)
is submodular. This is a flexible framework for data selection that is scalable to large
data sizes. Using this framework requires defining the components below:

1. U : This is the set of features present in all sentences in the selection pool.N-grams
are a natural choice for this.

2. mu(x): This function calculates the relevance of each feature u to sentence x .
Kirchhoff and Bilmes use TF-IDF for this function. The main constraint with this
function is that it has to be modular.

24 A set function is modular if and only if the value of the function over a set equals the sum of the function
value over its individual elements.
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3. w(u): Each feature can have a weight function to present its importance. In a
domain-adaptation task, the frequency of the n-gram in an in-domain development
set can be used for this weight function.

4. φu(a): This decay function determines the rate of diminishing returns for redundant
instances of a feature u. As this concave function becomes flat, the feature loses
its ability to provide additional improvement to the value of a candidate subset.
Kirchhoff and Bilmes experiment with square root and logarithmic functions.

The greedy algorithm proposed by Kirchhoff and Bilmes is similar to the greedy
algorithmsmentioned inSect. 7.2. Their algorithmchooses the sentence in the sentence
pool that, if added to the selected sentences, improves the submodular function’s value
over the selected sentences the most. This step is repeated until the budget constraint
is met.

8 Active learning

Active learning is a technique used inmachine learningwhere the algorithmcan choose
the new data from which it learns (Settles 2010). This technique is often employed
in problems where unlabeled data is abundant while the process of obtaining labeled
data is expensive or time-consuming. In an active learning framework, the learning
algorithm queries an oracle25 for new data points to be labeled. First, the learning
algorithm can obtain new data points in several ways.

1. Pool-based: The learning algorithm selects data points from a pool of unlabeled
data.

2. Stream-based: All available unlabeled data is streamed through the learning algo-
rithm and the learning algorithm can choose to query for the data point or discard.

3. Query Synthesis: The learning algorithm generates new data points to be labeled
by the oracle.

The learning algorithm can use several strategies for selecting new data points such
as Uncertainty Sampling, Query by Committee, Expected Model Change, Expected
Error Reduction, Variance Reduction and Density-Weighted Methods (Settles 2010).
Active learning selects new data points in an iterative process. In each step, it selects
newdata point(s), queries the oracle for the label and learns from the results. In contrast,
in passive learning, the learning algorithm has no contribution to the data selection
and labeling process. From another perspective, in passive learning the data-selection
process does not use the learning algorithm to select new data points for labeling.
Although the data-selection task for passive learning can also be iterative, the key
distinction is that the learning algorithm does not play a role in the data-selection task.

In SMT a data-selection method can be classified as an active learning method only
if it follows the iterative data-selection process described above. Context-dependent
functions listed in Sect. 5.1 fit this paradigm. In addition, the selection process

25 An oracle can be a human or a human-labeled data set that provides the true label for a query. In the
context of MT, the oracle is a human translator or a parallel corpus where the source text has already been
translated by humans.
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must use an element of SMT learning to be considered active learning. Although
some prior work specifically refer to their method as active learning (Haffari et al.
2009; Ambati 2011; Ananthakrishnan et al. 2010b), all scoring functions listed in
Sect. 5.1.2, 5.1.3, 5.1.4 fit the active learning framework.

9 Batch-mode learning

Batch-mode learning is applicable to both active learning as well as data selection for
passive learning. The idea is to select new data points in batches rather than one at a
time. Without batch-mode learning, after a single data point is selected and labeled
by the oracle, the learning model (e.g. language model or translation model) or the
data-selection scoring-function statistic (e.g. n-gram frequency in selected sentences)
is updated with the new data point, and all data point scores are recomputed. This
process can be very time-consuming, especially if SMT models need to be retrained
in order to recompute data point scores. Batch-mode learning addresses this concern
by selecting multiple new data points at a time and therefore reducing the number of
times the learningmodel has to be updated and sentence scores need to be recalculated.
Using the top-N sentences with highest scores often does not produce the best results
since it fails to consider overlap between data points. This is commonly addressed by
minimizing overlap between data points within a batch. To select a batch of size K ,
Ananthakrishnan et al. (2010a) go through the data K times.26 Each time they select
the sentence with maximum score and update the scoring function to exclude features
(in this case n-grams) used in scoring the selected sentences.

Inspired by the work of Dasgupta and Hsu (2008) on Hierarchical Sampling,27

Haffari et al. (2009) propose Hierarchical Adaptive Sampling for feature combination
and batch-learning at the same time. Their work differs from Hierarchical Sampling
by not having a predefined static hierarchical cluster over the selection pool. Instead,
the hierarchy is created dynamically in steps. Unlike Hierarchical Sampling, their
algorithm always selects samples from the cluster node that has been selected for
further partitioning. At each step, K sentences are randomly chosen from the selected
cluster node and queried for human translations. The selected sentences are added to
the set of selected sentence pairs and the SMT models are retrained on the larger set

26 In this batch-mode learning strategy the idea is to avoid retraining all SMT models after selection of
each sentence. A less expensive update is used to improve the diversity of the batch where only the scoring
function is updated. After the entire batch is selected, then all SMT models are updated.
27 Hierarchical Sampling attempts to leverage the cluster structure of the data for sampling in an active
learning setting (Dasgupta andHsu 2008). In this work, a static hierarchical cluster structure of the unlabeled
data is given. A set of cluster nodes for sampling is maintained throughout the algorithm. Initially, the
sampling set only contains the root node of the cluster which contains all nodes. Random samples are drawn
from the sampling set and queried from the oracle. Based on these queries, each node in the hierarchical
cluster maintains statistics about its positive and negative labels. Cluster nodes in the sampling set with
mixed labels and more pure child nodes are removed from the sampling set and their child nodes are added.
These steps are repeated until all nodes reach a predefined level of purity. This method is motivated by
addressing the “sampling bias” problem (Schütze et al. 2006) in active learning and provides theoretical
guarantees for a better learning performance than random sampling.

123



Survey of data-selection methods in statistical machine... 215

of selected sentence pairs. The two points below are essential to understand the rest
of this algorithm.

1. Choice of cluster for further partitioning: A cluster node with lowest average
model score when translated using the updated SMT models is chosen for further
partitioning.

2. Partitioning mechanism for a chosen cluster node: The sentences in the partition
are sorted according to their similarity to the selected sentences. The first α

percentage of the sentences are put in the first child cluster node, and the rest in
the second child cluster node.

In effect, Hierarchical Adaptive Sampling is combining the “average model score”
feature with the “similarity to the selected sentences” feature. While the “average
model score” feature selects the cluster that is most difficult to translate, the “similarity
to the selected sentences” feature ensures diversity. However, in practice, these two
features can be replaced by many of the scoring functions introduced in Section 5. In
addition to its high computational complexity, another shortcoming of this approach
is that it does not ensure diversity within a single batch. In a follow-up to their work
referenced above, Ananthakrishnan et al. (2010b) introduce three levels of scoring
functions:

1. Never Updated: These functions are only computed once for sentences in the
selection pool and are never updated. They use n-gram overlap with an in-domain
development set as a measure of domain relevance for this purpose.

2. Updated Per Batch: These functions are updated after a batch of sentences are
selected and queried for human translation. They compute translation difficulty
by retraining the SMT models with the new batch and derive translation difficulty
features based on the performance of new models for the next batch of sentences.

3. Updated Per Sentence: These functions are recomputed every time a single sen-
tence is added to the pool. N-gram overlap with existing sentences in the batch
(batch diversity) is used for this purpose and has to be updated per sentence.

Although only batch diversity is recomputed after the selection of each sentence,Anan-
thakrishnan et al use all three functions above to select the highest-scoring sentence
in each step. This is continued until the predefined batch size is reached.

10 Evaluation methods

All prior work evaluate the effectiveness of data-selection methods by training on a
selected parallel corpus and testing on a randomly held-out test set. In data selection for
domain-adaptation scenarios (Moore and Lewis 2010; Axelrod et al. 2011) the test set
is an in-domain test set. As for most SMT tasks, BLEU is the most common evaluation
method. While in some cases selecting a subset of the data outperforms cases using
the entire data set (Eck et al. 2005; Kirchhoff and Bilmes 2014), the general trend
is that selecting more data improves evaluation results. For this reason, comparison
between different selection methods is often done by running each selection algorithm
multiple times. Each time the selection constraint (e.g. maximum number of words
selected) is set to a different percentage of the data. An SMT system is trained on each
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selected subset and tested on the held-out test set. This provides several comparison
points between the selectionmethods. The objective in cost-focused selectionmethods
is to meet a predefined quality bar at minimum cost (Bloodgood and Callison-Burch
2010). In these scenarios, different selection methods are compared based on their
cost to reach a predefined BLEU score.

11 Comparative summary of cited work

Thework of Eck et al. (2005) is noteworthy as the first work published on data selection
for SMT. Features introduced in this work such as n-gram coverage and TF-IDF are
still the basis for much of the most recent work. A practical extension of their work
is the Vocabulary Saturation Filter (Lewis and Eetemadi 2013) which relaxes the
dependency on previously selected sentences; this allows for linear-time application
of n-gram coverage to very large data sets. Another extension to the work of Eck et
al is using feature-decay functions (Ambati et al. 2010; Biçici et al. 2014, 2015) to
implement the idea of diminishing returns. While in their original work, Eck et al
maintained n-gram count statistics, other work (Haffari et al. 2009; Liu et al. 2009)
used language models for more accurate probability estimation instead.

Moore and Lewis (2010) introduce cross-entropy difference which has become
one of the most commonly used approaches in data selection in the domain adaptation
setting. Bilingual cross-entropy difference is a natural extension of this work that takes
both sides of the parallel data into consideration (Axelrod et al. 2011).

The work of Haffari et al. (2009) is uniquely objective in that they use the perfor-
mance of a translation system trained on the selected data in translating new data as a
measure of translation difficulty and thus the usefulness of new data. Their approach
to active learning is computationally intensive. In their first extension to this work,
Ananthakrishnan et al. (2010a) address the computational intensity problem by train-
ing a classifier to compare sentences based on their translation difficulty. In a follow
up work they combine the approaches of Eck et al, Moore and Lewis and Haffari et al
to develop a multi-layer active learning strategy that combines translation difficulty,
domain appropriateness and diversity into a single framework (Ananthakrishnan et al.
2010b).

The work of Kirchhoff and Bilmes (2014) offers the most effective data-selection
search frameworkwith theoretical guarantees. Although they do not introduce any new
features in their submodular optimization method for data selection, they offer a flex-
ible framework where custom functions can be used for sentence features, relevance
scores, feature weights and a decay function.

The work of Ambati et al. (2010) is unique in that they introduce a customized
active learning strategy for crowdsourcing while introducing new features such as
phrasal entropy and KL-divergence. Bloodgood and Callison-Burch (2010) offer a
cost-focused active-learning strategy by asking a crowd for translation of specific
phrases within a sentence instead of full sentence translation. Using this method
they are able to outperform all previous approaches on a per-word translation pricing
scheme.
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Khadivi and Ney (2005) and Taghipour et al. (2010) use a classifier-based approach
to filter out noisy data while Denkowski et al. (2012) use simple average and standard
deviation statistics to achieve the same goal.

Han et al. (2009) have a unique approach to data selectionwhere they use lexical and
syntactic compatibility between source and target sentences to estimate the literalness
of the translation. Their idea is to select more literal translations as an SMT system
can only learn from literal translations and would not benefit from free translations.

Finally the work of Kauchak (2006) is unique as they provide the most objective
measure of sentence pair usefulness for SMT, although their method is not practical
for any real-world scenario. In their work, they create 500 random subsets from the
selection pool to train 500 different sets of models. The usefulness of each sentence
pair is estimated based on its membership in training data for different model sets and
the model sets’ performance.

Related work in the literature is included in Table 2 according to the main compo-
nents of training data selection listed.

12 Related research areas

Data selection in MT is closely related to quality estimation. In a quality estimation
task, given a sentence and its translation using an SMT decoder, the quality of the
translation is estimated without a reference translation (Specia et al. 2010). This is a
very similar task to data selection. In fact many features used in data selection have
been inspired by features used in quality estimation (Denkowski et al. 2012).

Data selection is a practical method of adapting SMT models to a domain and is
often used in domain adaptation tasks. Other domain adaptation techniques include
translation model adaptation (Chen et al. 2014).

Most of the active learning literature in machine learning is focused on classifi-
cation tasks with a limited number of features. Therefore, the focus is on selecting
data points that are most useful in learning feature weights. Active learning for MT
is unique in that the number of features to be learned is very large or, for all practical
purposes, unlimited for large data sets. The active learning task in this case is to iden-
tify data points with the most useful features in addition to finding data points that are
the most useful in estimating the weights for the features. This makes active learning
for MT unique in the active learning literature.

Co-training and self-training are also closely related areas to data selection for
MT (Yarowsky 1995; Haffari 2009). Both techniques are used when labeled data is
scarce and unlabeled data is abundant. In a simple co-training setting, two classifiers
trained on labeled data classify the same unlabeled data set using two different but
complimentary feature sets. If the classifiers agree in their labels, the data points and
their labels are added as training data and classifiers are retrained. In self-training,
unlabeled data is labeled using a single classifier trained on the limited labeled data.
Data points with high classification confidence are added to the training as new data
points. These techniques have been leveraged in data selection for MT as well. In his
work, Haffari experiments with self-training while the work of Mandal et al. (2008)
uses features that are closely related to co-training.
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Table 2 Related Work

Reference Scenario Features Algorithm

Eck et al. (2005) LR n-gram Coverage Greedy Search

TF-IDF

Haffari et al. (2009) LR Round-Trip Translation Accuracy Greedy Search

Phrase Pair Utility Hierarchical–

N-gram Utility Adaptive Sampling

N-gram Coverage

Decoder Translation Model Score

Mandal et al. (2008) LR Inter-System Disagreement Greedy Search

Language Models’ Perplexity Ratio Threshold Filtering

Lü et al. (2007) DA TF-IDF Threshold Filtering

Taghipour et al. (2010) NR Word Alignment Probability Classifier

Word to Null Alignment Count

Word to Null Alignment Ratio

Alignment Entropy

Top-3 Word Fertilities

Factoid Co-Appearance

Sentence Length Ratio

LM Probability Difference

LM Probability Ratio

Denkowski et al. (2012) NR Language Model Score Threshold Filtering

Combined Alignment Score

Length Ratio

Alphanumeric Intensity

Maximum Token Length

Ananthakrishnan et al. (2010a) LR Expected Translation Error– Greedy Search

Reduction Classification

Han et al. (2009) NR Lexical Compatibility Threshold Filtering

Grammatical Compatibility

Wei et al. (2013) TR TF-IDF Submodular-

Optimization

Liu et al. (2010a) TR Weighted Phrase Entropy Greedy Search

Weighted Sub-tree Entropy

Moore and Lewis (2010) DA Cross Entropy Difference Threshold Filtering

Chao and Li (2011b) TR N-gram Co-Occurrence Greedy Search

Axelrod et al. (2012) DA Cross Entropy Difference Threshold Filtering

Gangadharaiah et al. (2009) TR Average Alignment Probability Greedy Search

Ambati (2011) LR Phrase Probability Greedy Search

Unseen n-grams

123



Survey of data-selection methods in statistical machine... 219

Table 2 continued

Reference Scenario Features Algorithm

Khadivi and Ney (2005) NR Sentence Length Ratio Classifier

Alphanumeric Character Presence

Sentence Ending Symbol Similarity

Automatic Language Identification

Alignment Probability

Bloodgood and Callison-Burch
(2010)

QI Unseen N-Grams Threshold Filtering

Kauchak (2006) LR Estimated Contribution Score Threshold Filtering

Greedy Search

Okita (2009) NR Minimum N-Gram Occurrence Greedy Search

Sentence Length

Allauzen et al. (2011) NR LM Perplexity Threshold Filtering

Yasuda et al. (2008) DA LM Perplexity Threshold Filtering

Eetemadi and Radha (2010) QI N-gram Co-Occurrence Greedy Search

Lewis and Eetemadi (2013) TR Minimum N-Gram Occurrence Threshold Filtering

Alignment Probability

LR low-resource language; DA domain adaptation; NR noise reduction; TR training resource reduction; QI
quality improvement

Finally, another related research area is model pruning in SMT. In data-selection
scenarios with model size deployment constraints, model pruning can be used as an
alternative to data selection. Since model pruning is performed after model training, it
is only useful with deployment resource constraints (not training resource constraints).
The research in this area focuses on phrase table pruning (Wuebker et al. 2010) and
language model pruning (Goodman and Gao 2000).

13 Summary

In practice, performing a data-selection task for SMT requires addressing two technical
questions:

1. Scoring Function: How is the value of a sentence or sentence pair objectively
evaluated?

2. Selection Algorithm: Given a scoring function and a constraint, how is the opti-
mum data subset selected?

In this paper we reviewed a long list of objective functions along with a number of
selection algorithms. This combination offers an overwhelming number of different
configurations to perform a data-selection task. However, in practice, the number of
applicable solutions can be narrowed down significantly by the application scenario
(Sect. 2) and data size.

Multiple data-selection scenarios are often employed in the development of a
single SMT system. For example, when developing a general-purpose MT service
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for English↔French, there are three different issues with training data that can be
addressed using data selection.

1. Much of the available parallel data is collected through web crawling and is noisy.
2. There is too much parallel data to train and iterate on in a timely manner (Lewis

and Eetemadi 2013).
3. Even if we could train on all the data, if we were to deploy the SMT system on an

offline mobile device, the model sizes would be too large.

In this scenario the data can be first cleaned using context-independent scoring
functions listed in Eqs. (19)–(32) and Sect. 5.2.3. Investing in creating a development
set to train a classifier (Taghipour et al. 2010) would enable training weights for mul-
tiple scoring functions. If few scoring functions are used, using average and standard
deviation for threshold-based filtering (Denkowski et al. 2012) can be effective as well.

The noise level of a sentence pair can be estimated independently using context-
independent scoring functions. However, when there is too much clean data, selecting
a subset of the data that can perform the best on a blind test set is more complicated.
Active learningprovides an ideal solution as it is themost objective.On the other hand it
requires retraining a full SMT system on every iteration whichmakes it impractical for
large data sets. Active learning inherently uses context-dependent scoring functions
since it uses models built from the selected pool to evaluate new sentences from
the selection pool. Other context-dependent scoring functions (Eck et al. 2005) use
incremental statistics from the selected pool to score new sentences in the selection
pool. A general and efficient framework for the use of context-dependent scoring
functions is submodular optimization (Kirchhoff and Bilmes 2014). For very large
data sets that a computational complexity of O(N × log N ) is not practical, using a
Vocabulary Saturation Filter (Lewis and Eetemadi 2013) offers a linear solution. The
deployment resource restriction scenario is similar to the training resource-limitation
scenario with the exception that phrase table or language model pruning is a viable
alternative to data selection.

Another common scenario for the data-selection task in SMT is developing an
SMT system for low-resource languages. In this scenario there is a small parallel seed
corpus and a large monolingual selection pool. The idea is to select a limited number
of sentences from the selection pool to be manually translated by humans and added
to the seed corpus. In this scenario active learning strategies have proved to be the
most successful (Haffari et al. 2009; Ananthakrishnan et al. 2010b; Ambati 2011).
The active learning strategies can be used with any of the context-dependent scoring
functions reviewed in Sect. 5.1, while batch-mode learning strategies reviewed in
Sect. 9 can be used to speed up the data-selection process.
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