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Abstract
This paper aims to address a new version of Newton’s method for solving constrained
generalized equations. This method can be seen as a combination of the classical New-
ton’s method applied to generalized equations with a procedure to obtain a feasible
inexact projection. Using the contraction mapping principle, we establish a local anal-
ysis of the proposed method under appropriate assumptions, namely metric regularity
or strong metric regularity and Lipschitz continuity. Metric regularity is assumed to
guarantee that the method generates a sequence that converges to a solution. Under
strongmetric regularity, we show the uniqueness of the solution in a suitable neighbor-
hood, and that all sequences starting in this neighborhood converge to this solution.We
also require the assumption of Lipschitz continuity to establish a linear or superlinear
convergence rate for the method.
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1 Introduction

Generalized equations were introduced by S.M. Robinson in the early 1970s, as a gen-
eral tool for describing, analyzing, and solving various problems in a unified manner.
In the years since they have been an object of intense research. For a comprehen-
sive study on generalized equations and their applications, see [15,27,36,38,40] and
references therein. Owing to its attractive convergence properties, the applications of
Newton’s method and its variations to generalized equations have been investigated
in many studies, including but not limited to [2,3,8,12,14,16–18]. In these papers, the
superlinear and/or quadratic local convergences of Newton-type methods have been
established under the assumption of the metric regularity or strong metric regularity
of the partial linearization of the function that defines a generalized equation. Further-
more, Lipschitz-like conditions on the derivative of the vector-valued function in this
equation are assumed. One of the main reasons behind the increasing interest in devel-
oping theoretical and computational tools for solving generalized equations is that
they provide an abstract model for several families of problems, such as equilibrium
problems, linear and nonlinear complementary problems, and variational inequality
problems. For further details, see [15,19,37–40].

In this paper, we propose a method for solving generalized equations subject to a
set of constraints. Namely, we propose a method for solving the problem of finding
x ∈ R

n such that
x ∈ C, f (x) + F(x) � 0, (1)

where f : Ω → R
m is a continuously differentiable function, Ω ⊆ R

n is an open
set, C ⊂ Ω , C is a closed convex set, and F : Ω ⇒ R

m is a set-valued mapping
with a closed nonempty graph. Constrained Variational Inequality Problem, see [9],
and in particular, Split Variational Inequality Problem, see [9,25], can be stated as
special cases of constrained generalized equations (1). Further details are given in
Sect. 4 below. It is known that if F is the zero mapping, i.e., F ≡ {0}, then the
problem (1) reduces to a constrained system of nonlinear equations, i.e., that of solving
f (x) = 0 such that x ∈ C . This class of problems has been addressed in several
studies, and various methods have been proposed for solving them. See, for example,
[5,6,22,23,28–30,32,33,43].

Newton’s method for unconstrained generalized equations, which has its origin in
the work of Josephy [27], is formulated as follows. For the current iterate xk ∈ R

n ,
the next iterate xk+1 is computed as a point satisfying the following inclusion:

f (xk) + f ′(xk)(x − xk) + F(x) � 0, k = 0, 1, . . . , (2)

where f ′ is the derivative of f . Note that at each iteration, a partially linearized
inclusion at the current iterate is to be solved. The method (2) can be seen as a model
for various iterative procedures in numerical nonlinear programming. For instance,
when F ≡ {0}, this method corresponds to the usual Newton’s method for solving
a system of nonlinear equations. If F is the product of the negative orthant in R

s

with the origin at R
m−s , i.e., F = R

s− × {0}m−s , then (2) becomes Newton’s method
for solving a system of nonlinear equalities and inequalities. See [11]. On the other
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hand, if the problem (1) withC = R
n represents the Karush–Kuhn–Tucker optimality

conditions for a nonlinear programming problem, then (2) describes the well-known
sequential quadratic programming method. See [15, p. 384] and [13,26].

In this paper, we propose Newton’s method with a feasible inexact projection
(Newton-InexP method) for solving the problem (1). Taking into account that New-
ton’s iterates satisfying (2) can be infeasible for the constraint set, a procedure to
obtain a feasible point is applied to obtain them again for the feasible set. If an exact
projection onto the feasible set is a computationally expensive task, then a procedure
to compute a feasible inexact projection may feature a low computation cost per itera-
tion in comparison with one that computes the exact projection. Therefore, we define
the concept of a feasible inexact projection, which we will adopt in the proposed
method. This also accepts an exact projection when it is easy to obtain. For instance,
the exact projections onto a box constraint or Lorentz cone is very easy to obtain. See,
respectively [35, p. 520] and [21, Proposition 3.3]. A feasible inexact projection onto
a polyhedral closed convex set can be obtained using quadratic programming methods
that generate feasible iterates, such as feasible active set methods and interior point
methods. See, for example, [24,35,42]. It is worth mentioning that in the case in which
C = R

n , the Newton-InexP method becomes the classical Newton’s method applied
to generalized equations [12]. On the contrary, if F ≡ {0} and the conditional gradient
procedure (CondG procedure), see for example, [20,31], is used to obtain a feasible
inexact projection, then our method reduces to the Newton-CondG method for solv-
ing a constrained system of nonlinear equations. See [23]. We also establish the local
convergence of the proposed method under appropriate assumptions, namely metric
regularity or strong metric regularity and the Lipschitz condition. Metric regularity
is assumed to guarantee that the Newton-InexP method generates a sequence that
converges to a solution. Under strong metric regularity, we demonstrate the unique-
ness of a solution in a suitable neighborhood, and that every sequence starting in this
neighborhood converges to that solution. We also require the assumption of Lipschitz
continuity of the derivative f ′ to establish a linear or superlinear convergence rate for
the Newton-InexP method.

The remainder of this paper is organized as follows. In Sect. 2, we present the
notations and some technical results that are used throughout the paper. In Sect. 3, we
describe the Newton-InexP method, and present its local convergence properties. In
particular, Sect. 3.1 is devoted to the proof of the local convergence theorem. In Sect. 4,
we present a concrete application of the main result and some examples of constrained
generalized equations. We conclude the paper with some remarks in Sect. 5.

2 Notation and auxiliary results

In this section, we present some notations, definitions, and results used throughout the
paper. For further details, see [15]. We begin with some concepts of analysis and that
of a set-valued mapping. Let the open and closed balls of radius δ > 0, centered at x ,
be respectively defined by

Bδ(x) := {y ∈ R
n : ‖x − y‖ < δ}, Bδ[x] := {y ∈ R

n : ‖x − y‖ ≤ δ}.
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The vector space consisting of all continuous linear mappings A : R
n → R

m is
denoted by L(Rn, R

m), and the norm of A is defined by ‖A‖ := sup {‖Ax‖ : ‖x‖ ≤
1}. Let Ω ⊆ R

n be an open set and f : Ω → R
m be differentiable at all x ∈ Ω .

Then, the derivative of f at x is the linear mapping f ′(x) : R
n → R

m , which is
continuous. The graph of the set-valued mapping F : R

n ⇒ R
m is the set gph F :=

{(x, u) ∈ R
n × R

m : u ∈ F(x)}. The domain and range of the set-valued mapping
F , respectively, are the sets dom F := {x ∈ R

n : F(x) �= ∅} and rge F := {u ∈
R
m : u ∈ F(x) for some x ∈ R

n}. The inverse of F is the set-valued mapping
F−1 : R

m ⇒ R
n defined by F−1(u) := {x ∈ R

n : u ∈ F(x)}. The partial
linearization of f + F at x ∈ Ω is the set-valued mapping L f +F (x, ·) : Ω ⇒ R

m

defined by
L f +F (x, y) := f (x) + f ′(x)(y − x) + F(y). (3)

For sets C and D in R
n , the distance from x to D and the excess of C beyond D are

respectively defined by

d(x, D) := inf
y∈D ‖x − y‖, e(C, D) := sup

x∈C
d(x, D), (4)

where the convention is adopted that d(x, D) = +∞ when D = ∅, e(∅, D) = 0
when D �= ∅, and e(∅, ∅) = +∞. In the following, we present the notion of metric
regularity, which plays an important role in the subsequent analysis.

Definition 1 LetΩ ⊂ R
n be open and nonempty set. A set-valued mapping G : Ω ⇒

R
m is said to be metrically regular at x̄ ∈ Ω for ū ∈ R

m when ū ∈ G(x̄), the graph of
G is locally closed at (x̄, ū), and there exist constants κ ≥ 0, a > 0, and b > 0 such
that Ba[x̄] ⊂ Ω and d(x,G−1(u)) ≤ κd(u,G(x)), for all (x, u) ∈ Ba[x̄] × Bb[ū].
Moreover, if the mapping Bb[ū] � u �→ G−1(u) ∩ Ba[x̄] is single-valued, then G
is called strongly metrically regular at x̄ ∈ Ω for ū ∈ R

m , with associated constants
κ ≥ 0, a > 0, and b > 0.

When the mapping Bb[ū] � u �→ G−1(u)∩ Ba[x̄] in Definition 1 is single-valued,
then for the sake of simplicity we hereafter adopt the notation w = G−1(u) ∩ Ba[x̄]
instead of {w} = G−1(u) ∩ Ba[x̄].
Remark 1 If G is strongly metrically regular at x̄ ∈ Ω for ū ∈ R

m with constants
κ ≥ 0, a > 0, and b > 0, then the mapping Bb[ū] � u �→ G−1(u) ∩ Ba[x̄]
is single-valued and Lipschitz continuous on Bb[ū] with Lipschitz constant κ , i.e.,
∥
∥G−1(u) ∩ Ba[x̄] − G−1(v) ∩ Ba[x̄]

∥
∥ ≤ κ‖u − v‖ for all u, v ∈ Bb[ū]. See [15,

Proposition 3G.1, p. 193].

Weend this sectionbydefining ageneralizationof the contractionmappingprinciple
for set-valued mappings. For a prove of this, see [15, Theorem 5E.2, p. 313].

Theorem 1 Let Φ : R
n ⇒ R

n be a set-valued mapping and let x̄ ∈ R
n. Suppose that

there exist scalars ρ > 0 and λ ∈ (0, 1) such that the set gphΦ ∩ (Bρ[x̄] × Bρ[x̄]) is
closed and the following conditions hold:

(i) d(x̄, Φ(x̄)) ≤ ρ(1 − λ);
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(ii) e
(

Φ(p) ∩ Bρ[x̄], Φ(q)
) ≤ λ‖p − q‖ for all p, q ∈ Bρ[x̄].

Then,Φ has a fixed point in Bρ[x̄]. That is, there exists y ∈ Bρ[x̄] such that y ∈ Φ(y).

3 Proposedmethod and its local convergence analysis

In this section, we present the Newton-InexP method for solving the problem (1).
We will also study the local convergence properties of a sequence generated using
this method. Our analysis is performed under the assumption of metric regularity and
strong metric regularity for an approximation of the set-valued mapping f + F and
assuming the Lipschitz continuity of the derivative f ′. To ensure the feasibility of the
Newton’s iterates, our method incorporates a procedure to obtain a feasible inexact
projection onto the feasible set. In the following, we introduce the concept of a feasible
inexact projection.

Definition 2 Let C ⊂ R
n be a closed convex set, with x ∈ C and θ ≥ 0. The

feasible inexact projection mapping relative to x with error tolerance θ , denoted by
PC (·, x, θ) : R

n ⇒ C is the set-valued mapping defined as follows:

PC (y, x, θ) :=
{

w ∈ C : 〈y − w, z − w〉 ≤ θ‖y − x‖2, ∀ z ∈ C
}

.

Each point w ∈ PC (y, x, θ) is called a feasible inexact projection of y onto C with
respect to x and with error tolerance θ .

Remark 2 Because C ⊂ R
n is a closed convex set, [7, Proposition 2.1.3, p. 201]

implies that for each y ∈ R
n we have PC (y) ∈ PC (y, x, θ), where PC denotes the

exact projection mapping. Therefore, PC (y, x, θ) �= ∅ for all y ∈ R
n and x ∈ C . If

θ = 0 in Definition 2, then PC (y, x, 0) = {PC (y)} for all y ∈ R
n and x ∈ C .We used

PC (y, x, 0) = PC (y) instead of PC (y, x, 0) = {PC (y)}.
The next result plays an important role in the remainder of this paper. It presents a

basic property of the feasible inexact projection, the proof is similar to [23, Lemma 4].
For the sake of completeness, we decided to present the proof here.

Lemma 1 Let y, ỹ ∈ R
n, x, x̃ ∈ C, and θ ≥ 0. Then, for any w ∈ PC (y, x, θ), we

have

‖w − PC (ỹ, x̃, 0)‖ ≤ ‖y − ỹ‖ + √
2θ‖y − x‖.

Proof To simplify the notation we set w̃ = PC (ỹ, x̃, 0), and take w ∈ PC (y, x, θ).
First, note that ‖y − ỹ‖2 = ‖(y − w) − (ỹ − w̃)‖2 + ‖w − w̃‖2 + 2〈(y − ỹ) − (w −
w̃), w − w̃〉, which implies that

‖w − w̃‖2 ≤ ‖y − ỹ‖2 + 2〈y − w, w̃ − w〉 + 2〈ỹ − w̃, w − w̃〉.

Because w̃ = PC (ỹ, x̃, 0) andw ∈ PC (y, x, θ), by using Definition 2 and the fact that
w̃, w ∈ C , we can conclude that 〈y−w, w̃−w〉 ≤ θ‖y−x‖2 and 〈ỹ−w̃, w−w̃〉 ≤ 0.
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Thus, the combination of these three previous inequalities yields ‖w − w̃‖2 ≤ ‖y −
ỹ‖2 + 2θ‖y − x‖2, and then ‖w − w̃‖ ≤ ‖y − ỹ‖ + √

2θ‖y − x‖, giving the desired
inequality. ��

The conceptual Newton’s method, named the Newton-InexP method, for solv-
ing (1), with a feasible inexact projection, and with x0 ∈ C and {θk} ⊂ [0,+∞) as
the input data, is formally described as follows.

Newton-InexP method

Step 0. Let x0 ∈ C and {θ j } ⊂ [0,+∞) be given, and set k = 0.

Step 1. If f (xk) + F(xk) � 0, then stop; otherwise, compute yk ∈ R
n such that

f (xk) + f ′(xk)(yk − xk) + F(yk) � 0. (5)

Step 2. If yk ∈ C , set xk+1 = yk ; otherwise take any xk+1 ∈ C satisfying

xk+1 ∈ PC (yk, xk, θk) . (6)

Step 3. Set k ← k + 1, and go to Step 1.

Remark 3 In Step 1, we check if the current iterate xk is a solution of the problem (1).
Otherwise, we compute a point yk satisfying the inclusion (5). Because the point yk in
Step 1 may be infeasible for the constraint set C , the Newton-InexP method applies a
procedure to obtain a feasible inexact projection, and consequently the new iterate xk+1
inC . In particular, the point xk+1 obtained in (6) is an approximate feasible solution for
the projection subproblem minz∈C {‖z − yk‖2/2}, satisfying 〈yk − xk+1, z − xk+1〉 ≤
θk‖yk − xk‖2 for any z ∈ C . As we will see, the specific choice of the tolerance θk is
essential to establish the local convergence of the Newton-InexP method.

In the following, we state our main result for the Newton-InexP method. The proof
constitutes a combination of the results that will be studied in the sequel.

Theorem 2 Let Ω ⊂ R
n be an open set, f : Ω → R

m be continuously differentiable
in Ω , and F : Ω ⇒ R

m be a set-valued mapping with closed graph. Assume that
C ⊂ Ω is a closed convex set, x∗ ∈ C, f (x∗) + F(x∗) � 0, there exists L > 0 such
that

∥
∥ f ′(x) − f ′(y)

∥
∥ ≤ L‖x − y‖, ∀ x, y ∈ Ω, (7)

and the set-valued mapping Ω � y �→ L f +F (x∗, y) is metrically regular at x∗ for
0, with constants κ > 0, a > 0, and b > 0. Let r := sup {t ∈ R : Bt (x∗) ⊂ Ω},
{θk} ⊂ [0, 1/2) and
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r∗ := min

⎧

⎨

⎩
r ,

2
(

1 −
√

2θ̃
)

(

3 −
√

2θ̃
)

κL
, a,

√

2b

3L

⎫

⎬

⎭
, θ̃ := sup

k
θk <

1

2
. (8)

Then, for every x0 ∈ C ∩ Br∗(x∗)\{x∗}, there exists a sequence {xk} generated by the
Newton-InexP method that solves (1), associated to {θk} and starting at x0, which is
contained in Br∗(x∗) ∩C and converges to x∗ with the following rate of convergence:

‖x∗ − xk+1‖ ≤
[(

1 + √

2θk
) κL‖x∗ − xk‖
2(1 − κL‖x∗ − xk‖) + √

2θk

]

‖x∗ − xk‖, k = 0, 1, . . . .

(9)
As a consequence, if limk→+∞ θk = 0 then {xk} converges to x∗ superlinearly. In
particular, if θk = 0 for all k = 0, 1 . . ., then

‖x∗ − xk+1‖ ≤ 3κL

2
‖x∗ − xk‖2, k = 0, 1, . . . , (10)

and {xk} converges to x∗ Q-quadratically. Furthermore, if the mapping L f +F (x∗, ·) is
strongly metrically regular at x∗ for 0, then x∗ is the unique solution of (1) in Br∗(x∗),
and every sequence generated by the Newton-InexP method associated to {θk} and
starting at x0 ∈ C ∩ Br∗(x∗)\{x∗} satisfies (9) and converges to x∗.

Remark 4 In particular, (9) implies that lim supk→+∞[‖x∗−xk+1‖/‖x∗−xk‖] ≤
√

2θ̂ ,
where θ̂ = lim supk→+∞ θk . Note that if C = R

n , then θk ≡ 0, and using [15,
Theorem 3E.7, p. 178] we can conclude that with some adjustment Theorem 2 reduces
to [12, Theorem1]. Ifwehave yk ∈ C in theNewton-InexPmethod for all k = 0, 1, . . .,
then the procedure to obtain a feasible inexact projection plays no role. In this case,
the convergence rate is Q-quadratic, as in (10).

Henceforth, we assume that all the assumptions of Theorem 2 hold except the strong
metric regularity, whichwill be considered to hold onlywhen explicitly stated. In order
to prove Theorem 2, we require some preliminary results. We begin with a technical
result that will be useful in our context.

Lemma 2 The following inequality holds:‖ f (q)− f (p)− f ′(p)(q−p)‖ ≤ (L/2)‖q−
p‖2, for all p, q ∈ Br (x∗). Moreover, if ‖x∗ − p‖ < r∗, then

∥
∥ f (x∗) − f (p) − f ′(p)(z − p) + f ′(x∗)(z − x∗)

∥
∥ < b, ∀ z ∈ Br∗(x∗).

Proof Because q + (1 − τ)(p − q) ∈ Br (x∗) for all τ ∈ [0, 1] and f is continuously
differentiable in Ω , applying the fundamental theorem of calculus and the properties
of the norm we obtain that

∥
∥ f (q) − f (p) − f ′(p)(q − p)

∥
∥ ≤

∫ 1

0

∥
∥ f ′(p) − f ′(q + (τ − 1)(q − p))

∥
∥ ‖q − p‖ dτ.

On the other hand, by using (7) and performing the integration, the last inequality
leads the first inequality of the lemma. We proceed to prove the second inequality. For
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this purpose, let 0 < ‖x∗ − p‖ < r∗ and 0 < ‖x∗ − z‖ < r∗. By applying the triangle
inequality we have

∥
∥ f (x∗) − f (p) − f ′(p)(z − p) + f ′(x∗)(z − x∗)

∥
∥

≤ ∥
∥ f (x∗) − f (p) − f ′(p)(x∗ − p)

∥
∥ + ∥

∥ f ′(p) − f ′(x∗)
∥
∥ ‖x∗ − z‖. (11)

Thus, the first inequality of this lemma together with the Lipschitz condition in (7)
implies that

∥
∥ f (x∗) − f (p) − f ′(p)(x∗ − p)

∥
∥ + ∥

∥ f ′(p) − f ′(x∗)
∥
∥ ‖x∗ − z‖

≤ L

2
‖x∗ − p‖2 + L‖x∗ − p‖‖x∗ − z‖.

Hence, by combining this inequality with (11) we conclude that

∥
∥ f (x∗) − f (p) − f ′(p)(z − p) + f ′(x∗)(z − x∗)

∥
∥ ≤ L

2
‖x∗ − p‖2 + L‖x∗ − p‖‖x∗ − z‖.

Taking into account that ‖x∗ − p‖ < r∗, ‖x∗ − z‖ < r∗ and r∗ ≤ √
2b/3L , the desired

inequality follows from the last inequality. Therefore, the proof of lemma is complete.
��

To state the next result, for each fixed x ∈ R
n we define the following auxiliary

set-valued mapping Φx : Ω ⇒ R
n :

Φx (y) := L f +F
(

x∗, f (x∗) − f (x) − f ′(x)(y − x) + f ′(x∗)(y − x∗)
)−1

, (12)

where R
m � u �→ L f+F (x∗, u)−1 := {

z ∈ R
n : u ∈ L f +F (x∗, z)

}

is the inverse of
L f +F defined in (3). Therefore, y ∈ Φx (y) if and only if x and y satisfy the following
inclusion:

f (x) + f ′(x)(y − x) + F(y) � 0,

i.e., y is the next Newton’s iterate from x . In the next lemma, we establish existence
of a fixed point of Φx for all x in a suitable neighborhood of x∗. Moreover, we present
an important bound on the distance between x∗ and this fixed point, and establish its
uniqueness under strong metric regularity. The statement of this result is as follows.

Lemma 3 If 0 < ‖x∗ − x‖ < r∗, then there exists a fixed point y ∈ Φx (y) such that

‖x∗ − y‖ ≤ κL‖x∗ − x‖2
2(1 − κL‖x∗ − x‖) . (13)

In particular, y ∈ Br∗(x∗). In addition, if L f +F (x∗, ·) is strongly metrically regular at
x∗ for 0, then for all x ∈ Br∗(x∗) the mapping Φx has only one fixed point in Br∗(x∗)
satisfying (13).
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Newton’s method with feasible inexact projections for solving... 167

Proof To prove the first part of the lemma, we will first prove the following two
inequalities:

(i) d (x∗, Φx (x∗)) ≤ ρ (1 − κL‖x∗ − x‖);
(ii) e

(

Φx (p) ∩ Bρ[x∗], Φx (q)
) ≤ κL‖x∗ − x‖ ‖p − q‖ , ∀ p, q ∈ Bρ[x∗],

where the scalar ρ > 0 is defined by

ρ := κL‖x∗ − x‖2
2(1 − κL‖x∗ − x‖) . (14)

In order to prove (i), first note that the definition of the mapping Φx given in (12)
implies that

d(x∗, Φx (x∗)) = d
(

x∗, L f+F (x∗, f (x∗) − f (x) − f ′(x)(x∗ − x))−1
)

.

Thus, taking into account that the second part of Lemma 2 with p = x and z = x∗
implies that ‖ f (x∗) − f (x) − f ′(x)(x∗ − x)‖ < b, and considering that x∗ ∈ Ba[x∗]
and 0 ∈ L f +F (x∗, x∗), we can apply Definition 1 to conclude that

d (x∗, Φx (x∗)) ≤ κ
∥
∥ f (x∗) − f (x) − f ′(x)(x∗ − x)

∥
∥ .

Because Lemma 2 with p = x and q = x∗ implies that ‖ f (x∗) − f (x) −
f ′(x)(x∗ − x)‖ ≤ (L/2)‖x∗ − x‖2, combining the two last inequalities we obtain
that d(x∗, Φx (x∗)) ≤ (κL/2)‖x∗ − x‖2, which after some manipulation yields

d(x∗, Φx (x∗)) ≤ κL‖x∗ − x‖2
2(1 − κL‖x∗ − x‖) (1 − κL‖x∗ − x‖) .

This inequality, together with Definition (14), proves item (i). To prove item (ii),
we take p, q ∈ Bρ[x∗]. Owing to Definition (14), taking into account that r∗ ≤
2/(3κL) and ‖x∗ − x‖ < r∗, we can verify that ρ < r∗. Thus, Lemma 2 implies that
‖ f (x∗)− f (x)− f ′(x)(p−x)+ f ′(x∗)(p−x∗)‖ < b and ‖ f (x∗)− f (x)− f ′(x)(q−
x) + f ′(x∗)(q − x∗)‖ < b. Because e(∅, Φx (q)) = 0, we can assume without loss
of generality that Φx (p) ∩ Ba[x∗] �= ∅ for all p ∈ Bρ[x∗]. Let z ∈ Φx (p) ∩ Ba[x∗].
Then, from Definition 1 with x̄ = x∗, ū = 0, x = z, u = f (x∗) − f (x) − f ′(x)(q −
x) + f ′(x∗)(q − x∗), and G = L f+F (x∗, ·), we have

d(z, Φx (q)) ≤ κd
(

f (x∗) − f (x) − f ′(x)(q − x) + f ′(x∗)(q − x∗), L f +F (x∗, z)
)

.

Because z ∈ Φx (p) implies that f (x∗) − f (x) − f ′(x)(p − x) + f ′(x∗)(p − x∗) ∈
L f +F (x∗, z), by using the definition of distance given in (4), we obtain

d
(

f (x∗) − f (x) − f ′(x)(q − x) + f ′(x∗)(q − x∗), L f +F (x∗, z)
)

≤ ∥
∥[ f ′(x) − f ′(x∗)](p − q)

∥
∥ .
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Hence, combining the two last inequalities we conclude that

d(z, Φx (q)) ≤ κ
∥
∥[ f ′(x) − f ′(x∗)](p − q)

∥
∥ .

Taking the supremum with respect to z ∈ Φx (p) ∩ Ba[x∗] in the last inequality and
using the definition of excess given in (4), we have

e (Φx (p) ∩ Ba[x∗], Φx (q)) ≤ κ
∥
∥[ f ′(x) − f ′(x∗)](p − q)

∥
∥ .

Because ρ < r∗ ≤ a, we have e(Φx (p) ∩ Bρ[x∗], Φx (q)) ≤ e(Φx (p) ∩
Ba[x∗], Φx (q)). Hence, from the last inequality and the properties of the norm, we
obtain

e
(

Φx (p) ∩ Bρ[x∗], Φx (q)
) ≤ κ

∥
∥ f ′(x) − f ′(x∗)

∥
∥ ‖p − q‖.

By using the fact that f ′ is Lipschitz continuous with constant L > 0, the latter
inequality becomes

e
(

Φx (p) ∩ Bρ[x∗], Φx (q)
) ≤ κL‖x∗ − x‖‖p − q‖,

and thus item (ii) is proved. Because r∗ ≤ 2/(3κL) implies that κL‖x∗ − x‖ < 1, we
can apply Theorem 1 with Φ = Φx , x̄ = x∗, and λ = κL‖x∗ − x‖ to conclude that
there exists y ∈ Bρ[x∗], i.e., the inequality (13) holds, with that y ∈ Φx (y). To prove
that y ∈ Br∗(x∗), we use the fact that r∗ ≤ 2/(3κL) and (13) to conclude that

‖x∗ − y‖ ≤ κLr∗
2(1 − κLr∗)

‖x∗ − x‖ ≤ ‖x∗ − x‖ < r∗,

which implies the desired result. Therefore, the proof of the first part of the lemma is
complete. Now, we assume that L f +F (x∗, ·) is strongly metrically regular at x∗ for
0. Suppose that there exist ŷ and ỹ ∈ Bρ[x∗] ⊂ Br∗(x∗) such that ŷ ∈ Φx (ŷ) and
ỹ ∈ Φx (ỹ). We know that the mapping z �→ L f +F (x∗, z)−1∩ Ba[x∗] is single-valued
on Bb[0], and thus the definition of Φx in (12) and the second part of Lemma 2 imply
that ŷ = Φx (ŷ) and ỹ = Φx (ỹ). Using the definition of excess in (4), item (ii), and
the fact that r∗ ≤ 2/(3κL), we obtain

‖ŷ − ỹ‖ = e(Φx (ŷ) ∩ Bρ[x∗], Φx (ỹ)) ≤ κL‖x∗ − x‖ ∥
∥ŷ − ỹ

∥
∥ <

∥
∥ŷ − ỹ

∥
∥ ,

which is a contradiction. Thus, ŷ = ỹ, and the proof is concluded. ��
The next lemma plays an important role in the convergence analysis. In particular,

it will be used to prove the well-definedness of a sequence {xk} ⊂ Br∗(x∗) ∩ C and
its convergence to a solution of the problem (1).
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Lemma 4 If θ ≥ 0, x ∈ C ∩ Br∗(x∗)\{x∗} and y ∈ Φx (y) satisfies (13), then it holds
that

‖x∗ − w‖ ≤
[(

1 + √
2θ

) κL‖x∗ − x‖
2(1 − κL‖x∗ − x‖) + √

2θ

]

‖x∗ − x‖, ∀ w ∈ PC (y, x, θ).

(15)
In addition, if θ < 1/2, then PC (y, x, θ) ⊂ Br∗(x∗) ∩ C.

Proof Take w ∈ PC (y, x, θ). Then, applying Lemma 1 with ỹ = x∗ and x̃ = x∗, we
have

‖PC (x∗, x∗, 0) − w‖ ≤ ‖x∗ − y‖ + √
2θ (‖x∗ − x‖ + ‖x∗ − y‖) . (16)

On the other hand, because ‖x∗ − x‖ < r∗, by applying Lemma 3 and some manipu-
lations, we conclude that

‖PC (x∗, x∗, 0) − w‖ ≤
[(

1 + √
2θ

) κL‖x∗ − x‖
2(1 − κL‖x∗ − x‖) + √

2θ

]

‖x∗ − x‖.

Hence, owing to the fact that PC (x∗, x∗, 0) = x∗, the last inequality and (16) yield
(15). The conditions (8) together with θ < 1/2 imply that (1 + √

2θ)[(κL‖x∗ −
x‖)/(2(1 − κL‖x∗ − x‖))] + √

2θ < 1. Thus, it follows from (15) that

‖x∗ − w‖ < ‖x∗ − x‖, ∀ w ∈ PC (y, x, θ),

and because ‖x∗ − x‖ < r∗ we obtain that PC (y, x, θ) ⊂ Br∗(x∗). Because
PC (y, x, θ) ⊂ C , the last statement of the lemma follows, which concludes the proof.

��
Now, let us study the uniqueness of the solution for (1) in the neighborhood Br∗(x∗).

Lemma 5 If the mapping L f+F (x∗, ·) is strongly metrically regular at x∗ for 0, then
x∗ is the unique solution of (1) in Br∗(x∗).
Proof Let x̂ be a solution of (1) in Br∗(x∗). Thus, ‖x̂ − x∗‖ < r∗ ≤ √

2b/3L , which
together with the first part of Lemma 2 implies that

‖ f (x̂) − f (x∗) − f ′(x∗)(x̂ − x∗)‖ ≤ L

2
‖x̂ − x∗‖2 < b. (17)

Moreover, considering that x∗ ∈ Br∗ [x∗] and r∗ ≤ a, we can apply Definition 1 to
conclude that

d(x∗, L f+F (x∗,− f (x̂) + f (x∗) + f ′(x∗)(x̂ − x∗))−1)

≤ κd(− f (x̂) + f (x∗) + f ′(x∗)(x̂ − x∗), L f+F (x∗, x∗)).

Thus, owing to the fact that 0 ∈ L f +F (x∗, x∗), we can apply the first inequality in (17)
and the definition of distance in (4) to conclude that

d(x∗, L f +F (x∗,− f (x̂) + f (x∗) + f ′(x∗)(x̂ − x∗))−1) ≤ κL

2
‖x̂ − x∗‖2.
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On the other hand, because the mapping L f+F (x∗, ·) is strongly metrically regular
at x∗ for 0, the mapping z �→ L f+F (x∗, z)−1 ∩ Ba[x∗] is single-valued on Bb[0].
Furthermore, we know that 0 ∈ f (x̂) + F(x̂) = f (x̂) − f (x∗) − f ′(x∗)(x̂ − x∗) +
L f +F (x∗, x̂). Hence, we conclude that x̂ = L f +F (x∗,− f (x̂) + f (x∗) + f ′(x∗)(x̂ −
x∗))−1, and we obtain from the last inequality that

‖x̂ − x∗‖ ≤ κL

2
‖x̂ − x∗‖2.

If ‖x̂−x∗‖ �= 0, then last inequality implies that ‖x̂−x∗‖ ≥ 2/(κL) > 2/(3κL) ≥ r∗,
which is absurd, because ‖x̂ − x∗‖ < r∗. Therefore, ‖x̂ − x∗‖ = 0, and thus x∗ is the
unique solution of (1) in Br∗(x∗). ��

Ourfinal task in this section is to proveTheorem2.Theproof comprises a convenient
combination of Lemmas 3, 4, and 5.

3.1 Proof of Theorem 2

Proof First, we will show by induction on k that there exists a sequence {xk} generated
by the Newton-InexP method solving (1), associated to {θk} and starting in x0, which
satisfies the following two conditions:

xk+1 ∈ Br∗ (x∗)∩C, ‖x∗−xk+1‖ ≤
[(

1 + √

2θk
) κL‖x∗ − xk‖
2(1 − κL‖x∗ − xk‖) + √

2θk

]

‖x∗−xk‖,
(18)

for all k = 0, 1, . . .. Take x0 ∈ C ∩ Br∗(x∗)\{x∗} and k = 0. Because ‖x∗ − x0‖ < r∗,
applying the first part of Lemma 3 with x = x0, we obtain that there exists y0 ∈
Φx0(y0) such that y0 ∈ Br∗(x∗). If y0 ∈ C , then x1 = y0 ∈ Br∗(x∗) ∩ C , and
by using (13) we can conclude that (18) holds for k = 0. Otherwise if y0 /∈ C ,
then take x1 ∈ PC (y0, x0, θ0). Moreover, by using the first part of Lemma 4 with
x = x0, we obtain that (18) holds for k = 0. Furthermore, the conditions (8) imply
that (1 + √

2θ0)[(κL‖x∗ − x0‖)/(2(1 − κL‖x∗ − x0‖))] + √
2θ0 < 1, and so the

second part of Lemma 4 give us that x1 ∈ Br∗(x∗) ∩ C . Therefore, there exits x1
satisfying (18) for k = 0. Assume for induction that the two assertions in (18) hold
for k = 0, 1, . . . , j − 1. Because x j ∈ Br∗(x∗) ∩ C , we can apply Lemma 3 with
x = x j to conclude that there exists y j ∈ Φx j (y j ) such that y j ∈ Br∗(x∗). If y j ∈
C , then x j+1 = y j ∈ Br∗(x∗) ∩ C , and (13) implies that (18) holds for k = j .
Otherwise, if y j /∈ C then take x j+1 ∈ PC (y j , x j , θ j ). Hence, using first part of
Lemma 4 we obtain that the inequality in (18) holds for k = j . Because (8) implies
that (1+√

2θ j )[(κL‖x∗ − x j‖)/(2(1− κL‖x∗ − x j‖))]+
√

2θ j < 1, the second part
of Lemma 4 yields that x j+1 ∈ Br∗(x∗) ∩ C . Thus, there exists x j+1 satisfying (18)
for k = j , and the induction step is complete. Therefore, there exists a sequence {xk}
generated by the Newton-InexP method solving (1), associated to {θk} and starting
in x0, and it satisfies the two conditions in (18). Now, we proceed to prove that the
sequence {xk} converges to x∗. Indeed, because ‖x∗ − xk‖ < r∗ for all k = 0, 1, . . .,

θ̃ = supk θk < 1/2 and r∗ ≤ [2(1−
√

2θ̃ )]/[(3−
√

2θ̃ )κL], we conclude from (18) that
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‖x∗ − xk+1‖ < ‖x∗ − xk‖. This implies that the sequence {‖x∗ − xk‖} converges. Let
us say that t∗ = limk→+∞ ‖x∗ − xk‖ ≤ ‖x∗ − x0‖ < r∗. Because {xk} ⊂ Br∗(x∗)∩C ,
we can conclude that t∗ < r∗. On the other hand, by combining the inequality in (18)
with the second condition in (8), we obtain

‖x∗ − xk+1‖ ≤
[(

1 +
√

2θ̃
) κL‖x∗ − xk‖
2(1 − κL‖x∗ − xk‖) +

√

2θ̃

]

‖x∗ − xk‖,

for all k = 0, 1, . . .. Thus, taking the limit in this inequality as k goes to+∞, we have

t∗ ≤
[(

1 +
√

2θ̃
) κLt∗
2(1 − κLt∗)

+
√

2θ̃

]

t∗.

If t∗ �= 0, we obtain from the last inequality that [2(1−
√

2θ̃ )]/[(3−
√

2θ̃ )κL] ≤ t∗,
which contradicts the first assertion in (8), because t∗ < r∗. Hence, t∗ = 0, and
consequently the sequence {xk} converges to x∗. In particular, if limk→+∞ θk = 0,
then by taking the limit in (9) as k goes to +∞ we obtain lim supk→+∞[‖x∗ −
xk+1‖/‖x∗ − xk‖] = 0, i.e., the sequence {xk} converges to x∗ superlinearly. On the
other hand, if θk = 0 for all k = 0, 1, . . ., then θ̃ = 0. Hence, from (9) and the first
equality in (8), we have

‖x∗ − xk+1‖ ≤ 3κL

2
‖x∗ − xk‖2

for all k = 0, 1, . . ., and consequently {xk} converges to x∗ Q-quadratically. Fur-
thermore, if the mapping L f+F (x∗, ·) is strongly metrically regular at x∗ for 0, then
Lemma 5 implies that x∗ is the unique solution of (1) in Br∗(x∗). To prove the last state-
ment of the theorem, take x0 ∈ C ∩ Br∗(x∗)\{x∗}. Then, the second part of Lemma 3
implies that there exist a unique y0 ∈ Bρ0(x∗) such that y0 ∈ Φx0(y0), i.e., there exists
a unique solution y0 of (5) for k = 0, where

ρ0 := κL‖x∗ − x0‖2
2(1 − κL‖x∗ − x0‖) .

Furthermore, Lemma 4 implies that every x1 ∈ PC (y0, x0, θ0) satisfies (9) for k = 0.
Thus, proceeding by induction we can prove that the every sequence {xk} generated by
theNewton-InexPmethod to solve (1), associated to {θk} and starting in x0, satisfies (9),
and by using similar argument as above we can prove that such a sequence converges
to x∗. Therefore, the proof is complete. ��

4 Application

In this section, we present an application of Theorem 2when F is amaximalmonotone
operator. To this end, we begin by presenting a class of mappings f and F for which
the set-valued mapping defined in (3) is strongly metrically regular. The next result
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is a version of [18, Remark 4] for strongly metrically regular mappings, and its proof
will be included here for the sake of completeness. See also [41, Lemma 2.2].

Proposition 1 Let f : R
n → R

n be a continuously differentiable function and F :
R
n ⇒ R

n be a maximal monotone mapping. Assume that x∗ ∈ R
n and β > 0 satisfy

the following condition:

〈 f ′(x∗) p, p〉 ≥ β‖p‖2, ∀ p ∈ R
n . (19)

Then, rge L f +F (x∗, ·) = R
n, and for any x̄ ∈ R

n and ū ∈ L f +F (x∗, x̄), the set-
valued mapping L f+F (x∗, ·) : R

n ⇒ R
n is strongly metrically regular at x̄ ∈ R

n for
ū ∈ R

n, with constants κ = 1/β, a = +∞, and b = +∞.

Proof First, we will prove that rge L f +F (x∗, ·) = R
n . For this, let 0 < μ <

2β/‖ f ′(x∗)‖2, take x̂ ∈ R
n , and define the mapping R

n � y �→ Φ(y) :=
(I +μF)−1(μx̂+ y−μ[ f (x∗)+ f ′(x∗)(y−x∗)]). Because F is a maximal monotone
mapping, according to [15, Theorem 6C.4, p. 387] the mapping (I +μF)−1 is single-
valued and Lipschitz continuous on R

n with constant 1. Thus, for any y, z ∈ R
n we

have

‖Φ(y) − Φ(z)‖2 ≤ ‖y − z − μ f ′(x∗)(y − z)‖2
= ‖y − z‖2 − 2μ〈 f ′(x∗)(y − z), y − z〉 + μ2‖ f ′(x∗)(y − z)‖2.

Using the inequality (19) in the last relation, we obtain that

‖Φ(y) − Φ(z)‖2 ≤
(

1 − 2βμ + μ2‖ f ′(x∗)‖2
)

‖y − z‖2.

Considering that 0 < μ < 2β/‖ f ′(x∗)‖2, we have λ2 := (

1 − 2βμ + μ2‖ f ′(x∗)‖2
)

< 1.Thus,we conclude that‖Φ(y)−Φ(z)‖ ≤ λ‖y−z‖ for all y, z ∈ R
n . Therefore, by

the Banach contraction principle (see [15, Theorem 1A.3, p. 17]), there exists x ∈ R
n

such that x = Φ(x), which implies that x̂ = L f +F (x∗, x), and thus rge L f +F (x∗, ·) =
R
n . We proceed to prove that the graph of L f +F (x∗, ·) is locally closed at (x̄, ū), i.e.,

there exists a neighborhood U of (x̄, ū) such that the intersection gph L f+F (x∗, ·)∩U
is closed. Indeed, let {(x̄k, ūk)} ⊂ gph L f+F (x∗, ·) ∩ U be a sequence such that
limk→+∞ x̄k = x̄ and limk→+∞ ūk = ū. By the definition of the graph of a set-
valued mapping, we have ūk ∈ L f +F (x∗, x̄k) for k = 0, 1, . . .. Hence, by using
Definition (3) we obtain ūk ∈ f (x∗) + f ′(x∗)(x̄k − x∗) + F(x̄k) for k = 0, 1, . . ..
Because F is maximal monotone, according to [4, Proposition 6.1.3, p. 185] it has
closed graph, and thus we can take the limit in the last inclusion to conclude that
ū ∈ f (x∗)+ f ′(x∗)(x̄−x∗)+F(x̄). This implies that ū ∈ L f +F (x∗, x̄), and the desired
statement follows. Now, we will prove that the mapping R

n � x �→ L f+F (x∗, x) is
metrically regular at x̄ ∈ R

n for ū ∈ R
n with constants κ = 1/β, a = +∞, and

b = +∞. For this, take arbitrary x, u ∈ R
n . Because rge L f +F (x∗, ·) = R

n , there
exists y ∈ R

n such that u ∈ L f +F (x∗, y). Thus, we can take wy ∈ F(y) such that
u = f (x∗) + f ′(x∗)(y − x∗) + wy . Moreover, for every arbitrary v ∈ L f +F (x∗, x),
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we can find wx ∈ F(x) such that v = f (x∗) + f ′(x∗)(x − x∗) + wx . Thus, the
monotonicity of F implies that

〈

f ′(x∗)(x − y), x − y
〉 ≤ 〈

f ′(x∗)(x − y), x − y
〉 + 〈

wx − wy, x − y
〉

= 〈 f (x∗) + f ′(x∗)(x − x∗) + wx − ( f (x∗)
+ f ′(x∗)(y − x∗) + wy), x − y〉.

= 〈v − u, x − y〉
≤ ‖v − u‖‖x − y‖.

On the other hand, (19) yields that β‖x − y‖2 ≤ 〈 f ′(x∗)(x − y), x − y〉, which
combined with the last inequality gives

β‖x − y‖2 ≤ ‖v − u‖‖x − y‖.

Because u ∈ L f +F (x∗, y), it follows that if x = y then x ∈ L f +F (x∗, u)−1. In
this case, we can conclude that d

(

x, L f +F (x∗, u)−1
) = 0 ≤ d

(

u, L f +F (x∗, x)
)

/β.
Thus, we assume that x �= y, and so

‖x − y‖ ≤ 1

β
‖v − u‖, ∀ v ∈ L f +F (x∗, x).

Because u ∈ L f+F (x∗, y), the definition of distance given in (4) and the latter inequal-
ity imply that

d
(

x, L f +F (x∗, u)−1
)

≤ 1

β
d

(

u, L f +F (x∗, x)
)

, ∀ x, u ∈ R
n .

To conclude the proof, it remains to prove that the mapping z �→ L f+F (x∗, z)−1

is single-valued from R
n to R

n . Take z ∈ R
n , x1 ∈ L f +F (x∗, z)−1, and x2 ∈

L f +F (x∗, z)−1. For i = 1, 2, find vi ∈ F(xi ) such that z = f (x∗) + f ′(x∗)(xi −
x∗) + vi . Thus, (19) and the monotonicity of F imply that

β‖x1 − x2‖2 ≤ 〈 f ′(x∗)(x1 − x2), x1 − x2〉
≤ 〈 f ′(x∗)(x1 − x2), x1 − x2〉 + 〈v1 − v2, x1 − x2〉
= 〈 f (x∗) + f ′(x∗)(x1 − x∗) + v1

− ( f (x∗) + f ′(x∗)(x2 − x∗) + v2), x1 − x2〉
= 0

Yielding that x1 = x2, so that L f+F (x∗, ·)−1 is single-valued. Therefore, the proof is
concluded. ��

From now on, ND denotes the normal cone mapping of a closed convex set D. In
the following result we present a particular instance of Theorem 2.
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Theorem 3 Let C and D be convex sets in R
n such that C is closed and C ⊂ D,

and let h : R
n → R

n be a continuously differentiable function. Assume that x∗ ∈ C,
h(x∗) + ND(x∗) � 0, and there exist β > 0 and L > 0 such that

〈h′(x∗) p, p〉 ≥ β‖p‖2, ∥
∥h′(x) − h′(y)

∥
∥ ≤ L‖x − y‖, ∀ p, x, y ∈ R

n .

Let {θk} ⊂ [0, 1/2) be such that θ̃ := supk θk < 1/2 and r∗ := [2(1−
√

2θ̃ )β]/[(3−
√

2θ̃ )L]. Then, every sequence {xk} generated by the Newton-InexP method to solve
(1), associated to {θk} and starting in x0 ∈ C ∩ Br∗(x∗)\{x∗}, converges to x∗, and
the rate of convergence is as follows:

‖x∗ − xk+1‖ ≤
[(

1 + √

2θk
) L‖x∗ − xk‖
2(β − L‖x∗ − xk‖) + √

2θk

]

‖x∗ − xk‖,
k = 0, 1, . . . .

As a consequence, if limk→+∞ θk = 0, then {xk} converges to x∗ superlinearly. In
particular, if θk = 0 for all k = 0, 1 . . ., then

‖x∗ − xk+1‖ ≤ 3L

2β
‖x∗ − xk‖2, k = 0, 1, . . . ,

and the sequence {xk} converges to x∗ Q-quadratically.

Proof Because the normal cone mapping ND is maximal monotone (see [4, Corol-
lary 6.3.1, p. 192]), we can use Proposition 1 to obtain that the set-valued mapping
Lh+ND (x∗, ·) : R

n ⇒ R
n is strongly metrically regular at x∗ ∈ R

n for 0 ∈ R
n , with

constants κ = 1/β, a = +∞, and b = +∞. On the other hand, because x∗ ∈ C
is such that h(x∗) + ND(x∗) � 0, h has a Lipschitz continuous derivative on R

n and
x0 ∈ C ∩ Br∗(x∗)\{x∗}. Therefore, we can apply Theorem 2 to obtain the desired
result. ��

We end this section by presenting two examples from the literature that can be seen
as particular cases of constrained generalized equations. We begin by presenting the
so-called Constrained Variational Inequality Problem (CVIP). See, for example, [9].

Example 1 LetU andΩ be closed convex sets inR
n and h : R

n → R
n be a continuous

function. The CVIP is defined as:

find x∗ ∈ U ∩ Ω such that 〈h(x∗), x − x∗〉 ≥ 0, ∀ x ∈ U . (20)

The problem (20) can be rewritten equivalently as: Find x∗ ∈ U ∩ Ω such that
h(x∗) + NU (x∗) � 0. Then, (20) can be seen as a special instance the constrained
generalized equation (1). Observe that the classical variational inequality problem it
is not equivalent to the above CVIP, since in (20) the point x∗ must belongs toU ∩Ω .

In the next example, we describe the Split Variational Inequality Problem (SVIP),
which can be rewritten as special case of CVIP. See [9,25] for an extensive discussion
on this problem.
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Example 2 LetU ⊂ R
n andΩ ⊂ R

m be nonempty, closed convex sets, and A : R
n →

R
m be a linear operator. Given functions f : R

n → R
n and g : R

m → R
m , the SVIP

is formulated as follows: Find a point x∗ ∈ U such that

〈 f (x∗), x − x∗〉 ≥ 0, ∀ x ∈ U ,

and such that the point y∗ = Ax∗ ∈ Ω satisfies

〈g(y∗), y − y∗〉 ≥ 0, ∀ y ∈ Ω.

By taking R
nm := R

n × R
m , D := U × Ω and V := {w = (x, y) ∈ R

nm : Ax = y}
the SVIP is equivalent to the following CVIP:

find w∗ ∈ D ∩ V such that 〈h(w∗), w − w∗〉 ≥ 0, ∀ w ∈ D, (21)

wherew = (x, y) and h : R
nm → R

nm is defined by h(x, y) := ( f (x), g(y)). See [9,
Lemma 5.1]. Therefore, from Example 1 and (21), SVIP is equivalent to the following
constrained generalized equation: Find w∗ ∈ D ∩ V such that h(w∗) + ND(w∗) � 0,
where h : R

nm → R
nm is defined by h(x, y) = ( f (x), g(y)), D := U × Ω and

V := {w = (x, y) ∈ R
nm : Ax = y}.

It is worth noting that SVIP is quite general and includes several problems as special
cases. For instance, Split Minimization Problem andCommon Solutions to Variational
Inequalities Problem. See, for example [1,9,10,34].

5 Conclusions

In this paper, we proposed a newmethod for solving constrained generalized equations
called the Newton-InexP method. Essentially, we expanded the classical Newton’s
method for solving generalized equations with the additional of a strategy to obtain
a feasible inexact projection and assure feasibility. An analysis of the convergence of
the method was established under metric regularity and strong metric regularity. It is
worth emphasizing the connection betweenmetric regularity and theAubin property in
[15, Theorem 3E.7, p. 178]. This allows the main result of the paper to be equivalently
formulated as a statement about the Aubin property.
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