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Abstract In this paper, we analyze the symmetric interior penalty Galerkin (SIPG)
for distributed optimal control problems governed by unsteady convection diffusion
equations with control constraint bounds. A priori error estimates are derived for
the semi- and fully-discrete schemes by using piecewise linear functions. Numerical
results are presented, which verify the theoretical results.
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1 Introduction

Optimal control problems (OCPs) governed by convection diffusion partial differen-
tial equations (PDEs) arise in environmental modeling, petroleum reservoir simula-
tion and in many other applications. Hence, efficient numerical methods are essential
to obtain effective solutions of the such optimal control problems.

It is well known that the standard Galerkin finite element method produces non-
physical oscillating solutions for mesh sizes larger than a critical value depending
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on the ratio between diffusion and convection terms. To enhance stability and ac-
curacy of the optimal control problems governed by the steady convection diffusion
equations, some effective stabilization techniques are used, i.e., the streamline up-
wind/Petrov Galerkin (SUPG) finite element method [6], the local projection stabi-
lization [1], the edge stabilization [12, 25]. Recently, discontinuous Galerkin (DG)
methods have became popular for the optimal control problems governed by convec-
tion diffusion equations due the better convergence behavior, local mass conserva-
tion, flexibility in approximating rough solutions on complicated meshes and mesh
adaptation, see, e.g., [15, 16, 26–28].

However, to the best of our knowledge, a few papers are published so far for
unsteady optimal control problems governed by the convection diffusion equations.
A characteristic finite element approximation in space and backward Euler method
in time are used in [9, 10]. Zhou et al. [29] used local discontinuous Galerkin (LDG)
discretization in space, whereas Sun [24] used the nonsymmetric interior penalty
Galerkin (NIPG) discretization. In [24], a priori error estimates are only given for
semi-discrete scheme, whereas it is investigated for both semi- and fully-discrete
schemes with the backward Euler method in [29]. In both papers, numerical results
are not given.

In this paper, we will investigate a priori error analysis of the optimal control prob-
lems governed by the unsteady convection diffusion equations using the symmetric
interior penalty Galerkin (SIPG) method for the semi- and fully-discrete schemes. For
time discretization, we apply the backward Euler method. We present the numerical
results related to the DG discretization for the unsteady optimal control problems.

The rest of the paper is organized as follows: In Sect. 2, we introduce the control
constrained optimal control problems governed by the unsteady convection diffusion
equations. The upwind symmetric interior penalty Galerkin (SIPG) discretization and
semi-discrete scheme are given in Sect. 3. A priori error estimates of the semi-discrete
scheme are derived in Sect. 4. In Sect. 5, we give the fully-discrete scheme of the
optimal control problems by using the backward Euler discretization in time. We
derive a priori error estimates of the fully-discrete scheme in Sect. 6. Finally, we
present the numerical results in Sect. 7.

2 The optimal control problem

We adopt the standard notations for Sobolev spaces on computational domains and
their norms. Ω and ΩU are bounded convex polygon domains in R

2 with Lipschitz
boundaries ∂Ω and ∂ΩU , respectively. The inner products in L2(ΩU) and L2(Ω)

are denoted by (·, ·)U and (·, ·), respectively. Further, we consider spaces of functions
mapping the time interval (0, T ) to a normed space X in which the norm ‖ · ‖X is
defined. For r ≥ 1, we define

Lr(0, T ;X) =
{
z : [0, T ] → X measurable :

∫ T

0

∥∥z(t)
∥∥r

X
dt < ∞

}
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with

∥∥z(t)
∥∥

Lr(0,T ;X)
=

{
(
∫ T

0 ‖z(t)‖r
X dt)1/r , if 1 ≤ r < ∞,

ess supt∈(0,T ] ‖z(t)‖X, if r = ∞.

In this paper, we are interested in the following distributed optimal control prob-
lem governed by the unsteady diffusion convection reaction equation with control
constraints

minimize
u∈Uad⊆L2(0,T ;L2(ΩU ))

J (y,u) :=
∫ T

0

(
1

2
‖y − yd‖2

L2(Ω)
+ α

2
‖u‖2

L2(ΩU )

)
dt,

(2.1)

subject to

∂ty − εΔy + β · ∇y + ry = f + Bu x ∈ Ω, t ∈ (0, T ], (2.2a)

y(x, t) = 0 x ∈ ∂Ω, t ∈ (0, T ], (2.2b)

y(x,0) = y0(x) x ∈ Ω, (2.2c)

where the admissible space of control constraints is given by

Uad = {
u ∈ L2(0, T ;L2(ΩU)

) : ua ≤ u ≤ ub, a.e. in ΩU × (0, T ]} (2.3)

with the constant bounds ua,ub ∈ R ∪ {±∞}, i.e., ua < ub . B is a bounded linear
continuous operator to ensure the transition from ΩU to Ω . Generally, ΩU can be a
subset of Ω . In the special case, ΩU = Ω and B = I is an identity operator.

We make the following assumptions for the functions and parameters on the opti-
mal control problem (2.1), (2.2a)–(2.2c):

(i) The source function f and the desired state yd belong to H 1(0, T ;L2(Ω)) with
f (0), yd(T ) ∈ H 1

0 (Ω).
(ii) The initial condition is defined as y0(x) ∈ H 1

0 (Ω) with Δy0 ∈ H 1
0 (Ω).

(iii) The diffusion and reaction parameters are denoted by ε > 0 and r ∈ L∞(Ω),
respectively.

(iv) β denotes a velocity field. It belongs to (W 1,∞(Ω))2 and satisfies the incom-
pressibility condition, i.e. ∇ · β = 0.

Further, we assume the existence of a constant c0 ≡ c0(x) ≥ 0 such that

r(x) ≥ c0 ≥ 0 a.e. in Ω (2.4)

to ensure the well-posedness of the optimal control problem (2.1), (2.2a)–(2.2c).
Using the assumptions defined above, the following result on regularity of the state

solution can be proved.

Proposition 1 Under the assumptions defined above and for a given control u ∈
H 1(0, T ;L2(ΩU)), the state y satisfies the following regularity condition

y ∈ H 1(0, T ;H 2(Ω) ∩ H 1
0 (Ω)

) ∩ H 2(0, T ;L2(Ω)
)
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and the weak formulation

(∂ty, v) + a(y, v) + b(u, v) = (f, v) ∀v ∈ V = H 1
0 (Ω), t ∈ (0, T ], (2.5)

y(x,0) = y0, (2.6)

where the (bi)-linear forms are defined by

a(y, v) =
∫

Ω

(ε∇y · ∇v + β · ∇yv + ryv) dx, b(u, v) = −
∫

Ω

Buv dx,

(f, v) =
∫

Ω

f v dx.

Proof The regularity of the state y ∈ H 1(0, T ;H 2(Ω)∩H 1
0 (Ω))∩H 2(0, T ;L2(Ω))

can be proved as done [7] provided that f + Bu ∈ H 1(0, T ;L2(Ω)) with (f +
Bu)(0) ∈ H 1

0 (Ω) is satisfied. This condition is ensured by our assumptions. See,
e.g., [20] for details. �

Then, variational formulation corresponding to (2.1), (2.2a)–(2.2c) can be written
as

minimize
u∈Uad

J (y,u) :=
∫ T

0

(
1

2
‖y − yd‖2

L2(Ω)
+ α

2
‖u‖2

L2(ΩU )

)
dt (2.7a)

subject to (∂ty, v) + a(y, v) + b(u, v) = (f, v) ∀v ∈ V, t ∈ (0, T ], (2.7b)

y(x,0) = y0,

(y,u) ∈ Y × Uad.

It is well known that the triple (y,u) is the unique solution of (2.7a), (2.7b) if and
only if there is an adjoint p ∈ H 1(0, T ;H 2(Ω) ∩ H 1

0 (Ω)) ∩ H 2(0, T ;L2(Ω)) such
that (y,u,p) satisfies the following optimality system

(∂ty, v) + a(y, v) + b(u, v) = (f, v) ∀v ∈ V, y(x,0) = y0, (2.8a)

− (∂ty,ψ) + a(ψ,p) = −(y − yd,ψ) ∀ψ ∈ V, p(x,T ) = 0, (2.8b)
∫ T

0

(
αu − B∗p,w − u

)
U

dt ≥ 0 ∀w ∈ Uad, (2.8c)

where B∗ denotes the adjoint of B [18, 20].

3 Discontinuous Galerkin (DG) scheme for optimal control problem

3.1 Discontinuous Galerkin discretization

Let {Th}h be a family of shape regular meshes such that Ω = ∪K∈Th
K , Ki ∩ Kj = ∅

for Ki,Kj ∈ Th, i �= j . The diameter of an element K and the length of an edge
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E are denoted by hK and hE , respectively. Further, the maximum value of element
diameter is denoted by h = maxK∈Th

hK .
We only consider discontinuous piecewise linear finite element spaces to define

the discrete spaces of the state and test functions

Vh = Yh = {
y ∈ L2(Ω) : y |K∈ P

1(K) ∀K ∈ Th

}
. (3.1)

Remark 1 When the state equation (2.2a)–(2.2c) contains nonhomogeneous Dirichlet
boundary conditions, the space of discrete states Yh and the space of test functions
Vh can still be taken the same due to the weak treatment of boundary conditions in
DG methods. See, [16] for details.

We split the set of all edges Eh into the set E0
h of interior edges and the set E∂

h of
boundary edges so that Eh = E∂

h ∪ E0
h . Let n denote the unit outward normal to ∂Ω .

We define the inflow boundary

Γ − = {
x ∈ ∂Ω : β · n(x) < 0

}

and the outflow boundary Γ + = ∂Ω \Γ −. The boundary edges are decomposed into
edges E−

h = {E ∈ E∂
h : E ⊂ Γ −} that correspond to inflow boundary and edges E+

h =
E∂

h \ E−
h that correspond to outflow boundary. The inflow and outflow boundaries of

an element K ∈ Th are defined by

∂K− = {
x ∈ ∂K : β · nK(x) < 0

}
, ∂K+ = ∂K \ ∂K−,

where nK is the unit normal vector on the boundary ∂K of an element K .
Let the edge E be a common edge for two elements K and Ke . For a piecewise

continuous scalar function y, there are two traces of y along E, denoted by y|E from
inside K and ye|E from inside Ke . Then, the jump and average of y across the edge
E are defined by:

[[y]] = y
∣∣
E

nK + ye
∣∣
E

nKe, {{y}} = 1

2

(
y
∣∣
E

+ ye
∣∣
E

)
. (3.2)

Similarly, for a piecewise continuous vector field ∇y, the jump and average across
an edge E are given by

[[∇y]] = ∇y
∣∣
E

· nK + ∇ye
∣∣
E

· nKe, {{∇y}} = 1

2

(∇y
∣∣
E

+ ∇ye
∣∣
E

)
. (3.3)

For a boundary edge E ∈ K ∩ Γ , we set {{∇y}} = ∇y and [[y]] = yn where n is
the outward normal unit vector on Γ .

We now consider the discretization of the control variable. Let {T U
h }h is also

a family of shape regular meshes of ΩU such that ΩU = ⋃
KU ∈T U

h
KU , Ki

U ∩
K

j
U = ∅ for Ki

U ,K
j
U ∈ T U

h , i �= j . The maximum diameter is defined by hU =
maxKU ∈T U

h
hKU

, where hKU
denotes the diameter of an element KU . The discrete
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space of the control variable associated with {T U
h }h is also piecewise linear finite

element space

Uh = {
u ∈ L2(ΩU) : u |KU

∈ P
1(KU) ∀KU ∈ T U

h

}
. (3.4)

Note that in general, the sizes of the elements in {T U
h }h are smaller than those in

{Th}h, so we assume that hU/h ≤ C throughout this paper.
We can now give DG discretizations of the state equation (2.2a)–(2.2c) in space for

fixed control u. The DG method proposed here is based on the upwind discretization
of the convection term and on the SIPG discretization of the diffusion term [22]. This
leads to the following (bi-)linear forms applied to yh ∈ H 1(0, T ;Yh) for ∀t ∈ (0, T ]

(∂tyh, vh) + ah(yh, vh) + bh(uh, vh) = (fh, vh) ∀vh ∈ Vh, t ∈ (0, T ], (3.5)

where

ah(y, v)

= ∑
K∈Th

∫
K

ε∇y · ∇v dx −
∑

E∈Eh

∫
E

(
{{ε∇y}} · [[v]] + {{ε∇v}} · [[y]] − σε

hE
[[y]] · [[v]]

)
ds

︸ ︷︷ ︸
ad (y,v)

+ ∑
K∈Th

∫
K

(β · ∇yv + ryv)dx +
∑

K∈Th

∫
∂K−\Γ − β · n

(
ye − y

)
v ds −

∑
K∈Th

∫
∂K−∩Γ − β · nyv ds

︸ ︷︷ ︸
acr (y,v)

,

(3.6a)

bh(u, v) = −
∑

K∈Th

∫
K

Buv dx (3.6b)

with a constant interior penalty parameter σ > 0. We choose σ to be sufficiently large,
independent of the mesh size h and the diffusion coefficient ε to ensure the stability of
the DG discretization as described in [21, Sect. 2.7.1] with a lower bound depending
only on the polynomial degree. Large penalty parameters decrease the jumps across
element interfaces, which can affect the numerical approximation. Further, the DG
approximation can converge to the continuous Galerkin approximation as the penalty
parameter goes to infinity. See, e.g., [5] for details.

To make the notation easier for the readers, we introduce the L2 inner product on
the inflow or outflow boundaries as follows

(w,v)Γ − =
∫

Γ−
|β · n|wv ds

with analogous definition of (·, ·)Γ + and associated norms ‖·‖Γ − and ‖·‖Γ + . Further,
the standard notation Wm,q(Ω) is used for the Sobolev space with a norm ‖·‖Wm,q(Ω)

and the broken Sobolev spaces used in DG discretization are given by

‖|v|‖Wm,q(Th) =
( ∑

K∈Th

‖v‖2
Wm,q(K)

)1/2

.
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3.2 Semi-discrete formulation of optimal control problem

The discretization of admissible set (2.3) is defined by

Uad
h = {

uh ∈ L2(0, T ;Uh) : ua ≤ uh ≤ ub a.e. in ΩU × (0, T ]}. (3.7)

Let fh, y
d
h and y0

h be approximations of the source function f , the desired state func-
tion yd and initial condition y0, respectively. Then, the semi-discrete approximation
of the optimal control problem (2.8a)–(2.8c) can be defined as follows:

minimize
uh∈Uad

h

∫ T

0

(
1

2

∑
K∈Th

∥∥yh − yd
h

∥∥2
L2(K)

+ α

2

∑
KU ∈T U

h

‖uh‖2
L2(KU )

)
dt, (3.8a)

subject to (∂tyh, vh) + ah(yh, vh) + bh(uh, vh) = (fh, vh) ∀vh ∈ Vh, t ∈ (0, T ],
yh(x,0) = y0

h, (yh,uh) ∈ Yh × Uad
h . (3.8b)

4 A priori error analysis of semi-discrete scheme

In this section, we derive a priori error estimates for the semi-discrete scheme of the
optimal control problem (2.1), (2.2a)–(2.2c) by using the upwind symmetric interior
penalty Galerkin (SIPG) discretization for the space. By introducing the following
norm [21]

‖v‖2
ε =

∑
K∈Th

∫
K

‖ε∇y‖2
L2(K)

dx +
∑
E∈Eh

σε

hE

∫
E

∥∥[[y]]∥∥2
L2(E)

ds,

we obtain the following coercivity result for some positive constant κ > 0 indepen-
dent of the mesh size h and the diffusion parameter ε provided that a sufficiently large
penalty parameter σ is chosen based on the polynomial degree as described in [21]:

∀t > 0, ∀vh ∈ Vh, κ‖v‖2
ε ≤ ad

h(v, v). (4.1)

We also need the following trace inequality at the rest of the paper:

‖v‖L2(E) ≤ C|hE |1/2|hK |−1/2‖v‖L2(K), ∀E ⊂ ∂K, (4.2)

where the constant C is independent of mesh size h, but depends on polynomial
degree. In addition, the generalization of Poincaré-Friedrichs inequality to the broken
Sobolev space H 1(Th) [4]

‖v‖2
L2(Ω)

≤ C

(
‖|v|‖2

H 0(Th)
+

∑
E∈Eh

1

hE

∥∥ [[v]]
∥∥2

L2(E)

)
, ∀v ∈ H 1(Th) (4.3)

is needed for some of the following proofs.
Now, we turn to derive a semi-discrete stability estimate for the state variable at

the following Lemma 1.
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Lemma 1 Let yh be the solution of (3.8b) and let c0 be a positive constant such that
(2.4) holds. Then, there exists a positive constant C independent of mesh size h for
∀t ∈ (0, T ] such that

∑
K∈Th

∥∥yh(t)
∥∥2

L2(K)
+

∫ t

0
‖yh‖2

ε dt

+
∫ t

0

( ∑
K∈Th

c0‖yh‖2
L2(K)

+
∑

K∈Th

‖yh‖2
L2(∂K−∩Γ −)

)
dt

+
∫ t

0

( ∑
K∈Th

∥∥yh − ye
h

∥∥2
L2(∂K−\Γ −)

+
∑

K∈Th

‖yh‖2
L2(∂K+∩Γ +)

)
dt

≤ C

( ∑
K∈Th

∥∥y0
h

∥∥2
L2(K)

+
∫ t

0

( ∑
K∈Th

‖f ‖2
L2(K)

+
∑

K∈Th

‖Buh‖2
L2(K)

)
dt

)
. (4.4)

Proof The proof is shown as done in [24, Lemma 3.1]. �

Let J (·) be a continuous functional in L2(Ω). Then, there exists at least one so-
lution for the minimization problem (3.8a), (3.8b) since

∫ T

0

∑
K∈Th

‖y(uh)‖2
H 1(K)

is bounded as proven in Lemma 1 (see, e.g., [24] for details). Then, we can de-
duce that the semi-discrete optimal control problem (3.8a), (3.8b) has a unique
solution (yh,uh) ∈ H 1(0, T ;Yh) × Uad

h . See, e.g., [18]. The functions (yh,uh) ∈
H 1(0, T ;Yh) × Uad

h solve (3.8a), (3.8b) if and only if (yh,uh,ph) ∈ H 1(0, T ;Yh) ×
Uad

h × H 1(0, T ;Yh) is a unique solution of the following optimality system:

(∂tyh, vh) + ah(yh, vh) + b(uh, vh) = (fh, vh) ∀vh ∈ Vh, yh(x,0) = y0
h, (4.5a)

− (∂tph,ψh) + ah(ψh,ph) = −(
yh − yd

h ,ψh

) ∀ψh ∈ Vh, ph(x,T ) = 0, (4.5b)
∫ T

0

(
αuh − B∗ph,wh − uh

)
U

dt ≥ 0 ∀wh ∈ Uad
h . (4.5c)

Similar to Lemma 1, we can obtain the following semi-discrete stability estimate
for the adjoint variable in Lemma 2.

Lemma 2 Let ph be the solution of (4.5b) and let c0 be a positive constant such that
(2.4) holds. Then, there exists a positive constant C independent of h such that

∑
K∈Th

∥∥ph(t)
∥∥2

L2(K)
+

∫ T

t

‖ph‖2
ε dt

+
∫ T

t

( ∑
K∈Th

c0‖ph‖2
L2(K)

+
∑

K∈Th

‖ph‖2
L2(∂K−∩Γ −)

)
dt
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+
∫ T

t

( ∑
K∈Th

∥∥ph − pe
h

∥∥2
L2(∂K+\Γ +)

+
∑

K∈Th

‖ph‖2
L2(∂K+∩Γ +)

)
dt

≤ C

∫ T

t

∑
K∈Th

∥∥yh − yd
h

∥∥2
L2(K)

dt. (4.6)

Proof The proof is similar to (4.4) with ph(x,T ) = 0. �

In order to derive a priori error estimates for the semi-discrete scheme, we make
use of the following definitions and estimates. Firstly, we define an elliptic projection
ỹ of y onto Yh satisfying the Galerkin orthogonality

ad
h

(
y(t) − ỹ(t), v

) = 0 ∀t ≥ 0, ∀v ∈ Vh (4.7)

to derive an error estimate for y − yh(u). Then, we use the following estimates that
are given in [21]: ∥∥y(t) − ỹ(t)

∥∥
ε
≤ Ch

∣∣∣∣∣∣y(t)
∣∣∣∣∣∣

H 2(Th)
∀t ≥ 0, (4.8a)

∥∥y(t) − ỹ(t)
∥∥

L2(Ω)
≤ Ch2

∣∣∣∣∣∣y(t)
∣∣∣∣∣∣

H 2(Th)
∀t ≥ 0. (4.8b)

Moreover, the domain ΩU is divided as the active and inactive regions of the control
u for each time interval as firstly introduced in [17]

Ω∗
U =

{⋃
KU

: KU ⊂ ΩU,ua < u|KU
< ub

}
,

Ωc
U =

{⋃
KU

: KU ⊂ ΩU,u|KU
= ua or u|KU

= ub

}
,

Ωb
U = Ω\(Ω∗

U ∪ Ωc
U

)
.

It is assumed that the intersection of the three sets is empty, i.e., Ωi
U ∩ Ω

j
U = ∅ for

i �= j and ΩU = Ω∗
U ∪Ωc

U ∪Ωb
U . Ωb

U consists of elements which lie close to the free
boundary between the active and the inactive sets for each time interval. We also hold
the following assumption

meas
(
Ωb

U

) ≤ ChU (4.9)

on the regularity of u and T U
h . This assumption is valid if the boundary of the level

set Ωc
U consists of a finite number of rectifiable curves [19]. In addition, we set

Ω∗ = {
x ∈ ΩU : ua < u(x) < ub

}
,

which includes Ω∗
U ⊂ Ω∗ [25].

We finally define

(
J ′

h(u), v − u
)
U

=
∫ T

0

(
αu − B∗ph(u), v − u

)
U

dt, (4.10)
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in which the auxiliary solution ph(u) ∈ H 1(0, T ;Yh) is the solution of the following
system

(
∂tyh(u), vh

) + ah

(
yh(u), vh

) + bh(u, vh) = (fh, vh)

∀vh ∈ Vh, yh(u)(x,0) = yh
0 , (4.11a)

−(
∂tph(u), qh

) + ah

(
qh,ph(u)

) = −(
yh(u) − yd

h , qh

)
∀qh ∈ Vh, ph(u)(x,T ) = 0, (4.11b)

where yh(u) ∈ H 1(0, T ;Yh) is also an auxiliary solution for given u ∈ Uad
h .

To complete the a priori error estimate of semi-discrete scheme, we firstly derive
convergence estimates between the approximate solutions (yh,ph) and the auxiliary
solutions (yh(u),ph(u)).

Lemma 3 Let (yh,ph) and (yh(u),ph(u)) be the solutions of (4.5a), (4.5b) and
(4.11a), (4.11b), respectively. Then, there are positive constants C1 and C2 indepen-
dent of h such that

∥∥yh − yh(u)
∥∥

L∞(0,T ;L2(Ω))
≤ C1‖u − uh‖L2(0,T ;L2(ΩU )) (4.12a)

and

∥∥ph − ph(u)
∥∥

L∞(0,T ;L2(Ω))
≤ C2‖u − uh‖L2(0,T ;L2(ΩU )). (4.12b)

Proof By subtracting (4.11a) (respectively, (4.11b)) from (4.5a) (respectively,
(4.5b)), taking vh = yh − yh(u) (respectively, vh = ph − ph(u)) and following the
approach in the stability estimates of the semi-discrete state equation (respectively,
the semi-discrete adjoint equation), the desired results are obtained. �

Now, we will derive an estimate for the control u using the discontinuous piece-
wise linear finite element space by following the approach in [25, 29].

Lemma 4 Let (y,p,u) and (yh,ph,uh) be the solutions of (2.8a)–(2.8c) and
(4.5a)–(4.5c), respectively. Assume that u ∈ L2(0, T ;W 1,∞(ΩU)),u|Ω∗ ⊂ L2(0, T ;
H 2(Ω∗)). Then, we have

‖u − uh‖L2(0,T ;L2(ΩU )) ≤ C
(
h

3/2
U + ∥∥p − ph(u)

∥∥
L2(0,T ;L2(Ω))

)
. (4.13)

Proof Let (J ′
h(u), v − u)U = ∫ T

0 (αu − B∗ph(u), v − u)U dt , where ph(u) is the so-
lution of the auxiliary equation (4.11b). Then, we have

(
J ′

h(v) − J ′
h(u), v − u

)
U

=
∫ T

0

(
α(v − u), v − u

)
U

dt

+
∫ T

0

(
B∗ph(u) − B∗ph(v), v − u

)
U

dt.
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By using the auxiliary equations (4.11a) and (4.11b), we obtain

∫ T

0

(
Bv − Bu,ph(u) − ph(v)

)
U

dt

=
∫ T

0

(
∂t

(
yh(v) − yh(u)

)
,ph(u) − ph(v)

)
dt

+
∫ T

0

(
ah

(
yh(v) − yh(u),ph(u) − ph(v)

))
dt

=
∫ T

0

(
∂t

(
yh(v) − yh(u)

)
,ph(u) − ph(v)

)
dt

+
∫ T

0

(
∂t

(
ph(u) − ph(v)

)
, yh(v) − yh(u)

)
dt

+
∫ T

0

(
yh(v) − yh(u), yh(v) − yh(u)

)
dt.

Application of integration by parts on the first term by using the fact (yh(v) −
yh(u))|t=0 = 0 and (ph(v) − ph(u))|t=T = 0 yields

∫ T

0

(
v − u,B∗ph(u) − B∗ph(v)

)
U

dt =
∫ T

0

(
yh(v) − yh(u), yh(v) − yh(u)

)
dt ≥ 0.

(4.14)

By using (4.14), we obtain

(
J ′

h(v) − J ′
h(u), v − u

)
U

≥ α

∫ T

0
‖v − u‖2

L2(ΩU )
dt. (4.15)

With the help of the inequalities (4.15), (4.14), (2.8c), (4.5c), the standard Lagrangian
interpolation Πu with Young’s inequality and the notation ph = ph(uh), we obtain

α‖u − uh‖2
L2(0,T ;L2(ΩU ))

≤
∫ T

0

(
αu − B∗p,u − uh

)
U

dt

︸ ︷︷ ︸
≥0

+
∫ T

0

(
B∗p − B∗ph(u),u − uh

)
U

dt

+
∫ T

0

(
αuh − B∗ph,uh − Πu

)
U

dt

︸ ︷︷ ︸
≥0

+
∫ T

0

(
αuh − B∗ph,Πu − u

)
U

dt

≤
∫ T

0

(
B∗p − B∗ph(u),u − uh

)
U

dt

+
∫ T

0

(
αuh − B∗ph − αu + B∗p,Πu − u

)
U

dt
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+
∫ T

0

(
αu − B∗p,Πu − u

)
U

dt

=
∫ T

0

(
B∗p − B∗ph(u),u − uh

)
U

dt +
∫ T

0
(αuh − αu,Πu − u)U dt

+
∫ T

0

(
B∗p − B∗ph(u),Πu − u

)
U

dt +
∫ T

0

(
B∗ph(u) − B∗ph,Πu − u

)
U

dt

+
∫ T

0

(
αu − B∗p,Πu − u

)
U

dt

≤
∫ T

0

(
αu − B∗p,Πu − u

)
U

dt + C1
∥∥B∗ph(u) − B∗ph

∥∥2
L2(0,T ;L2(ΩU ))

+ C2‖u − Πu‖2
L2(0,T ;L2(ΩU ))

+ C3
∥∥B∗p − B∗ph(u)

∥∥2
L2(0,T ;L2(ΩU ))

+ C4‖αu − αuh‖2
L2(0,T ;L2(ΩU ))

+ C5‖u − uh‖2
L2(0,T ;L2(ΩU ))

. (4.16)

As described in (3.4), we use the discontinuous piecewise linear finite element
space for the control variable. Assuming Πu is the standard Lagrangian interpolation
satisfying Πu(x) = u(x) for any vertex x. Then, Πu belongs to Uh

ad . We get

‖u − Πu‖L2(Ω∗
U ) ≤ Ch2

U‖u‖H 2(Ω∗
U ), ‖u − Πu‖W 0,∞(Ωb

U ) ≤ ChU‖u‖W 1,∞(Ωb
U )

for u ∈ W 1,∞(ΩU) and u|Ω∗ ⊂ H 2(Ω∗). Hence,

‖u − Πu‖2
L2(ΩU )

=
∫

Ω∗
U

(u − Πu)2 +
∫

Ωc
U

(u − Πu)2 +
∫

Ωb
U

(u − Πu)2

≤ Ch4
U‖u‖2

H 2(Ω∗
U )

+ 0 + Ch2
U‖u‖2

W 1,∞(Ωb
U )

meas
(
Ωb

U

)

≤ Ch3
U

(
hU‖u‖2

H 2(Ω∗
U )

+ ‖u‖2
W 1,∞(Ωb

U )

)

≤ Ch3
U

(‖u‖2
H 2(Ω∗) + ‖u‖2

W 1,∞(ΩU )

)
. (4.17)

By the inequality in (4.5c), we have

αu − B∗p = 0 on Ω∗
U and Πu − u = 0 on Ωc

U .

In addition, there exists x0 ∈ KU ⊂ Ωb
U with ua < u(x0) < ub satisfying (αu −

B∗p)(x0) = 0. Then, the following estimate by [25]

∥∥αu − B∗p
∥∥

W 0,∞(Ωb
U )

= ∥∥αu − B∗p − (
αu − B∗p

)
(x0)

∥∥
W 0,∞(Ωb

U )

≤ ChU

∥∥αu − B∗p
∥∥

W 1,∞(Ωb
U )
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results in

(
αu − B∗p,Πu − u

)
U

=
∫

Ω∗
U

(
αu − B∗p

)
(Πu − u) +

∫
Ωc

U

(
αu − B∗p

)
(Πu − u)

+
∫

Ωb
U

(
αu − B∗p

)
(Πu − u)

= 0 + 0 +
∫

Ωb
U

(
αu − B∗p

)
(Πu − u)

≤ ∥∥αu − B∗p
∥∥

W 0,∞(Ωb
U )

‖u − Πu‖W 0,∞(Ωb
U )meas

(
Ωb

U

)

≤ Ch3
U

∥∥αu − B∗p
∥∥

W 1,∞(Ωb
U )

‖u‖W 1,∞(Ωb
U ). (4.18)

Finally, the desired result is obtained by inserting (4.17), (4.18) and (4.12b)
into (4.16). �

Remark 2 In Lemma 4, we assume that u ∈ W 1,∞(ΩU) and u ∈ H 2(Ω∗) in space,
instead of u ∈ H 2(ΩU) due to the regularity issues on the boundary of the control
as done [24, 25, 29]. The control variable u has lower regularity due to the discon-
tinuity of the derivative of u on the free boundary Ωb . Hence, the convergence rate
of the control u is around h3/2. However, in numerical experiments, the optimal con-
vergence rate can be obtained if the initial mesh is generated properly. It means that
the initial grid aligns with the points where the bounds of control and the values of
adjoint coincide. Hence, there happens no kink.

In the following lemma, the connection between the exact solution of the state y

(respectively, the adjoint p) and the auxiliary state solution yh(u) (respectively, the
auxiliary adjoint solution ph(u)) will be established.

Lemma 5 Let (y,p) be the solutions of (2.8a), (2.8b), respectively and (yh(u),ph(u))

be the solutions of the auxiliary equations (4.11a), (4.11b), respectively. Then, there
is a constant C independent of h such that

∥∥y − yh(u)
∥∥

L∞(0,T ;L2(Ω))
≤ Ch2‖y‖H 1(0,T ;H 2(Th)) (4.19)

and
∥∥p − ph(u)

∥∥
L∞(0,T ;L2(Ω))

≤ Ch2(‖p‖H 1(0,T ;H 2(Th)) + ‖y‖H 1(0,T ;H 2(Th))

)
. (4.20)

Proof To show the estimate of the state (4.19), we begin with subtracting (4.11a)
from (2.8a),
(

∂(y − yh(u))

∂t
, vh

)
+ ad

h

(
y − yh(u), vh

) + acr
h

(
y − yh(u), vh

) = 0, ∀vh ∈ Vh.

By writing

y − yh(u) = (y − ỹ) − (
yh(u) − ỹ

) = η − ξ,



716 T. Akman et al.

where ỹ is the elliptic projection of y and taking νh = ξ , we obtain

(
∂ξ

∂t
, ξ

)
+ ad

h(ξ, ξ) + acr
h (ξ, ξ) =

(
∂η

∂t
, ξ

)
+ ad

h(η, ξ) + acr
h (η, ξ), ∀t > 0.

Coercivity of ad
h(·, ·) (4.1) and the Galerkin orthogonality (4.7) yield

1

2

d

dt
‖ξ‖2

L2(Ω)
+ κ‖ξ‖2

ε +
∑

K∈Th

c0‖ξ‖2
K + 1

2

∑
K∈Th

‖ξ‖2
∂K−∩Γ −

+ 1

2

∑
K∈Th

∥∥ξ − ξe
∥∥2

∂K−\Γ − + 1

2

∑
K∈Th

∥∥ξ(t)
∥∥2

∂K+∩Γ +

≤
∣∣∣∣
(

∂η

∂t
, ξ

)
+ acr

h (η, ξ)

∣∣∣∣. (4.21)

The bounds in [21] for the first term in right-hand side of (4.21), i.e., (
∂η
∂t

, ξ), and the
bounds in [8] for the second term, i.e., acr

h (η, ξ), give us

1

2

d

dt
‖ξ‖2

L2(Ω)
+ κ‖ξ‖2

ε +
∑

K∈Th

c0‖ξ‖2
K + 1

2

∑
K∈Th

‖ξ‖2
∂K−∩Γ −

+ 1

2

∑
K∈Th

∥∥ξ − ξe
∥∥2

∂K−\Γ − + 1

2

∑
K∈Th

‖ξ‖2
∂K+∩Γ +

≤ κ

2
‖ξ‖2

ε + Ch4
∣∣∣∣
∣∣∣∣
∣∣∣∣∂y∂t

∣∣∣∣
∣∣∣∣
∣∣∣∣
2

H 2(Th)

+ κ

8
‖ξ‖2

ε + C‖η‖2
L2(Ω)

+ C‖ξ‖2
L2(Ω)

+ 1

4

∑
K∈Th

∥∥ξ − ξe
∥∥2

∂K−\Γ − +
∑

K∈Th

∥∥ηe
∥∥2

∂K−\Γ − + 1

4

∑
K∈Th

‖ξ‖2
∂K+∩Γ +

+
∑

K∈Th

‖η‖2
∂K+∩Γ + . (4.22)

Now, we eliminate the terms related to η by using the estimate related to ‖η‖∂K− or
‖η‖∂K+ in [13], trace inequality (4.2) and elliptic projection (4.7)

∑
K∈Th

∥∥ηe
∥∥2

∂K−\Γ − ≤
∑

K∈Th

‖β‖L∞(K)‖η‖2
∂K ≤

∑
K∈Th

C‖η‖2
K = C‖η‖2

L2(Ω)

≤ Ch4‖|y|‖2
H 2(Th)

. (4.23)

A bound for ‖ξ‖2
L2(Ω)

is derived by multiplying (4.22) by 2 and integrating from 0
to t . Using the continuous Gronwall inequality for ξ , we complete the proof of (4.19)
by noting ξ(0) = 0.
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We proceed the proof of (4.20) by starting with the following equation
(

−∂(p − ph(u))

∂t
, qh

)
+ ah

(
qh,p − ph(u)

) = −(
y − yh(u), qh

)
, ∀qh ∈ Vh,

as the proof of (4.19). �

Now, we complete the a priori error estimate of the semi-discrete scheme by com-
bining Lemmas 3–5 with triangle inequality.

Theorem 1 Let (y,u,p) and (yh,uh,ph) be the solutions of (2.8a)–(2.8c) and
(4.5a)–(4.5c), respectively. Suppose that the conditions of Proposition 1 and Lemma 4
are valid. Assume that the regularity condition (4.9) is also satisfied. Then, the fol-
lowing estimate holds

‖y − yh‖L∞(0,T ;L2(Ω)) + ‖p − ph‖L∞(0,T ;L2(Ω)) + ‖u − uh‖L2(0,T ;L2(ΩU ))

≤ Ch2(‖p‖H 1(0,T ;H 2(Th)) + ‖y‖H 1(0,T ;H 2(Th))

) + Ch
3/2
U . (4.24)

5 Fully-discrete formulation of optimal control problem

We use the standard backward Euler method to discretize the optimal control problem
(2.1), (2.2a)–(2.2c) in time. Let NT be a positive integer. The discrete time interval
Ī = [0, T ] is defined as

0 = t0 < t1 < · · · < tNT −1 < tNT
= T

with size kn = tn − tn−1 for n = 1, . . . ,NT and k = maxn=1,...,NT
kn.

To prove the a priori error estimate of the fully-discrete scheme, we need the dis-
crete time-dependent norm for 1 ≤ q < ∞ by [9],

‖|v|‖Lq(0,T ;L2(Ω)) =
(

NT∑
n=1

kn‖vn‖q

L2(Ω)

)1/q

. (5.1)

Let fh,n and yd
h,n be approximations of the source function fh and the desired

state function yd
h at time tn. Then, the fully-discrete approximate scheme of the semi-

discrete problem (3.8a), (3.8b) is

minimize
uh,n∈Uad

h

NT∑
n=1

kn

(
1

2

∑
K∈Th

∥∥yh,n − yd
h,n

∥∥2
L2(K)

+ α

2

∑
KU ∈T U

h

‖uh,n‖2
L2(KU )

)
,

(5.2a)

subject to

(
yh,n − yh,n−1

kn

, v

)
+ ah(yh,n, v) + bh(uh,n, v) = (fh,n, v) ∀v ∈ Vh,

yh,0(x,0) = y0
h. (5.2b)
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6 A priori error analysis of fully-discrete scheme

As for the semi-discrete scheme, we first give the stability result of the state variable
at the following Lemma 6.

Lemma 6 Let yh,n be the solution of (5.2b) and let c0 be a positive constant such
that (2.4) holds. Then, there exists a positive constant C independent of h and km for
m = 1,2, . . . ,NT such that

‖yh,m‖2
L2(Ω)

+
m∑

n=1

kn

(
κ‖yh,n‖2

ε +
∑
K

2c0‖yh,n‖2
K +

∑
K

‖yh,n‖2
∂K−∩Γ −

)

+
m∑

n=1

kn

(∑
K

∥∥yh,n − ye
h,n

∥∥2
∂K−\Γ − +

∑
K

‖yh,n‖2
∂K+∩Γ +

)

≤ C
∥∥y0

h

∥∥2
L2(Ω)

+ C

m∑
n=1

kn

(‖fh,n‖2
L2(Ω)

+ ‖Buh,n‖2
L2(Ω)

)
. (6.1)

Proof Choose vh = yh,n in (6.2a). By using the algebraic inequality x2−y2

2 ≤
(x − y)x, ∀x, y ∈ R and following the steps in Lemma 1, we obtain the desired
result. �

The minimization problem (5.2a), (5.2b) has at least one solution due to the bound-
edness of solution yh,n as proven in Lemma 6. Then, the fully discretized control
problem (5.2a), (5.2b) obtained by using the backward Euler method has a unique so-
lution (yh,n, uh,n), n = 1,2, . . . ,NT , and (yh,n, uh,n) ∈ Yh × Uad

h , n = 1,2, . . . ,NT

is the solution of (5.2a), (5.2b) if and only if (yh,n, uh,n,ph,n−1) ∈ Yh × Uad
h × Yh is

a unique solution of the following optimality system:

(
yh,n − yh,n−1

kn

, v

)
+ ah(yh,n, v) + bh(uh,n, v) = (fh,n, v) ∀v ∈ Vh,

yh,0 = y0
h, n = 1,2, . . . ,NT ,

(6.2a)

(
ph,n−1 − ph,n

kn

, q

)
+ ah(q,ph,n−1) = −(

yh,n − yd
h,n, q

) ∀q ∈ Vh,

ph,T = 0, n = NT , . . . ,2,1,

(6.2b)

(
ωuh,n − B∗ph,n−1,w − uh,n

)
U

≥ 0 ∀w ∈ Uad
h , n = 1,2, . . . ,NT . (6.2c)

The stability result of the adjoint variable for the fully-discrete scheme is also
given at the following Lemma 7.

Lemma 7 Let ph,n be the solution of (6.2b) and let c0 be a positive constant such
that (2.4) holds. Then, there exists a positive constant C independent of h and km for
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m = NT − 1, . . . ,2,1 such that

‖ph,m‖2
L2(Ω)

+
m∑

n=1

knκ‖ph,n−1‖2
ε

+
m∑

n=1

kn

(
2
∑
K

c0‖ph,n−1‖2
K +

∑
K

‖ph,n−1‖2
∂K−∩Γ −

)

+
m∑

n=1

kn

(∑
K

∥∥ph,n−1 − pe
h,n−1

∥∥2
∂K+\Γ + +

∑
K

‖ph,n−1‖2
∂K+∩Γ +

)

≤ C

m∑
n=1

kn

∥∥yh,n − yd
h,n

∥∥2
L2(Ω)

. (6.3)

Now, we derive the a priori error estimates of the fully-discrete scheme by intro-
ducing the following auxiliary equations as for the semi-discrete scheme. Let

(
J ′

h(u), v − u
)
U

=
NT∑
n=1

kn

(
αun − B∗ph,n−1(u), vn − un

)
U

, (6.4)

where ph,n−1(u) is the solution of the following system
(

yh,n(u) − yh,n−1(u)

kn

, v

)
+ ah

(
yh,n(u), v

) + bh(un, v) = (fh,n, v) ∀v ∈ Vh,

yh,0(u) = y0
h, n = 1,2, . . . ,NT ,

(6.5a)(
ph,n−1(u) − ph,n(u)

kn

, q

)
+ ah

(
q,ph,n−1(u)

) = −(
yh,n(u) − yd

h,n, q
) ∀q ∈ Vh,

ph,T (u) = 0, n = NT , . . . ,2,1.

(6.5b)

For the simplicity, we use the following notations,

ζn = yh,n − yh,n(u), n = 0,1, . . . ,NT ,

χn = ph,n − ph,n(u), n = NT , . . . ,1,0.

Firstly, we establish a connection between the approximation results (yh,ph) and
the auxiliary solutions (yh(u),ph(u)) as described at the following lemma.

Lemma 8 Let (yh,ph) and (yh(u),ph(u)) be the solutions of (6.2a), (6.2b) and
(6.5a), (6.5b), respectively. Then, there are positive constants C1 and C2 independent
of h and k such that

∣∣∣∣∣∣yh − yh(u)
∣∣∣∣∣∣

L2(0,T ;L2(Ω))
≤ C1‖|u − uh|‖L2(0,T ;L2(ΩU )), (6.6)
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∣∣∣∣∣∣ph − ph(u)
∣∣∣∣∣∣

L2(0,T ;L2(Ω))
≤ C2‖|u − uh|‖L2(0,T ;L2(ΩU )). (6.7)

Proof We start the proof of (6.6) by subtracting (6.5a) from (6.2a) to obtain the fol-
lowing equality

(
ζn − ζn−1

kn

, vh

)
+ ah(ζn, vh) = −bh(uh,n − un, vh).

By choosing vh = ζn and following the steps in Lemma 6, we obtain

1

2kn

(‖ζn‖2
L2(Ω)

− ‖ζn−1‖2
L2(Ω)

) + κ‖ζn‖2
ε +

∑
K

c0‖ζn‖2
L2(K)

+ 1

2

∑
K

‖ζn‖2
∂K−∩Γ −

+ 1

2

∑
K

∥∥ζn − ζ e
n

∥∥2
∂K−\Γ − + 1

2

∑
K

‖ζn‖2
∂K+∩Γ +

≤ 1

2
‖uh,n − un‖2

L2(Ω)
+ 1

2
‖ζn‖2

L2(Ω)
.

Multiplying the above inequality by 2kn and summing from n = 1 to n = NT , we
derive

(‖ζNT
‖2
L2(Ω)

− ‖ζ0‖2
L2(Ω)

) + 2
NT∑
n=1

kn

(
κ‖ζn‖2

ε +
∑
K

c0‖ζn‖2
L2(K)

)

+
NT∑
n=1

kn

(∑
K

‖ζn‖2
∂K−∩Γ − +

∑
K

∥∥ζn − ζ e
n

∥∥2
∂K−\Γ − +

∑
K

‖ζn‖2
∂K+∩Γ +

)

≤
NT∑
n=1

kn

(‖uh,n − un‖2
L2(Ω)

+ ‖ζn‖2
L2(Ω)

)
.

Then, we apply discrete Gronwall’s inequality to the terms related to ζ and use (4.3)
which leads to the inequality ‖ · ‖L2(Ω) ≤ C‖ · ‖ε for some positive constant C and
finally use the definition of the norm in (5.1) to obtain (6.6).

To show the second part of the Lemma 8, we subtract (6.5b) from (6.2b) to obtain
(

χn−1 − χn

kn

, qh

)
+ ah(qh,χn−1) = −(ζn, qh).

By choosing qh = χn−1 and proceeding as in the first part, we obtain the following
inequality

∣∣∣∣∣∣ph − ph(u)
∣∣∣∣∣∣

L2(0,T ;L2(Ω))
≤ C

∣∣∣∣∣∣yh − yh(u)
∣∣∣∣∣∣

L2(0,T ;L2(Ω))
.

This inequality gives us the desired result (6.7). �

To derive an estimate for the control u in the fully-discrete scheme, we use the
discontinuous piecewise linear finite element space by following the approach in [29].
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Lemma 9 Let (y,p,u) and (yh,ph,uh) be the solutions of (2.8a)–(2.8c) and
(6.2a)–(6.2c), respectively. Under the assumptions u ∈ L2(0, T ;W 1,∞(ΩU)), u|Ω∗ ∈
L2(0, T ;H 2(Ω∗)), p ∈ L2(0, T ;W 1,∞(Ω)), we have

‖|u − uh|‖L2(0,T ;L2(ΩU )) ≤ C

(
k

∥∥∥∥∂p

∂t

∥∥∥∥
L2(0,T ;L2(Ω))

+ ∣∣∣∣∣∣ph(u) − p
∣∣∣∣∣∣

L2(0,T ;L2(Ω))

)

+ Ch
3/2
U . (6.8)

Proof Let

(
J ′

h(u), v − u
)
U

=
NT∑
n=1

kn

(
αun − B∗ph,n−1(u), vn − un

)
U

,

where ph,n−1(u) is the solution of the auxiliary solution (6.5b). Then,

(
J ′

h(v) − J ′
h(u), v − u

)
U

=
NT∑
n=1

kn(αvn − αun, vn − un)U

+
NT∑
n=1

kn

(
B∗ph,n−1(u) − B∗ph,n−1(v), vn − un

)
U

= α‖|v − u|‖2
L2(0,T ;L2(ΩU ))

+
NT∑
n=1

kn

(
B∗ph,n−1(u) − B∗ph,n−1(v), vn − un

)
U

.

By using the auxiliary solutions (6.5a), (6.5b) as done for the semi-discrete scheme,
we obtain

NT∑
n=1

kn

(
B∗ph,n−1(u) − B∗ph,n−1(v), vn − un

)
U

≥ 0.

Hence, (
J ′

h(v) − J ′
h(u), v − u

)
U

≥ α‖|v − u|‖2
L2(0,T ;L2(ΩU ))

. (6.9)

Set Πun ∈ Uh be the standard Lagrange interpolation of u at time tn such that
Πun(x) = un(x) for all vertices x. Then, Πun belongs to Uh

ad at time tn. With the
help of the inequalities (6.9), (2.8c), (6.2c) and an approximation of u at time tn, i.e.,
Πun, we obtain

α‖|u − uh|‖2
L2(0,T ;L2(ΩU ))

≤ (
J ′

h(u) − J ′
h(uh), u − uh

)
U

=
NT∑
n=1

kn

(
αun − B∗pn,un − uh,n

)
U

+
NT∑
n=1

kn

(
B∗pn − B∗ph,n−1(u),un − uh,n

)
U
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+
NT∑
n=1

kn

(
αuh,n − B∗ph,n−1,Πun − un

)
U

+
NT∑
n=1

kn

(
αuh,n − B∗ph,n−1(u),uh,n − Πun

)
U

≤
NT∑
n=1

kn

(
B∗pn − B∗ph,n−1(u),un − uh,n

)
U

+
NT∑
n=1

kn

(
αuh,n − B∗ph,n−1,Πun − un

)
U

=
NT∑
n=1

kn

(
B∗pn − B∗pn−1, un − uh,n

)
U

︸ ︷︷ ︸
T1

+
NT∑
n=1

kn

(
B∗pn−1 − B∗ph,n−1(u),un − uh,n

)
U

︸ ︷︷ ︸
T2

+
NT∑
n=1

kn

(
αuh,n − B∗ph,n−1,Πun − un

)
U

︸ ︷︷ ︸
T3

. (6.10)

The following estimates of T1 and T2 are derived by using Young’s inequality,

T1 ≤ C1

NT∑
n=1

kn‖pn − pn−1‖2
L2(Ω)

+ C2

NT∑
n=1

kn‖un − uh,n‖2
L2(ΩU )

≤ C1k
2
∥∥∥∥∂p

∂t

∥∥∥∥
2

L2(0,T ;L2(Ω))

+ C2‖|u − uh|‖2
L2(0,T ;L2(ΩU ))

,

T2 ≤ C1

NT∑
n=1

kn

∥∥pn−1 − ph,n−1(u)
∥∥2

L2(Ω)
+ C2

NT∑
n=1

kn‖un − uh,n‖2
L2(ΩU )

≤ C1
∣∣∣∣∣∣p − ph(u)

∣∣∣∣∣∣2
L2(0,T ;L2(Ω))

+ C2‖|u − uh|‖2
L2(0,T ;L2(ΩU ))

.

By considering the discontinuous piecewise linear finite element space for the control
u and following the steps in Lemma 4, we obtain

T3 ≤ Ck2
∥∥∥∥∂p

∂t

∥∥∥∥
2

L2(0,T ;L2(Ω))

+ C
∣∣∣∣∣∣ph(u) − p

∣∣∣∣∣∣2
L2(0,T ;L2(Ω))

+ ‖|u − uh|‖2
L2(0,T ;L2(ΩU ))

+ Ch3
U .

Summing up the estimates of T1 − T3, we complete the proof. �
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Now, we establish the connection between the exact solutions and auxiliary solu-
tions.

Lemma 10 Let (y,p) be the solutions of (2.8a), (2.8b) and (yh(u),ph(u)) be the
solutions of (6.5a), (6.5b), respectively. Suppose that the conditions of Proposition 1
and Lemma 9 are valid. Then, the following estimates hold∣∣∣∣∣∣y − yh(u)

∣∣∣∣∣∣
L2(0,T ;L2(Ω))

≤ Ch2‖|y|‖L2(0,T ;H 2(Th))

+ Ch2
∥∥∥∥∂y

∂t

∥∥∥∥
L2(0,T ;H 2(Th))

+ Ck

∥∥∥∥∂2y

∂t2

∥∥∥∥
L2(0,T ;L2(Ω))

,

(6.11)

and ∣∣∣∣∣∣p − ph(u)
∣∣∣∣∣∣

L2(0,T ;L2(Ω))

≤ Ch2
∑

v=y,p

‖|v|‖L2(0,T ;H 2(Th)) + Ch2
∑

v=y,p

∥∥∥∥∂v

∂t

∥∥∥∥
L2(0,T ;H 2(Th))

+ Ck
∑

v=y,p

∥∥∥∥∂2v

∂t2

∥∥∥∥
L2(0,T ;L2(Ω))

+ Ck
∑

v=y,yd

∥∥∥∥∂v

∂t

∥∥∥∥
L2(0,T ;L2(Ω))

. (6.12)

Proof Here, we only prove (6.11) since both cases follow the same procedure. We
start with the following equation obtained by using (6.5a) and (2.8a)

(∂tyn, vh) + ah(yn, vh) −
(

yh,n(u) − yh,n−1(u)

kn

, vh

)
− ah

(
yh,n(u), vh

) = 0.

(6.13)

We decompose y − yh(u) as

yn − yh,n(u) = yn − ỹn − (
yh(u) − ỹn

) = ηn − ξn,

where ỹ is an elliptic projection of y. We only need to estimate ξn since the estimate
of ηn is given in (4.8b). Hence, we write (6.13) as(

ξn − ξn−1

kn

, vh

)
+ ah(ξn, vh) =

(
∂yn

∂t
− yn − yn−1

kn

, vh

)
+

(
ηn − ηn−1

kn

, vh

)

+ ah(ηn, vh).

By choosing vh = ξn and applying the steps in Lemma 5 to bound the terms on the
inflow and outflow boundaries, we obtain

‖ξNT
‖2
L2(Ω)

− ‖ξ0‖2
L2(Ω)

+ 3κ

4

NT∑
n=1

kn‖ξn‖2
ε + 2

NT∑
n=1

kn

∑
K

c0‖ξn‖2
L2(K)

+ 1

2

NT∑
n=1

kn

(
2
∑
K

‖ξn‖2
∂K−∩Γ − +

∑
K

∥∥ξn − ξe
n

∥∥2
∂K−\Γ − +

∑
K

‖ξn‖2
∂K+∩Γ +

)
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≤ 2
NT∑
n=1

kn

(∑
K

∥∥ηe
n

∥∥2
∂K−\Γ − +

∑
K

‖ηn‖2
∂K+∩Γ +

)

+ C

NT∑
n=1

kn‖ξn‖2
L2(Ω)

+ Ck2
n

∫ T

0

∣∣∣∣
∣∣∣∣∂

2y

∂t2

∣∣∣∣
∣∣∣∣
2

L2(Ω)

dt + Ch4
∫ T

0

∣∣∣∣
∣∣∣∣
∣∣∣∣∂y∂t

∣∣∣∣
∣∣∣∣
∣∣∣∣
H 2(Th)

dt.

Then, applying Gronwall’s inequality to the terms related to ξ in above inequality,
the desired result (6.11) is obtained. �

Now, we finalize the a priori error estimate of the fully-discrete scheme by com-
bining Lemmas 8–10 with the triangle inequality.

Theorem 2 Let (y,p,u) be the solutions of (2.8a)–(2.8c) and (yh,ph,uh) be the
solutions of (6.2a)–(6.2c), respectively. Suppose that the conditions of Proposition 1
and Lemma 9 are valid. Further, the regularity condition (4.9) is satisfied. Then, the
following estimate holds

‖|y − yh|‖L2(0,T ;L2(Ω)) + ‖|p − ph|‖L2(0,T ;L2(Ω)) + ‖|u − uh|‖L2(0,T ;L2(ΩU ))

≤ Ch2
∑

v=y,p

‖|v|‖L2(0,T ;H 2(Th)) + Ch2
∑

v=y,p

∥∥∥∥∂v

∂t

∥∥∥∥
L2(0,T ;H 2(Th))

+ Ch
3/2
U

+ Ck
∑

v=y,p

∥∥∥∥∂2v

∂t2

∥∥∥∥
L2(0,T ;L2(Ω))

+ Ck
∑

v=y,p,yd

∣∣∣∣
∣∣∣∣∂v

∂t

∣∣∣∣
∣∣∣∣
L2(0,T ;L2(Ω))

.

7 Numerical results

In this section, we present numerical results for the unsteady control constrained op-
timal control problems governed by the convection diffusion equation (2.1), (2.2a)–
(2.2c). We take Ω = ΩU and B = I . To do this, we consider the problem in [10] with
the following parameters

Q = (0,1] × Ω, Ω = (0,1)2, ε = 10−5, β = (1,0)T ,

r = 0, α = 1 and ua = 0.

The source function f , the desired state yd and the initial condition y0 are computed
from (2.8a)–(2.8c) using the following exact solutions of the state, adjoint and con-
trol, respectively,

y(x, t) = exp(−t) sin(2πx1) sin(2πx2),

p(x, t) = exp(−t)(1 − t) sin(2πx1) sin(2πx2),

u(x, t) = max(0,p).

In our numerical example, the control variable is only bounded from below, i.e.,
ua = 0. The state, the adjoint, and the control variables are discretized by using the
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piecewise linear polynomials, i.e., (x, y,1 − x − y). Discretized control constraint
problems are solved by the primal dual active set (PDAS) algorithm as a semi-smooth
Newton step, see, e.g., [2, 3]. The algorithm is terminated when two consecutive ac-
tive sets coincide. The initial guess for the control variable is taken as equal to zero
for all discretization levels.

There are two approaches to solve the optimization problem (2.1), (2.2a)–(2.2c)
numerically, i.e., the discretize-then-optimize (DO) and the optimize-then-discretize
(OD). It is desirable that both approaches lead to the same discrete optimality system.
In the DO approach, one first discretizes the optimal control problem with the objec-
tive function (2.1) and the state equation (2.2a)–(2.2c) and then form the optimality
system. In the OD approach, one first derives the optimality conditions consisting of
the state and adjoint PDEs and the algebraic equation that links the control and the
adjoint variable. Afterwards the infinite dimension optimality system is discretized to
form the optimality system. It is known that the two approaches for optimal control
problems are governed by convection diffusion PDEs lead the same linear optimal-
ity systems for some discretization schemes. Although the commutative property is
preserved for the steady case using upwind SIPG methods [15, 28], it is not pre-
served for the unsteady problems when the backward Euler discretization is used in
time. A straightforward time discretization will usually not lead to the same optimal-
ity system for the DO and OD approaches; the initial condition of the adjoint PDE
makes the difference between the DO and OD approaches. It was shown in [23] for
the Stokes equation. By adjusting the time discretization for the initial condition of
the forward problem, it was possible to show that the OD and DO approaches com-
mute. The same technique was also used in [11]. Further, both approaches lead to the
same discrete optimality system when discontinuous Galerkin discretization dG(0) is
used in time [14].

Tables 1 and 2 show the errors and converge rates with respect to the discrete
time-dependent norm (5.1) by fixing mesh size in space for OD and DO, respectively.
The order of convergence for time is k as expected from the a priori error estimates.
For fixed time steps, the errors and convergence rates in terms of space are given at
Tables 3 and 4 for OD and DO, respectively. Again, the results confirm the a priori
error estimates. Although the rate of the control is h3/2 theoretically, it is observed to
be h2 since there is no kink for the control. It means that our initial grid aligns with
the points where the lower bound of control and the value of adjoint coincide, i.e.,
x1 = x2 = 0.5.

Figure 1 show the computed solutions of the state and adjoint at t = 0.5 with
h/

√
2 = 1/32, k = 1/128 by using the OD approach. In addition, the exact and

computed solutions of the control is given at Fig. 2 for t = 0.5 with h/
√

2 = 1/32,
k = 1/128 by using the OD approach.

Discontinuous Galerkin (DG) discretizations exhibit a better convergence behav-
ior for convection dominated optimal control problems since errors in boundary lay-
ers are not propagated into the entire domain [16]. Therefore, DG discretization with
mesh adaptivity presents better results with respect to stabilized finite element meth-
ods such as in [26, 27] for steady convection dominated optimal control problems.
Although our example is smooth, we can still see the effect of the DG discretiza-
tion. The same example was solved in [10] with characteristic finite element method.
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Table 1 h/
√

2 = 1/32 via the OD approach

k ‖|y − yh|‖
L2(0,1;L2(Ω))

Rate ‖|p − ph|‖
L2(0,1;L2(Ω))

Rate ‖|u − uh|‖
L2(0,1;L2(Ω))

Rate

1
2 1.66e–2 – 4.82e–2 – 1.29e–2 –

1
4 9.47e–3 0.81 2.22e–2 1.12 9.98e–3 0.37

1
8 5.22e–3 0.86 1.06e–2 1.07 6.00e–3 0.73

1
16 2.80e–3 0.90 5.21e–3 1.03 3.28e–3 0.87

1
32 1.52e–3 0.89 2.60e–3 1.00 1.73e–3 0.92

1
64 9.03e–4 0.75 1.32e–3 0.97 9.28e–4 0.90

Table 2 h/
√

2 = 1/32 via the DO approach

k ‖|y − yh|‖
L2(0,1;L2(Ω))

Rate ‖|p − ph|‖
L2(0,1;L2(Ω))

Rate ‖|u − uh|‖
L2(0,1;L2(Ω))

Rate

1
2 1.61e–2 – 3.58e–2 – 2.44e–2 –

1
4 8.85e–3 0.86 2.44e–2 0.56 1.68e–2 0.54

1
8 4.71e–3 0.91 1.46e–2 0.74 1.01e–2 0.74

1
16 2.49e–3 0.92 8.20e–3 0.83 5.67e–3 0.83

1
32 1.36e–3 0.87 4.42e–3 0.89 3.06e–3 0.89

1
64 8.45e–4 0.69 2.33e–3 0.93 1.62e–3 0.92

Table 3 k = 1/2048 via the OD approach

h/
√

2 ‖|y − yh|‖
L2(0,1;L2(Ω))

Rate ‖|p − ph|‖
L2(0,1;L2(Ω))

Rate ‖|u − uh|‖
L2(0,1;L2(Ω))

Rate

1
4 4.41e–2 – 2.44e–2 – 2.49e–2 –

1
8 1.02e–2 2.11 5.68e–3 2.10 6.82e–3 1.87

1
16 2.45e–3 2.06 1.40e–3 2.02 1.65e–3 2.05

1
32 5.83e–4 2.07 3.44e–4 2.03 3.56e–4 2.20

Table 4 k = 1/2048 via the DO approach

h/
√

2 ‖|y − yh|‖
L2(0,1;L2(Ω))

Rate ‖|p − ph|‖
L2(0,1;L2(Ω))

Rate ‖|u − uh|‖
L2(0,1;L2(Ω))

Rate

1
4 4.41e–2 – 2.44e–2 – 2.49e-2 –

1
8 1.02e–2 2.11 5.68e–3 2.10 6.82e–3 1.87

1
16 2.45e–3 2.06 1.41e–3 2.01 1.63e–3 2.06

1
32 5.84e–4 2.07 3.49e–4 2.01 3.59e–4 2.19
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Fig. 1 The computed solutions of the state (left) and adjoint (right) at t = 0.5 with h/
√

2 = 1/32,
k = 1/128 by using the OD approach

Fig. 2 The exact and computed solutions of the control at t = 0.5 with h/
√

2 = 1/32, k = 1/128 by using
the OD approach

Comparing the results in Table 1 with the ones obtained in [10], it turns out that the
upwind SIPG discretization yields more accurate results.

8 Conclusions

We have derived a priori error estimates for the optimal control problems governed by
the unsteady convection diffusion equation using the upwind SIPG discretization in
space and the standard backward Euler in time. Although the OD and DO approaches
lead two different optimality systems under the backward Euler discretization, there
is no remarkable differences in numerical results and convergence rates. Numerical
experiments are given to confirm the theoretical results. With adaptive meshes, the
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DG methods resolve the boundary and/or interior layers for convection dominated
problems better and more efficient than the continuous finite elements in [26, 27] for
steady optimal control problems. This issue will addressed in the coming work with
space-time adaptivity for unsteady convection dominated optimal control problem.
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