
Vol:.(1234567890)

Computational and Mathematical Organization Theory (2022) 28:112–140
https://doi.org/10.1007/s10588-021-09340-1

1 3

MANUSCRIPT

Online discussion threads as conversation pools: predicting 
the growth of discussion threads on reddit

Sameera Horawalavithana1   · Nazim Choudhury1 · John Skvoretz2 · 
Adriana Iamnitchi1

Accepted: 15 July 2021 / Published online: 27 July 2021 
© The Author(s), under exclusive licence to Springer Science+Business Media, LLC, part of Springer Nature 
2021

Abstract
This paper proposes a data-driven method that forecasts groups of topic-related, 
overlapping, online conversation trees. Our method is generative: given a group 
of original posts, it generates the resulting conversation threads with timing and 
authorship information. We demonstrate using two large datasets from Reddit that 
the microscopic properties of such groups of conversations can be accurately pre-
dicted when starting from the original posts, without knowledge of the intermediate 
reactions to such posts. We show that our solution significantly outperforms compet-
itive baselines in terms of predicting the conversation structure and user engagement 
over time. Potential benefits of this solution include the evaluation of intervention 
strategies to limit disinformation.

Keywords  Reddit · Generative models · Discussion threads

1  Introduction

Discussions on social media have significant impact on society. From recruit-
ment to political movements to disinformation campaigns, social media discus-
sions are the driving mechanism for information diffusion and user engagement. 
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A particular variation of online discussions is a conversation tree, as seen on Red-
dit, StackOverflow, or Digg. In Reddit, for example, conversations are grouped on 
user-defined topics (subreddits). The root of the conversation tree is an original 
post by a registered user; users respond with comments to the original post or to 
other users’ comments, repeatedly getting involved in the same conversation.

Forecasting how conversations will evolve on such platforms is useful to many 
applications. For example, while it is difficult to know how many users follow a 
conversation over time without contributing to it, the number of users who con-
tribute can help estimate the number of users exposed to the conversation. Yet 
predicting the number of users who will contribute over time to a conversation 
is challenging, because a user can engage multiple times in the same discussion 
thread; the same user can participate in multiple related conversation threads, 
thus affecting the overall audience size; simultaneous related conversation threads 
might compete for the attention of the same users, thus impeding or accelerating 
their involvement. At the same time, forecasting user engagement over time with 
a particular topic across multiple conversation threads can be used to trigger the 
intervention of a subreddit administrator, for example, if the original posts are 
predicted to create unwanted engagement such as a coordinated disinformation 
campaign that is not likely to pass unnoticed. It can also be used to evaluate inter-
vention techniques to encourage engagement (e.g., in the case of health informa-
tion dissemination) or limit misinformation (e.g., by evaluating how misinforma-
tion diffuses if some accounts are prevented from engaging).

Much of previous work has focused on predicting isolated properties of 
individual social media conversations such as size  (Yu et  al. 2015), temporal 
growth (Li et al. 2017), and virality (Cheng et al. 2014). However, these efforts 
assume to know the initial growth of a conversation to predict the property of 
interest in the remainder of the conversation. The initial growth of a conversation 
in the first few hours has been shown to be most useful on predicting the future 
growth of the conversation (Gao et al. 2019). Moreover, few efforts provide gen-
erative predictions for overlapping, topic-related conversations or evaluate their 
predictions of individual conversations as part of a group of overlapping conver-
sations (Krohn and Weninger 2019; Bollenbacher et al. 2021).

This paper proposes a method for forecasting the ensuing conversations with 
timing and authorship properties when given a set of topic-related original posts 
in a continuous interval of time on a platform. We show that this method accu-
rately predicts the microscopic properties of a pool of conversations, such as how 
conversations evolve over time, who its author is likely to be, and the timing asso-
ciated with each message. The contributions of this work are the following. First, 
in contrast to most related work, our approach is generative: we predict whether, 
when and by whom a comment will be made in response to a post or another 
comment. This contribution is evaluated in terms of conversation structure and 
user engagement over time. Second, our approach is focused on predicting the 
microscopic properties of a pool of conversations, and thus it focuses on groups 
of conversations instead of individual conversations. We show that this focus is 
beneficial in accurately predicting the collective behavior of users who participate 
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in multiple conversations. And third, our method only assumes the original post/
root of individual conversations, without initial reaction information.

2 � Related work

Most of the previous work has been focused on modeling and predicting proper-
ties of individual cascades (Gao et al. 2019). To predict the size of a cascade, sev-
eral solutions have been proposed using statistical approaches  (Liben-Nowell and 
Kleinberg 2008; Zhao et  al. 2015), while others used machine-learning methods 
with domain-specific features (Cheng et al. 2014; Yu et al. 2015). More recent work 
used deep learning models to avoid manual feature engineering tasks on cascade 
prediction tasks. Embedded-IC  (Bourigault et  al. 2016) embed cascade nodes in 
a latent diffusion space to predict the temporal activation of a node. DeepCas  (Li 
et  al. 2017) proposed a diffusion-embedding framework to predict the incremen-
tal growth of a cascade. Both Embedding-IC and DeepCas exploit the paths in a 
cascade to improve the accuracy of the prediction task. Topo-LSTM (Wang et  al. 
2017) utilizes the underlying cascade structure to predict the future node activation 
in a cascade. They differentiate active/non-active nodes by learning node-embed-
ding vectors for both senders and receivers in the cascade. DeepDiffuse (Islam et al. 
2018) and DeepInf  (Qiu et  al. 2018) utilized the underlying cascade structure to 
predict the future node activation in a cascade using the recurrent neural network. 
Specifically, DeepDiffuse predicts the user and the timing of the next infection, but 
does not predict the evolving cascade structure. They also assume any node can be 
infected once during a cascade.  Chen and Deng (2020) proposed RBMHDRN to 
predict whether a particular user would retweet a given piece of content or not on 
Weibo. They extracted a various set of content, user, and network related features to 
solve this classification task. However, in most of these articles, the prediction tasks 
either focus on classifying viral cascades (Cheng et al. 2014; Yu et al. 2015) or the 
future activation of a node over discrete time intervals (Li et al. 2017; Manco et al. 
2018). Specific to Reddit, studies focus on predicting the popularity of posts (Fang 
et al. 2016), detecting influential users (Singer et al. 2014), understanding the user 
mobility patterns across subreddits  (Tan 2018), and predicting many other macro-
level properties (Medvedev et al. 2019).  Dutta et al. (2020) predict the volume of 
Reddit discussions leveraging the text from news and initial set of comments using 
a recurrent neural network architecture.   Zayats and Ostendorf (2018) proposed a 
graph-structured LSTM model to capture the temporal structure of a conversation. 
They show the effectiveness of the model on predicting the popularity of Reddit 
comments. In our work, we use a similar data-representation in a generative tech-
nique to build the complete Reddit conversations with user and timing information.

While significant work has focused on predicting individual cascades, less atten-
tion has been invested in predicting groups of cascades on the same platform defined 
by time locality. Few studies utilize the information drawn from a group of cascades 
to predict a single property of interest (e.g., intensity of user activities, user par-
ticipation in a cascade). For example, several works predict the aggregate volume of 
user activities on Twitter via Hawkes processes that model the events around a group 
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of cascades (Valera and Gomez-Rodriguez 2015; Zarezade et al. 2017).  Myers and 
Leskovec (2012) predict the future action of a user in a cascade given her previous 
exposures to multiple other cascades on Twitter. In a similar setting,  Weng et  al. 
(2012) developed an agent-based model to predict the probability of a user per-
forming a retweet when exposed to multiple memes on Twitter. They discovered an 
adversely negative and positive effect on simultaneous cascades that are of unrelated 
and related content, respectively. Krishnan et al. (2016) extracted several structural 
features from a set of cascade trees (i.e., a forest of cascades) to distinguish viral 
cascades from broadcasts. Theoretical models that capture the spread of social-influ-
ence when a group of competitive cascades evolve over a network (He et al. 2012; 
Lu et al. 2015) have also been proposed. Other works have made similar observa-
tions when exploring inter-related cascades in multiplex networks (Xiao et al. 2019). 
These studies stress the importance of focusing on a group of cascades instead of 
an individual cascade for improving the prediction results of user-level diffusion 
behavior.

Many recent generative models for conversation trees are statistical approaches 
that have focused on predicting an individual tree structure (Aragón et al. 2017a; 
Medvedev et  al. 2019; Ling et  al. 2020). These data-driven models attempt to 
capture and interpret some interesting phenomena of a given dataset, by esti-
mating statistical significance of different features related to human behaviour, 
in contrast to the fully data-driven models. Consequently, the predictive per-
formance of these parsimonious models may deteriorate due to the dependence 
on the chosen parameters and optimization of the likelihood function. Further, 
these models lack the capability of mapping the users and exact timing informa-
tion to the internal nodes  (Aragón et  al. 2017a). Wang et  al. (2012) present a 
tree generation approach in the dynamic setup. The authors proposed a theoreti-
cal model to capture the temporal evolution of conversation trees by employing 
a Levy process to attach timing information. They used preferential attachment 
mechanism to build the conversation tree. Aragón et  al. (2017b) used reciproc-
ity (i.e., strong exchange of messages between users) as a behavioral feature to 
predict the temporal evolution of a conversation with respect to the depth of a 
tree. The proposed statistical approach utilizes the mutual dependency between 
the authorship and conversation structure. Several works (Medvedev et al. 2018; 
Krohn and Weninger 2019) model the dynamics of conversation trees using a 
Hawkes process. Medvedev et al. (2018) did not use any of the conversations in 
the training data to estimate the parameters in the Hawkes model. They estimated 
the parameters from the initial comments of a conversation to predict the remain-
der. Krohn and Weninger (2019) improved the previous solution in the proposed 
CTPM model as the parameters are estimated from the post information. More 
recently,  Bollenbacher et al. (2021) proposed the Tree Growth Model (TGM) to 
predict the final size and shape of conversations given the partial conversation 
tree information. CTPM and TGM are the closest works to our problem setup. 
However, these models do not assign the author information to comments, and 
do not account a pool of conversations in the problem setup. We acknowledge 
the recent challenges highlighted by  Bollenbacher et al. (2021) on the difficulty 
of predicting individual user actions. For example,  Krohn and Weninger (2019); 
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Bollenbacher et al. (2021) argue that predicting microscopic user actions is diffi-
cult in the long-lived online conversations with a pure generative approach. With 
this prior experience taken into account, we present a simulator design that com-
bines both discriminative (machine learning) and generative approaches.

Other recent attempts to model online social behavior are as part of the Com-
putational Simulation of Online Social Behavior (SocialSim) program sponsored 
by the Defense Advanced Research Projects Agency DARPA (2021).  Abdelza-
her et al. (2020) proposed SocialCube, an agent-based approach to predict social 
media activities. This solution decides optimal agent-specific configurations from 
past social media traces.  Garibay et al. (2020) proposed DeepAgent to simulate 
the social media activity in the population, community, user, and content levels. 
This framework used a generative rule-driven approach where specific rule sets 
were built to model agent behavior using both endogenous and exogenous sig-
nals. While we have similar objectives, our solution is not composed with specific 
individual agents’ actions or hand-crafted rule sets.

This paper proposes a data-driven model to predict conversation trees with 
author identities and continuous timing information mapped onto the nodes in the 
tree. We use machine-learning models to capture the dependence between author-
ship, timing and structure in a conversation. The approach used is to consider 
the group of simultaneous conversations that take place during a fixed interval 
of time on the same platform, as such conversations may share users or, alterna-
tively, preclude users from participating in simultaneous conversations.

3 � Predicting pools of conversations

Our objective is to predict the microscopic properties of a set of possibly inter-
related, simultaneous conversations over time. The operational scenario we are 
considering is the following: given the initial postings described by content, 
author and time on a given social platform (such as the four messages depicted 
on the horizontal time axis in Fig. 1), generate the emerging discussion threads 
by specifying which message is in response to which message, and the author 
and time of each message. Each discussion thread generated will be represented 
as a conversation tree, where a child node is a message in response to its parent 
node in the tree; users can engage repeatedly within a conversation; the delay in 
responding to a previous message is unbounded; and a user may respond to his 
own message, typically with additions or clarifications. Table 1 presents the ter-
minology used in this paper.

Our solution is as follows. We generate probabilistically pools of independent 
conversation trees rooted in each input seed. We assign users and timing informa-
tion to all nodes in every conversation tree. We thus end up with naive groupings 
of independent conversations, where user and time assignment to messages in a 
conversation are oblivious to what happens in other conversations in the same pool 
(Sect. 3.1). We then use a genetic algorithm to reconstruct a realistic pool of conver-
sations from the arbitrarily generated ones (Sect. 3.2).
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3.1 � Generating pools of conversations

We employ the branching model (Cheng et al. 2016) to construct pools of conver-
sations. We are building on research (Cheng et al. 2018) that shows that branching 
models based on node degree distributions can be used to accurately generate sub-
trees of conversations. In this work, we extend this technique to generate temporal 
conversation structures of any depth while attaching user information.

We build each conversation tree recursively, as presented in the function gen-
erate_conversation in Algorithm 1. From the training dataset that contains a large 

Fig. 1   Sample scenario where, given four original posts, the objective is to generate the corresponding 
conversation trees given that previously unseen users can engage in conversations; messages may be 
posted with unbounded delay; some original posts will remain unanswered; the conversation trees will 
have highly different structures; and users may engage repeatedly with the same or different conversa-
tions

Table 1   Terminology used in this paper

Term Description

Node Message in a discussion thread described by content, author, and posting time
Conversation tree A conversation thread represented as a tree of messages, as shown in Fig. 2a
Conversation pool A collection of conversation trees within a finite period
Conversation size The number of messages in a conversation
Conversation pool size The total number of messages in all the conversations in a pool
Conversation depth The number of levels in a conversation tree
Conversation breadth The number of messages in a given level of a conversation tree
Node degree The number of immediate messages in response to the

parent message
Seed A message at the root of the conversation tree
Propagation delay The time difference between the posting of a message

and that of its parent
Structural virality Wiener Index of a conversation tree (Goel et al. 2015)
Collectivity Group behavior of users engaged in multiple conversations

 (Lu et al. 2018)
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number of conversation trees, we build degree distributions per level. Thus, for each 
level, we will have a degree distribution for the nodes located at that level across 
all conversation trees. The node degree is defined as the number of children of that 
node in the conversation tree. Given an initial seed that functions as the root of the 
conversation tree to be generated, we recursively build tree structures by selecting 
node degrees from the degree distribution of the corresponding level. For a set of 
n input seeds, we thus generate n independent conversation trees that we consider a 
pool. 

In order to assign authors to nodes in a conversation tree we exploit the social 
network topology of previous user interactions. Specifically, from the train-
ing dataset, we extract the interaction network in which vertices are users and 
directed edges represent previous interactions. We also extract edge weights that 
represent the number of previous interactions. Note that a user can be part of her 
own neighborhood if she replied to her own post in the past. This is reflected 
by a weighted self-loop in the network. We use this directed, weighted interac-
tion network to bias the assignment of users to messages as follows. We start 



119

1 3

Online discussion threads as conversation pools: predicting…

with a conversation tree, as generated above, whose root has a user assigned 
(from the input data). Recursively, for every node with a user u assigned, we 
probabilistically select d users from u’s neighbors N(u) in the interaction net-
work and assign them as authors to the node’s d children. If d > N(u) , we add 
(d − N(u)) new users who are previously not seen in the training data to the chain 
of responses. We bias the probabilistic selection using the weights in the inter-
action network. Note that this approach allows for the same user to participate 
multiple times in the conversation tree.

In order to assign time to nodes in the conversation tree, we use a propagation 
delay distribution conditioned by the size of the conversation. We consider the 
propagation delay as the difference between the time of each comment and the 
time of parent comment/ post in the training dataset. For each conversation, we 
extract the size of the conversation and the sequence of propagation delays. In 
the generated conversation, we use the size of the conversation as resulted from 
the generation process (Algorithm 1) to randomly select a sequence of propaga-
tion delays from a previously seen conversation of that size. We sort the nodes of 
the generated conversation by level, assign the propagation delay to nodes, and 
compute the message time using the time of the seed message and the assigned 
propagation delay.

After this procedure, we end up with conversation trees rooted in the original 
message from the input data, in which each message node has a user and a time 
assigned. This simple probabilistic approach generates pools of independent conver-
sations that ignore multiple aspects of real-world behavior, such as users participat-
ing in multiple conversations within the same period of time or, alternatively, being 
unable to participate simultaneously in many conversations. During empirical evalu-
ations based on a variety of performance metrics that will be described later, we 
observed that all pools perform comparably and poorly compared with testing data.

3.2 � Reconstructing a realistic pool of conversations

Ideally, given a set of possible pools of n conversations each corresponding to the n 
input seeds, we would construct a new pool consisting of the “best” conversation for 
each seed. However, there are two challenges. First, it is impossible to know which 
conversation is the best before the testing of the entire pool. This is mainly due to 
the huge variation of possible conversations that can be generated randomly.

Second, using a single performance metric that evaluates the “goodness” of 
individual conversations, selecting a pool of the best such individual conversa-
tions does not lead to a pool good enough in other metrics. For example, a pool 
constructed from the best individual conversations according to structural prop-
erties metrics might evaluate poorly in user-level metrics.

To address these challenges, we treated the pool reconstruction problem as 
an optimization problem that we solved using a genetic algorithm. As the fitness 
function in the genetic algorithm, we used the output of two trained machine 
learning models to evaluate the goodness of a conversation.
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3.2.1 � Modeling the problem for a genetic algorithm

Genetic algorithmic representations provide powerful search heuristics for com-
plex search spaces  (De Jong 1990). To proceed with the standard steps of genetic 
algorithms, we map our problem into the genetic algorithm context as follows: We 
consider a gene an individual conversation, represented by the message tree with 
assigned user and timing information to nodes. An individual from evolutionary 
computation is thus a pool of conversations in our context. The population is the 
set of conversation pools we generated with the probabilistic approaches described 
earlier. The objective is to create a pool of conversations which outperforms any 
existing pool of conversations.

We use the standard framework of a genetic algorithm and repeat the process 
until there is no improvement in the best solution. We start with the initial set of 
conversation pools as described earlier. We measure the fitness of a conversation 
pool using two trained machine-learning models as described next. For mate selec-
tion, we rank the conversation pools according to the fitness function and consider 
only the top 80%. Given a pair of conversation pools selected from a top-ranked pool 
and a least-ranked pool, we randomly draw conversations to form a new pool for the 
next generation. The new generation entirely consists of mated conversation pools 
from the top 80% of the conversation pools in the previous generation. Accordingly, 
we re-construct a number of new pools across generations.

We do not use mutations in this approach for the following reason. Mutations 
require to modify the initial conversation structures (with user and timing informa-
tion) generated by the probabilistic model. The mapping of users to the internal con-
versation nodes is done via a recursive chain of user assignments using the interac-
tion network. When we modify the structure, this method of mapping users becomes 
obsolete, and lead to inaccurate view of user responses.

We summarize all algorithmic steps in Algorithm 2. 
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3.2.2 � Ranking pools of conversations with machine learning

In order to rank the pools of conversations, we assign a goodness score to each con-
versation in the pool and consider the sum of all such scores as the goodness score 
of the pool. The goodness score of each conversation has two components: a score 
relative to the structural properties (i.e., shape of the conversation tree), and a score 
relative to the timing of the nodes in the conversation. Specifically, we feed each 
conversation into two trained machine-learning models to assess the goodness of the 
branching factor and propagation delay with respect to the attached user information 
and semantic structure.

Training: We use two individual-level properties—branching factor and propa-
gation delay—of conversation nodes as the target units for the prediction tasks. Any 
information regarding branches is important for the accurate creation of the conver-
sation structure as they evolve in the form of sub-trees under the same original post 
or another comment  (Medvedev et al. 2019). Therefore, we first classify the mes-
sages as leaf or branch nodes in the tree. Note that these node positions determine 
the shape of the conversation.

We classify the messages by the delay with which they are posted in response 
to their parents to distinguish fast-paced conversations from slow-paced conversa-
tions. We consider the median propagation delay within a conversation as the bor-
derline between the two classes: messages with a propagation delay larger than this 
median are called late adopters, while the others are early adopters. We used this 
binary classification approach to seek the hourly time granularity predictions. We 
discovered empirically that the median propagation delay is close to 1.5 h and a 
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binary classification satisfies the hourly granularity. For finer time granularity, we 
might need classifying propagation delays by quartiles, or predicting exact propaga-
tion delay value in seconds. This would remain as a future work to improve the time 
predictions (Tables 2, 3).

Each message is described by features from three main categories: (i) spatio-tem-
poral features, that capture the position of an individual message in a conversation; 
(ii) user features; and (iii) content features. These features are detailed in Table 4.

We use the LSTM model to capture the chronological order of messages in a con-
versation. The input to the LSTM algorithm is a conversation as shown in Fig. 2b. 
We use the memory-cell design of a standard LSTM in our work  (Hochreiter and 
Schmidhuber 1997) which is implemented in Keras (Chollet et al. 2015). Our LSTM 
setup includes two blocks of memory-cells with 32 and 8 hidden units, and we use 
Adam algorithm for the optimization with a learning rate of 0.001 based on hyper-
parameter optimization. Conversation representations are different in shape mainly 
by the number of messages in the online conversation, and thus we input them one 
by one for training.

Testing: During testing, we extract the features described in Table  4 from the 
generated conversations. The activity-level features of the users in a particular con-
versation are constructed considering their activities in other conversations. To 
account for the interaction among multiple conversation trees, we dynamically 
update the user features. Specifically, when a user j is assigned to a message in a 
new conversation tree at time t, her activity features such as the number of past 
activities At′

j
 at time t′ < t is updated to At

j
= At�

j
+ 1 . Since we do not predict the 

content of the messages in a conversation, we assign content-level features to mes-
sages in the testing period randomly based on previously seen conversation nodes in 
the same level.

Once we construct the data structure shown in Fig. 2b with all necessary fea-
tures, we infer one binary vector that represents branch/leaf using the branch dis-
criminator model, and another binary vector that represents the early/late adop-
ters using the delay discriminator model. We consider these two binary vectors 
as the inferred ground truth to assess the generated conversation. The assessment 
is done by comparing the inferred ground truth with the same binary vectors 
extracted from the generated conversations using area under the curve (AUC). 
Each conversation receives a goodness score as the mean of two AUC scores 

Fig. 2   Representation of conversation trees. a  Nodes (messages) are ordered chronologically. Yellow 
nodes represent internal nodes and blue nodes are leaf nodes. b Each node is represented by a spatio-
temporal feature vector. Feature vectors are ordered chronologically and grouped by conversation. c Mul-
tiple conversations of arbitrary sizes are stacked together for training/testing
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from the two models. The goodness of a pool of conversations is the sum of the 
goodness scores of the conversations in the pool. We use this pool goodness score 
to rank the pools of conversations in the genetic algorithm.

Table 2   Subreddits used for 
data collection

We collected 0.2M conversations from nine subreddits related to 
crypto-currency and 1.76M conversations from 38 subreddits related 
to cyber-security

Domain List of subreddits

Crypto-currency /r/Bitcoin, /r/
Ethereum, /r/
Monero, /r/Pay-
con, /r/DopeCoin,

/r/Lisk, /r/Dona-
tioncoin, /r/Pivx, 
/r/Orocoin

Cyber-security /r/netsec, /r/
netseclounge, /r/
technology, /r/
techsupport,

/r/pcmasterrace, /r/
linux, /r/hacking, 
/r/Piracy,

/r/sysadmin, /r/
HowToHack, 
/r/privacy, /r/
Windows10,

/r/programming, /r/
networking, /r/
softwaregore,

/r/compsci,/r/
talesfromtechsup-
port, /r/msp, /r/
security,

/r/SocialEngineer-
ing, /r/Malware, 
/r/AskNetsec,

/r/blackhat, /r/
ReverseEngineer-
ing, /r/crypto, /r/
pwned,

/r/netsecstudents, /r/
securityCTF, /r/
hacktivism,

/r/browsers,/r/linux-
admin, /r/websec, 
/r/antivirus,

/r/Ransomware, /r/
Pentesting, /r/
OpenHacker,

/r/blackhatting, /r/
Android
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4 � Datasets

For empirical evaluations, we focus on Reddit conversations. We selected two active 
topics, crypto-currency and cyber-security, as our two topic-driven separate data-
sets. We extracted all conversations between January 2015 and August 2017 posted 
under the topic-related subreddits and listed in Table 2. Both datasets were provided 
privately as part of DARPA SocialSim program.

We represented each conversation thread as a conversation tree. A node in the 
conversation tree consists of the textual content of a Reddit message (post or com-
ment) and its author. A pair of nodes (source to target) are connected by a directed 
edge where the direction suggests that the target node reacts to (content posted by) 
the source node. Table 3 presents the structural properties of the conversations in 
the two datasets. The cyber-security dataset is nearly 10 times the size of the crypto-
currency dataset in the total number of messages posted. The properties of the con-
versation trees are also highly different in scale: the largest conversation in cyber-
security contains 74K messages, while in crypto-currency is 7.8K. The depths of the 
conversation trees are also almost an order of magnitude apart: 971 vs 160. Irrespec-
tive of the size and depth disparities, we observe that Reddit conversations are viral 
and broad. They include both slow (cyber-security) and fast-paced (crypto-currency) 
conversations which can be active for short and long periods. (as seen in Fig. 3). 
Moreover, the discussions originated from crypto-currency subreddits exhibit 
diverse characteristics related to the scale and speed of discussion spread (Glenski 
et al. 2019). While we believe the Reddit discussions originated from cyber-security 
and crypto-currency topics might show unique characteristics compared to the Red-
dit discussions originated outside these topics, they represent a focused group of 
users engage on a set of operationally relevant topics. In future work, we plan to 
evaluate our approach on a broader community (i.e., political, sports, entertainment 
etc.).

From these datasets we extract three groups of features (detailed in Table  4): 
(i) structural features, (ii) user-level features, and (iii) content-level features.

Structural features: We represent the topology around an individual node in the 
conversation using two spatio-temporal properties: degree and the birth order of the 
predecessors. As an example, we use the degree and birth order of the parent (level 
i − 1 ) and the grand-parent (level i − 2 ) nodes to represent a node in level i.

Table 3   Properties of reddit 
conversations in our datasets

Measurement Crypto Cyber

Number of conversations 209,721 1,762,977
Number of messages 3,580,162 35,381,971
Number of distinct users 144,457 1,647,789
Max conversation lifetime (days) 311 910
Max conversation size 7868 74,032
Max conversation depth 160 971
Max conversation breadth by level 7578 72,955
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Fig. 3   Basic characteristics of reddit conversations. The distribution of cascades is presented by (a, d) 
size, (b,  e) depth, (c, f) the mean delay between the time of a comment and the time of the original post 
as observed in the conversations

Table 4   Features used to represent a message (node) in a reddit conversation

Feature domain Feature description

Structural features Number of comments for comment/post
Adoption delay from the parent comment/post
Adoption delay from the root post/root
Level of the conversation tree
Birth order of comment
Number of comments for the parent comment/post
Birth order of the parent comment
Number of comments to the grandparent comment/post
Birth order of the grandparent comment

User features Total number comments received by the comment author in the past
Total netscore (upotes−downvotes) of the comment author in the past
Total number comments made by comment author in the past

Content features Netscore of the comment
Subjectivity score of the comment
Controversiality score of the comment
Netscore of the parent comment
Subjectivity score of the parent comment/ post
Controversiality score of the parent comment
Netscore of the grand parent comment
Subjectivity score of the grand parent comment/ post
Controversiality score of the grand parent comment
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User-level features: Actions in a conversation could be in response to the users 
who authored the previous message rather than simply to the content with which the 
users interact. We thus represent a user via a set of features describing her status on 
the platform, measured by the amount of activity she has done prior to the particular 
reaction. Such activities reflect user’s interest on other conversation threads. We also 
extract the popularity of the user in terms of upvotes and downvotes received to her 
posts or comments in the past. These endorsements summarize the influence of a 
user in a community.

Content-level features: We extract the sentiment scores of Reddit comments that 
quantify the subjective and controversial content (a Python library of a natural lan-
guage toolkit is used to calculate these two features (Hutto and Gilbert 2014)). We 
also capture the semantic structure of the comments at predecessor nodes. Another 
useful feature is the popularity of posts or comments that is captured by net-score, 
the difference between up-votes and down-votes received for a particular post or 
comment from all users.

5 � Experimental results

The primary objective of the generative model proposed in this study is to predict 
the complete conversation structure with authors and timing information. For a com-
prehensive evaluation, we compare the following outcomes against the ground truth 
conversations: (i)  the structural characteristics in terms of size and virality of the 
predicted conversations; (ii)  the volume as measured in the number of comments 
generated to the seed posts and audience size as measured in the number of distinct 
users who participate in the conversations over time, and (iii) the collective behavior 
of users who engage in multiple conversations. We select three baseline models as 
described in the sections below to compare against the performance of our model.

5.1 � Evaluation methodology

For testing the generated pools of conversations, we used a subset of the testing data 
as follows. We used as seeds the posts made between August 1 and August 3, 2017 
and the resulting conversations as seen by the end of August 2017. There were 3740 
and, respectively, 3463 such conversations in the crypto-currency and cyber-security 
domains. Because seeds are chosen from a continuous time interval, the ensuing 
conversations can overlap in time.

We compare the quality of our model with respect to three baseline models. First, 
we use a state-of-the-art generative model (i.e., Lumbreras Model (Lumbreras 2016; 
Aragón et al. 2017a)) that predicts the entire structure of the conversation instead 
of aggregate metrics such as size or virality. The Lumbreras model proposed an 
improved solution compared with a family of generative approaches (Kumar et al. 
2010; Gómez et al. 2013) that use the branching process in the generation of con-
versation structures. A more recent work (Aragón et al. 2017b) which adds reciproc-
ity as a model parameter acknowledges increased computational costs relative to 
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previous work due to various optimization functions. Due to the size of our datasets, 
we chose to compare with the less computationally intensive Lumbreras model. This 
model uses the parameters related to popularity, novelty (preference to reply to a 
newer post), root-bias (preference to reply to a post rather then to a reply itself), and 
user roles to predict the growth of discussions. We construct ten pools of conversa-
tions from this solution to account the bias in parameter selection criteria. However, 
this model does not assign user information, and maps only discrete timestamps to 
the generated comments. We do not use Lumbreras model in the temporal meas-
urements due to the mismatch between our continuous time and its discrete time 
approaches.

Next, we use two baseline models that draw the events from the training data 
repeatedly into the testing time period. Baseline (recent-replay) draws the most 
recent n conversations from the training data. Baseline (random) draws n conversa-
tions from the training data at random (where n is number of seeds in the testing 
period). We construct ten pools of conversations in the Baseline (random) solution 
to minimize the bias of random selection. In the baseline solutions, we keep all other 
event information (e.g., author, conversation structure, etc.) of the conversations 
except the event timestamps, which are shifted by the time interval between the seed 
post and their corresponding root message. Because these baseline models repeat 
events from the recent past, they proved to be very challenging to outperform in 
simulating user activities in multiple social platforms (Abdelzaher et al. 2020; Bol-
lenbacher et al. 2021), including Reddit (Krohn and Weninger 2019).

In order to evaluate the accuracy of our conversation reconstruction solution, we 
use several measurements. First, we evaluate the goodness of our fitness score used 
in the conversation reconstruction algorithm (Sect.  5.2). Second, we present the 
structure of conversations in the reconstructed pool with respect to size and virality 
(Sect. 5.3). Third, we evaluate the volume of messages generated from the original 
posts with respect to the community of users who authored them and timing infor-
mation (Sect. 5.4). Finally, we quantify the engagement of users in multiple conver-
sations (Sect. 5.5). These metrics are reported in comparison with ground-truth data 
and the baseline models mentioned above.

5.2 � Evaluation of the goodness score of a conversation

We measure the two components of the goodness score: predicting the position 
of a message as a branch or leaf node in the conversation tree, and the timing of 
the message as early or late compared to the median propagation delay relative to 

Table 5   Reddit conversations grouped by post time

Domain Training (Jan ’15–Jul ’17) Testing (Aug ’17)

# Conversations # Messages # Conversations # Messages

Crypto 0.19 M 3.3 M 0.02 M 0.25 M
Cyber 1.7 M 34 M 0.06 M 0.9 M
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that conversation. We train four LSTM models in total for two training datasets as 
described in Table 5. The outputs of these LSTM models are used to assess the like-
lihood of a conversation in the conversation reconstruction algorithm. LSTM-degree 
models achieve 73–75% F1 score in discriminating leaves vs. branching nodes in 
respective domains. A majority vote would achieve 65% accuracy on predicting 
branches as the two classes are balanced in the ratio of 65%:35% across both data-
sets. The F1 score of our LSTM-delay models in distinguishing between early and 
late adopters is 83–89% while a random draw should achieve 50% given the per-
fectly balanced classes.

5.3 � Evaluation of the structure of conversations in the pool

To measure the size and structural virality of the generated conversations irrespec-
tive of the temporal aspects, we compare the re-constructed conversation pool with 
the baseline generative approaches.

We show the CDFs of individual conversation sizes and structural virality scores 
for conversations resulted from our model, the baseline approaches, and the ground 
truth in Fig. 4. For fairness in evaluating the baseline approach, for the Lumbreras 
model and Baseline (random) we generated ten solutions for each seed and reported 
the average. We calculate the absolute percentage error (APE) of the mean size and 
the mean structural virality between the generated conversations and the ground 
truth conversations. We also report the JS divergence between the distributions of 

ytiruces-rebyCycnerruc-otpyrC

(a) Conversation size (b) Conversation size

(c) Structural virality (d) Structural virality

Fig. 4   The distribution of conversations reconstructed by the genetic algorithm, compared with ground-
truth and Lumbreras-generated conversations
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the structural metrics reported of the generative models and of the ground truth (as 
shown in Table 6). A lower JS divergence value denotes that the distribution of the 
sizes/structural virality of the generated conversations is closer to that of the ground 
truth. We have three observations from these measurements.

First, our solution achieves the lowest JS divergence value after comparing the 
distributions of sizes and virality scores between the predicted and the ground truth 
conversations (as shown in Table  6). We also record the mean conversation size 
closer to the ground truth value across both datasets as shown by the lowest APE 
values for sizes in Table 6.

Second, we noticed that the mean structural virality scores of the conversations 
generated by our solution are closer to the ground truth in crypto-currency related 
discussions (lowest APE values for virality in Table 6) more than the cyber-security 
related conversations. We believe this is due to the slight over-prediction (12–18%) 
of the number of smaller conversations (i.e., conversations with size smaller than the 
median size) compared to what exists in the ground truth. The majority of smaller 
conversations only have immediate comments to the original post, thus the virality 
scores are very low.

And finally, we also notice the difficulty of accurately predicting the properties 
of the largest and most viral conversations. Note that the most viral conversation 
may not be the largest conversation (Goel et al. 2015). For example, the size of the 
most viral (virality = 12) conversation is 136, and the virality of the largest conver-
sation (size = 1301) is 5 in crypto-currency discussions. We do not accurately pre-
dict the size and virality of such conversations compared to other baseline models 
(as shown in Table 7). However, we noticed that baseline models are not consistent 
on achieving the best results across crypto and cyber discussions. These conversa-
tions are very rare to observe and are likely to grow under external events (Myers 
et al. 2012; Goel et al. 2015). These external events may be in the form of crypto-
currency prices, cyber-security attacks, or news events as reported by journalists. 

Table 6   Performance of the 
size and structural virality of 
the conversations generated by 
different models

We compare the distribution of size and virality of the generated 
conversations with the ground truth using JS Divergence (JSD). 
We also report the APE for the mean size and structural virality of 
the conversations after compared with the respective values in the 
ground truth. We highlight the lowest JSD and APE values in bold

Domain Model Size Virality

JSD APE JSD APE

Crypto Baseline (recent-replay) 0.40 51.7 0.043 17.6
Baseline (random) 0.14 43.5 0.074 23.7
Lumbreras model 0.49 37.4 0.046 11.8
Genetic-LSTM (our solution) 0.15 25.4 0.012 7.5

Cyber Baseline (recent-replay) 0.39 28.9 0.035 14
Baseline (random) 0.41 57.6 0.036 62.7
Lumbreras model 0.34 12 0.062 0.3
Genetic-LSTM (our solution) 0.23 8.6 0.029 15.7
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Our probabilistic model does not account these external events on generating the 
conversation structure, thus it is unable to reproduce the properties of the most viral 
conversation. We plan to incorporate external events on modeling conversations in 
future work.

In conclusion, while our solution more accurately traces both the distribution of 
conversation sizes and that of conversation viralities than any of the baselines, it 
struggles with the end points of the spectrum: very small and very large conversa-
tion properties. However, we can conclude that we generate a pool of conversations 
that are closer to forecasted activity than simply representing the past through ran-
dom sampling, because in all metrics we consistently outperform the random and 
recent-replay baselines. The challenges posed by the two baseline models extracted 
from training data are evident also in comparison with the performance of the Lum-
breras model: only once does the Lumbreras model outperforms both baselines in 
terms of JS distances (Table 6). In terms of APE values (as presented in Table 6), it 
competes closely with the baselines.

5.4 � Evaluation of temporal conversations

We compare the reconstructed pool of conversations with the ground truth data in 
different temporal measurements. We compare (i) the size of the conversation pool 
as measured in the overall number of comments generated to the seed posts, and 
(ii) the number of distinct users who participate in the conversation pool over time. 
We report Dynamic Time Warping (dtw) and Root Mean Square Error (rmse) on 
these measurements between the conversations in the reconstructed pool and the 
conversations in the ground truth. We use daily granularity to bin the timeseries for 
comparison, and group these timeseries into five time intervals of 1–5 days, 5–7 
days, 7–14 days, 14–21 days, and 21–28 days for a deeper evaluation.

Table 8 shows the APE values for the number of messages and the number of 
distinct users after comparing different models with the ground truth. Our simula-
tions result in better estimations of the total number of messages than any of the 
baselines, with 25.3 and 8.5 absolute percentage error (APE) in the two datasets, 

Table 7   Performance of the largest and the most viral conversation generated by different models

We highlight the lowest APE values in bold

Domain Model Largest Most viral
Size (APE) Virality (APE)

Crypto Baseline (recent-replay) 62 17
Baseline (random) 10 83
Lumbreras model 113 0
Genetic-LSTM (our solution) 69 8

Cyber Baseline (recent-replay) 34 21
Baseline (random) 121 147
Lumbreras model 358 53
Genetic-LSTM (our solution) 87 47
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which leads to 35–50% performance gain over the best-performing baseline. 
However, our solution does not achieve the lowest APE on the total number of 
distinct users as we over-predict the number of users who participate in these 
conversations.

We are interested, however, in evaluating our predictions over the simulated time. 
This is particularly relevant for application scenarios such as designing intervention 
techniques, when one would like to investigate “what if” scenarios and their conse-
quences at particular times. Figures 5 and 6 report the volume of comments and the 
number of distinct users who participate in these conversations. There are multiple 
observations to be made from these plots. First, the trend of number of messages 
and distinct users over time holds for our simulations and for the baselines. This 
is because all models capture the intuitive phenomenon of high activity and user 
involvement when a post is freshly made, and the decay in interest as time passes.

Second, our solution fares better than the baselines not only in the aggregate num-
ber of messages at the end of the simulation period, but also over time: the green 
lines in Fig. 5a and b are generally the closest to the ground truth plots in yellow. As 
shown in Fig. 5e, our solution records a rmse value of 1685 compared to the rmse 
values of 3697 and 3329 for the two baseline models on predicting the conversation 
pool size during the first five days (1D-5D). During the next time intervals, our solu-
tion records 2–39% performance benefit in rmse values over both datasets compared 
to the best performed baseline solution (as shown in Fig. 5e and f).

Third, our performance advantage over the baselines is higher in the cyber-secu-
rity conversations, where our solution is always better than both baselines in both 
rmse and dtw measurements for all interval periods shown in Fig. 5d, and f. This is 
probably due to the significantly larger dataset in cyber security which is 10× larger 
than crypto-currency dataset. A larger dataset generally helps our machine learning 
models to train and make better predictions. In general, our improved performance 
over baselines is likely due to incorporating original post information in generat-
ing the conversations, and optimizing branching factor and propagation delay in the 

Table 8   Performance of the 
total number of messages and 
unique users in the conversation 
pools generated by different 
models

We do not report the number of distinct users for the Lumbreras 
Model as it does not predict user assignments. We highlight the low-
est APE values in bold

Model # Mes-
sages 
(APE)

# Users (APE)

Crypto Baseline (recent-replay) 52 29
Baseline (random) 50 22
Lumbreras model 37 –
Genetic-LSTM (our solution) 25 36

Cyber Baseline (recent-replay) 29 2
Baseline (random) 58 27
Lumbreras model 11 –
Genetic-LSTM (our solution) 8 67
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predicted pool of conversations. The baseline models do not account for such attrib-
utes but only replay the past events.

And finally, our model performs better than the baselines also in the number of 
users engaged over time in these conversations. For Reddit-like conversations this 
is a challenge since discussions may lead to provocative, offensive or menacing 
comments that end up repeatedly involving a sub-group of users  (Medvedev et al. 
2019). For example, there are only 6818 users who participate in 32,533 comments 
in crypto-currency discussions. In the largest conversation, the ratio between the 
number of comments and the number of users is 2.35 in the ground truth, and 2.06 
in our solution. Our model tends to over-predict the number of users engaged short 
time after the seed messages are posted (as shown in Fig. 6e and f for the interval 
1D–5D), and consistently performs well for the more distant future. As shown in 

Fig. 5   The size of the conversation pool by the number of comments received over time for crypto-cur-
rency (a) and cyber-security (b) discussions. Genetic-LSTM (our solution) is compared with two com-
peting baseline models, Baseline (recent-replay) and Baseline (random). Baseline (random) predictions 
are normalized over 10 different runs, and the error bars are reported for the standard deviation. The per-
formance is reported over two quantitative metrics, (c, d) dynamic time warping (DTW) (lower is better), 
(e, f) RMSE values (lower is better) after comparing each model predictions with the ground truth over 
different time intervals
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Fig.  6e–f, our solution achieves the lowest DTW and RMSE values for the inter-
val 5D–7D across two datasets, respectively. This is particularly relevant, because it 
shows our model’s predictive power for longer-term simulations: from the 6th to the 
28th day of the simulation period, our model consistently predicts better the number 
of users and the timing of their comments.

5.5 � Evaluation of collective behavior

Another important characteristic related to user engagement is the co-engagement 
with various topics. Specifically, empirical studies (DiResta et al. 2018) have shown 
coordinated campaigns run as troll farms or cyborgs, where groups of users engage 
in multiple related conversations to shift the opinion of the general audience. Accu-
rately predicting the group of highly engaged users is important for developing 

Fig. 6   The number of unique users participate in the conversation pool over time for crypto-currency 
(a) and cyber-security (b) discussions. The performance is reported over two quantitative metrics, (c, 
d) dynamic time warping (DTW) (lower is better), (e, f) RMSE values (lower is better) after comparing 
each model predictions with the ground truth over different time intervals
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intervention techniques to control information or manipulation spread and to accu-
rately gauge the community opinion.

We report two measurements to capture the collective behavior of users who 
participate in these conversations. First, we present the number of users engaged in 
multiple conversations (as shown in Fig. 7a and b). Specifically, we record the num-
ber of conversations that a user engaged with, and count the users who engaged with 
X number of conversations. We noticed a heavy-tailed distribution, where few users 
engage in many conversations. We calculate the JS divergence between each models’ 
distribution and the ground truth distribution. Lower JS divergence values reflect 
predictions closer to the number of actively engaged users observed in ground truth. 
Our solution achieves the lowest JSD value of 0.05 (crypto) and 0.07 (cyber) after 
compared with the respective baseline models. We also predict the number of highly 
active users closer to the ground truth value than any other baseline solution. In the 
crypto-currency discussions, we predict 1916 users who engage with more than two 
conversations, while there are 2438 such users in the ground truth and 1310 such 
users in the best-performing baseline solution. Our relative success is due to implic-
itly accounting for simultaneous conversations with possibly common users in our 
modeling of the problem as a pool of conversations. Specifically, our LSTM-based 
model that helps selecting the best pool of conversations accounts for user partici-
pation in multiple conversations, thus is able to predict better the number of highly 
engaged users than a model that simply repeats the past.

Second, we evaluate whether users participate in these conversations as a group 
according to a metric (collectivity) proposed by  Lu et  al. (2018). We record user 
participation in conversations in a vector [c1, c2, ..., cn] , where ci indicates a binary 
value to reflect the user involvement in the ith conversation. For this metric, we 
only consider the most active users who participate in at least three conversations 
(on average, a user participates in two conversations in the ground truth dataset). 
The original paper (Lu et al. 2018) used the Pearson correlation coefficient to com-
pare all pairs of binary vectors. The higher the correlation coefficient values, two 
users participate in the same set of conversations. They also used Jaccard coeffi-
cient to compare the overlap of conversations between two users. According to 
their experiments, the Pearson correlation coefficient and Jaccard coefficient values 

Fig. 7   The number of users who engaged with X number of conversations is shown Figures a and b com-
pared with the baseline models. The values in the y-axis are binned by the intervals of 10 in the x-axis



135

1 3

Online discussion threads as conversation pools: predicting…

are correlated. While we do not experiment with any other similarity metric (e.g., 
Hamming distance), we believe they would result in distributions similar to what 
observed using Pearson correlation coefficient or Jaccard coefficient. In this work, 
we use the Pearson correlation coefficient to quantify the collective behavior of user 
involvements.

We calculate the JS-divergence and RMSE between the coefficient distributions 
of the simulation and the ground truth data (as shown in the Table 9). Lower JS-
divergence values reflect collective behavior closer to that measured from ground 
truth. We achieve the lowest 0.07 and 0.12 JS-divergence values, and lowest 1815 
and 976 rmse values for the respective domains after compared with the respective 
baseline models.

In summary, our experimental results show that, in addition to accurately predict-
ing the structural properties of individual conversations, predicting pools of conver-
sations also leads to more accurate predictions of user involvement over time.

6 � Summary and discussions

This paper introduces a generative technique for predicting a group of simultaneous 
conversations in social media. Our solution uses a probabilistic generative model 
with the support of a genetic algorithm and LSTM neural networks. We tested our 
technique on two topic-based collections of Reddit conversation trees. Given a set 
of posts in a continuous time interval, our solution generates the full set of reac-
tions to each message, including reactions to reactions, without having access to, 
for example, intermediate states of the conversation tree. In addition to generating 
the structure of conversation trees, our solution also assigns authorship and tim-
ing information to each message. The code for this framework is available pub-
licly  (Horawalavithana 2021).

Table 9   A comparison of the 
collectivity scores of users 
who participate in multiple 
conversations

We show JS-divergence (JSD) and RMSE values after comparing 
each models’ distributions of collectivity scores with the ground 
truth values. We do not report the number of these measurements 
for the Lumbreras Model as it does not predict user assignments. We 
highlight the lowest JSD and RMSE values in bold

Model Collectivity

JSD RMSE

Crypto Baseline (recent-replay) 0.09 8036
Baseline (random) 0.14 8210
Lumbreras model – –
Genetic-LSTM (our solution) 0.07 1815

Cyber Baseline (recent-replay) 0.12 1779
Baseline (random) 0.23 3049
Lumbreras Model – –
Genetic-LSTM (our solution) 0.12 976
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Our solution captures the relationship between different microscopic conversation 
properties including the structure, propagation speed (timing), and the users who 
participate in a set of simultaneous conversations. We trained two LSTM models 
on pools of conversations to capture this relationship. In the first model, we predict 
whether a node in the conversation is branching (thus, generating more reactions) or 
is a leaf in the conversation tree. The second model classifies messages by the delay 
which they are posted in response to their parent. Both models use structural, user 
and content features in the temporal space. While structural and content level fea-
tures represent the characteristics of individual conversations, the user-level features 
capture the characteristics of users who participate in simultaneous conversations. 
In the genetic algorithm, we assess the likelihood of a user action in a conversation 
based on the output of these two machine-learning models. Experimental results 
show that this technique can generate accurate conversation topological structures 
over time, and can accurately predict the volume of messages and the engagement of 
users over time.

Our solution can be applied to study “what if” scenarios in an operational setup. 
For example, what response would be generated if a particular post is made by a 
particular user account? That is, how large of a reaction would that generate in terms 
of messages and user engagement over time? What if that same message is posted 
by a different user? (say, a government organization vs. a bot account?). What if 
the same message is posted when there are related conversations going on, or when 
the conversations at the time include disjoint user groups? Answers to such ques-
tions can inform intervention strategies such as for messaging in health-related cam-
paigns (Zarocostas 2020) or for injecting factual information in an attempt to limit 
disinformation (Jahanbakhsh et al. 2021). For example,  Jahanbakhsh et al. (2021) 
suggest that predicting the engagement that users receive at posting time can help 
reduce the likelihood of sharing false information. In another example, a group of 
users can loosely coordinate to promote misleading content  (Starbird et  al. 2019; 
Aliapoulios et  al. 2021).   Aliapoulios et  al. (2021) show that the high volume of 
discussions related to QAnon conspiracy theory was mainly due to a coordination 
between a small number of users on Reddit. Accurately simulating the growth of 
conversations would reveal the potential damage these users could cause in the prop-
agation of such information.

We show the effectiveness of our approach on two groups of highly related com-
munities: nine subreddits focused on crypto-currencies and 38 subreddits focused on 
cyber-security topics. The prediction of user involvement over different simultane-
ous conversations can also be used by community organizers to control the focused 
discussions, or to promote positive community norms.

Our solution has a number of limitations. One is that in evaluating the gener-
ated conversation trees, our model arbitrarily maps the content-level features from 
a distribution built from training data. In an ideal scenario, we should predict the 
attributes of the comments (e.g., polarity, subjectivity) to draw these features accu-
rately. Moreover, a rich set of content-level features to capture humour, adversity, 
emotions, etc. could be developed to improve the machine-learning models. Another 
limitation is that our approach tends to repeat in prediction the user interactions seen 
in the training data. A better approach would use information about the users who 
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have been exposed to a message and thus may be candidates for responding. How-
ever, this true diffusion structure is hidden and inferring it is difficult (Gomez-Rod-
riguez et al. 2016).

Our data-driven solution could be applied to other online platforms. This frame-
work can further be extended in different ways. For example, we plan to incorporate 
external events such as artificial inflation of cryptocurrency prices through decep-
tion as a way to better predict unusual conversation structures. Further, the genea-
logical inception of subcommunities (e.g., how new subreddit communities emerge 
from older ones (Tan 2018)) can also be considered in generative models.
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