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Abstract How are norms maintained? Axelrod (in Am. Political Sci. Rev. 80(4):
1095-1111, 1986) used an evolutionary computational model to proffer a solution:
the metanorm (norm to enforce norm enforcement). Although often discussed, this
model has neither been sufficiently replicated nor explored. In this paper we replicate
and extend that model. Results were generally supportive of the original. Speculations
in the original regarding the requirement to link sanctions underlying the metanorm
structure were not supported, as differentiating punishment likelihoods against defec-
tors from punishment likelihoods against shirkers (non-enforcers of the norm against
defection) lead to more efficient and effective sanctioning structures that allowed
norm emergence. Replications of the Groups game (two groups differing in numbers
and power) generally supported the original reports, but true norms against defection
emerged only if sanctioning structures were differentiated, resulting in the Strong
group developing a dominant norm against others defecting (Metavengeance). That
is, when groups are involved with differential power, Metanorms fail unless a more
sophisticated sanctioning structure (Metavengeance) is supported.
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Norms play essential roles in regulating aspects of social behavior in groups. Norms
are viewed as quasi-formal rules and often “instruct strangers and convey to children”
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how to behave in specific situations from a particular groups’ perspective—norms are
models of (situationally) correct behaviors that ostensibly afford some benefit to the
referent group (Brown 1995). Norms are found in virtually all human societies (Eibl-
Eibesfeldt 1989). When interpreted as guiding standard rules of behavior within an
organization, norms influence much of organizational decision making (March 1996).
Norms, as opposed to laws in our perspective, are often unwritten and generally do
not emerge through an explicit democratic or other formal governing mechanisms;
however, the relationship between norms and laws can be intricate and substantial
(Ellickson 1991; Horne 2000; McAdams 1997-1998; Posner 2000).

What processes that do (or can) account for norms depends on how one defines
norms, the level of specification, and in many cases, the particular function a norm
serves in the context of the referent group (Brown 1995) and any particular form
is substantially influenced by disparate factors depending on the context (Hechter
and Opp 2001).! Our interpretation of norms is in line with what are often called
social norms reflecting their socially-situated (and socially-shared) definition and
level of informality, differentiating them from legal and moral norms, conventions,
habits and fads (Elster 1989b; Hechter and Opp 2001; Tuomela 1995). In addi-
tion to their relative institutional informality, universal acceptance, and (presumed)
benefit to the group, another property of social norms is that their violation will
bring extra-legal sanctions; that is, violation of a norm is likely to engage some sort
of punishment from the referent group, directly or indirectly (e.g., Coleman 1990;
Dalton 1948; Hackman 1992; Wendel 2001). Thus, the components of accept-
able behavior within the group are largely defined and enforced by intra-group
processes, and it is presumed that sanctions, in whatever form invoked, have an im-
pact on the decision to deviate from a norm. A norm is not a norm unless there
is some form of sanction for its violation (Coleman 1990, Chap. 11; Gibbs 1966;
Horne 2001a). By extra-legal direct punishment we eliminate specific legal reme-
dies, such as arrest, prosecutions, and lawsuits; rather, the nature of the sanctions are
seen as non-legally enforceable but socially punitive (e.g., shunning, gossip, verbal
reprimands) where social capital within the group rises and falls, be it power, repu-
tation, information, or where membership in the group itself is threatened. Indirect
punishment can be interpreted as negative feelings (e.g., guilt, shame) that are de-
rived from a social context and serve as sanctions or threats of sanctions, such as an
“internalized sense of duty” (McAdams 1997-1998, p. 340). The net effect of any
(or all) of these sanctions is assumed to be known to, and calibrated by, all members
of the group. In Hardin’s (1968) phrasing, this is “mutual coercion, mutually agreed
upon.”

! Although many writers conceive of the general nature of social norms, they often disagree on their specific
substantive characteristics, how they emerge, the methods of analyzing norms, typologies and so forth,
often by disciplines (see Hechter and Opp 2001). For example, Elster (1989a) views social norms as not
rational in the sense that they are not followed because of the outcomes they will produce (i.e., they are
simply “followed” without regard to any prospect of future reward or loss), but this aspect is disputed by
Hardin (1995) who argues that “the push of self-interest might determine very many features of norms,
including their forcefulness and their form or structure” (p. 108). It is clear that one can find norms that
have no apparent social value (at least to the observer) as well as those that do, and even some that have
distinctly maladaptive social values. Examples are often snapshots in the life of a norm and may not
indicate its historical role in the group, nor its viability in the future.
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It is given that social norms exist, that they often influence behavior and percep-
tions of behavior, and that they play a broad variety of important social functions
within small groups (Marques et al. 2001), within communities and neighborhoods
(Ellickson 1991), within professional communities (Wendel 2001), within corpora-
tions (Rock and Wachter 2001), within nations (Posner 2000), and even between
nations (Tarzi 2002). The focus of this paper is to investigate how a simple structural
model of social adaptation and sanctions can account for how cooperation norms
emerge, spread, prevail, change, or fail in the culture of a small organization of com-
putational agents. It is a straightforward agent-based game where cooperation mat-
ters. The paper is a replication-extension study of the original Axelrod core model,
thus addressing an oft-neglected component underlying the valid accumulation of
knowledge in the social sciences (Campbell and Stanley 1963). The results condi-
tionally support the original, demonstrating that a two-tiered approach to sanctioning
was sufficient to support the emergence of a norm against defection. However, when
considering the situation of two groups of differential power (and differing interests),
the results are somewhat more complicated.

1 The metanorms game

The approach we take to study norms is based on extending the theoretical and
computational work of Axelrod (1986), hereafter referred to as AMG (Axelrod’s
Metanorm Game), who demonstrated how an evolutionary approach could simu-
late the emergence, maintenance, and displacement of norms in a group of agents.
According to Axelrod, “a norm exists in a given social setting to the extent that in-
dividuals usually act in a certain way and are often punished when seen not to be
acting in this way” (1986, p. 1097). The evolutionary component was metaphoric
as the entities simulated were actually likelihoods of behavioral choices under spe-
cific circumstances—behaviors (realized as procedures), not organisms, were evolv-
ing. The concept of the social evolutionary process itself (as defined by a genetic
algorithm in this case), however, was less metaphorical and more a plausible rep-
resentation of a societal action and response apparatus underlying the emergence
of specific behavioral choices—people tend to copy successful behaviors and tend
to avoid unsuccessful behaviors in a group setting when social goals are rele-
vant in a broad variety of contexts (Axelrod 1984; Bandura 1977; Hackman 1992;
Kahan 1997). Over time, there is both an exogenous and endogenous “push and pull”
of influences and competition for dominance (or even survival) of behaviors in the
group that determines the spread and stability of norms.”

2S0cial pressure to conform is one of the earlier phenomena addressed in modern social psychol-
ogy (see Festinger et al. 1950) with salient demonstrations well-documented in the literature of clas-
sic studies such as Asch (1956) and Milgram (1974). There is also growing evidence that the ten-
dency for copying behaviors in a group setting in general (i.e., imitative learning sans explicit in-
struction) could be a function of our evolutionary heritage that facilitates the cultural transmission
of information (Boehm 1997; Dugatkin 2000; Tomasello 1999), which is related to more general ar-
guments proffering the emergence of culture itself (directly or indirectly) as influenced by compo-
nents of biological evolution and neuroscience (Boyd and Richerson 1985; Byrne and Whiten 1997;
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1.1 Quis custodiet ipsos custodes? (Who watches the watchers?)

Axelrod’s solution to a defection problem was demonstrated in the Metanorms game
where a unique tiered and computational approach structured the influence of norms
monitoring defectors (and sanctioning them) from an N-person Prisoner’s Dilemma
game. The Metanorms game first begins with the Norms game. In the Norms game,
an agent chooses either to defect with gains to itself and losses to the rest of the group
of (other) agents, or to not defect (cooperate) thus not harming the group, but also not
receiving any gains for itself. If an agent defects, all other agents have a chance to
detect that defection and then must make a choice to sanction the defecting agent
or not, but sanctions incur a cost to the delivering agent. The individualistic payoff
structure of the basic game is biased toward defection (egoism), so agents eventually
develop a preference to defect at the expense of the group and avoid a preference to
sanction those who defect. The defection strategy spreads rapidly within the group
and soon becomes stable over the duration of the trials.

There are three characteristics of the Norms game that make it a distinctive ap-
proach to the study of norms. First, the agents are in a type of social dilemma, which
is a decision situation in which “each member of a group has a clear and unambigu-
ous incentive to make a choice that—when made by all members—provides poorer
outcomes for all than they would have received if none had made the choice” (Dawes
and Messick 2000, p. 111). Individually, each agent in the Norms game prefers to
defect, as that would be the dominant strategy if no other agents mattered, based on
the individual payoff structure. However, the negative externalities imposed by de-
fection are not a desirable set of outcomes for the group. In fact, if all agents defected
each would suffer a loss based on the N — 1 other agents, so the preferred strategy of
defection is a group deficient solution.

Second, the substance of the solution to this social dilemma is instituted as
an opportunity to impose sanctions by members of the same group—a mech-
anism for norm enforcement. Sanctions are effective solutions to social dilem-
mas from several perspectives (e.g., Boyd and Richerson 1992; Falk et al. 2005;
Voss 2001), but sanctioning generally incurs a cost to the punishing agent as well
as the agent that is punished, so the risk of free-riding (not to sanction) can be
substantial, therein defining the sanctioning problem. As Dawes (1980) points out,
“Sometimes, in fact, it is not even possible to avoid a dilemma by reward or coer-
cion, because the costs of rewarding people for cooperating or effectively coercing
them to do so exceed the gain the society derives from having everyone cooperate
than defect” (p. 175). Indeed, this is exactly what occurs in the Norms game; each
agent could invoke a sanctioning strategy, but this strategy does not survive over time.
The social mechanism of copying the best performing strategy (as will be explained)
dooms the imposition of sanctions, as the agents who do not sanction perform best
and those who do sanction quickly learn that sanction does not pay.

Finally, the agents in this simulation have negligible knowledge of social context
or contacts; that is, there are no provisions for reputation or contracting, no memories

Cacioppo et al. 2006; Fehr and Camerer 2007; Tooby and Cosmides 1992) and how evolution and culture
may interact (Aiello and Wheeler 1995; Laland et al. 2000).
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of prior histories of interactions, no ability for extended reciprocities (beyond the spe-
cific episodic opportunities to be described), no ability to look forward (no shadow of
the future), no ability for backward induction, and no abilities to distinguish one agent
from another. The agents in this simulation are quite simple as are their mechanisms
for selecting strategies and behaviors. They are minimally cognitively and socially
rational (Carley and Newell 1994) seeking only to earn benefits for themselves and to
fit in the group (i.e., be acculturated) by copying the most successful behaviors—by
being conformists (Henrich and Gil-White 2001).

So how can a norm against defection arise within this group of egoists? The prob-
lem resides not in the use of sanctions, but in the choice to (not) impose sanctions.
In effect, this is a second-order free rider (or public goods) problem (Coleman 1990,
pp- 270; Oliver 1980). The answer proposed by Axelrod is based on defining a second
type of norm—a metanorm—that specifies that those agents who do not sanction de-
fectors should be sanctioned themselves. The concept of a metanorm as a solution to
the second-order free rider problem has been proposed in a variety of forms (Axelrod
1986; Coleman 1990); however, the metanorm solution has also been criticized as it
“pushes the problem to a higher order” (Henrich and Boyd 2001), it involves sub-
stantial circularity in reasoning regarding commitment and monitoring where “the
process unravels at both ends” (Ostrom 1990), does not seem to be often documented
(Elster 2006), or it is restricted to small, close-knit communities (Lichbach 1996).
Nevertheless, work by Boyd and Richerson (1992) suggests that the use of sanc-
tions against defection under certain circumstances can yield what they call moral-
istic strategies “which cooperate, punish noncooperators, and punish those who do
not punish noncooperation can be evolutionary stable” (p. 173). Consider Coleman’s
(1990) story of how such metanorms can arise in the London financial district to mit-
igate against investment bankers to defect from a code of ethics, which impacts the
entire community:

The first norm must be something like this: “Do not engage in transactions with
a party who has violated the code of ethics.” And that norm must be backed up
by sanctions, which in such an informal community may necessitate another
norm, something like the first: “Do not engage in transactions with a party who
engages in transactions with a party who has violated the code of ethics.” ...
Such a normative system is difficult to maintain unless the community is very
close and very homogeneous in interests. (p. 116)

This is the substance of the Metanorms game. Note that in Kollock’s (1998) fun-
damental framework of solutions to social dilemmas, it is a combination of strategic
(social learning) and structural (sanctions) remedies. The Metanorms game extends
the Norms game by a second round allowing agents to evolve a strategy to detect
and punish an additional type of behavior: agents that do not punish defectors. In the
Metanorms game (and contrary to the Norms game) a norm against defection does
emerge: individualism is reduced and cooperation is increased. Thus, only an addi-
tional single level of monitoring-the-monitors is sufficient to generate the spread, and
sustain the existence, of a behavioral norm to quash levels of individualistic behav-
iors (defections) that could hurt the group. Contrary to predictions of infinite regress
and Nth order free-rider issues, cooperation emerges from a solution of using two
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norms that are based on the same pay-off structure. It was not the pay-off structure
that was allowed to vary, but the level of tolerance for defections in general (for de-
fectors and for shirkers) across group members as a replicated strategy based on the
pay-off structure. In a sense, it is shows that norms can emerge if the group values
defection from enforcement the same way it values defections from cooperation, and
this valuation is the same within the group. Thus, a simple sanction structure provided
a solution was sufficient to account to the emergence of the AMG norm.

2 Replication and extensions

This paper explores three elements of metanorms within the context of the origi-
nal model. First, we replicate the primary study of the AMG of the Norms and
Metanorms games, asserting the following hypothesis:*

Hypothesis 1 The algorithm description in AMG sufficiently describes the processes
that account for the emergence of a stable norm against defection.

Second, we test the correlated vengefulness hypothesis (our title) that was pro-
posed in the original AMG study, which asserts that for metanorms to be effective,
there needs to be an association between the sanctions toward a socially undesir-
able behavior (defection) and the sanctions toward those not punishing that behavior
(shirkers). As Axelrod posited:

The trick, of course, is to link the two kinds of vengefulness. Without this link,
the system could unravel. An individual might reduce the metavengeance level
while still being vengeful and then later stop being vengeful when other stopped
being metavengeful. (1986, p. 1102).

In the original Metanorms game, this was realized by having the two sanctioning
decisions based on the value of a single strategic construct (vengefulness toward all).
What this meant was that any given agent could not selectively differentiate sanction-
ing probabilities between the two contexts: agents that refuse to sanction defectors
and agents that refuse to sanction those agents. On the other hand, allowing the two
choice utilities to vary independently may lead to a more efficient sanctioning struc-
ture. We test this hypothesis by decoupling the two types of sanctioning contexts so
that each can strategically evolve separately in the Metanorms game.

Hypothesis 2 The norm against defection is based on a link between sanctions
against a defector and sanctions against a shirker (of norm enforcement).

3The original model used 5 replications and 100 generations per run. Our tests demonstrated that these are
insufficient for stable results. We increased replications to 100 per condition to increase the basic power
(Cohen 1988) and increased the length of the simulation/generations allows us to address findings that
question the duration strategy viability in dynamic games where any particular strategy has a non-zero
chance of extinction (e.g., Young and Foster 1991).
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Finally, we re-examine the Groups game (our title) played in AMG. This was a ver-
sion of the Metanorms game but composed of two different social groups of agents
that differed in group size and power (i.e., ability to impose sanctions)—the Strong
group versus the Weak group. In the original study, group affiliation mattered for both
the Norms and Metanorms games. Defection in the Norms game only hurt members
of the opposite group, and defectors could be sanctioned only by members of the op-
posite group, reflecting long standing research on in-group bias under a remarkably
broad variety of conditions for choice (e.g., Allport 1954; Sherif et al. 1954/1988).
On the other hand, violations of in-group norms also results in sanctions (Eidelman
and Biernat 2003; Shinada et al. 2004) and the impact of such sanctions, directly and
indirectly (as a message) can be differential and substantial (Bernhard et al. 2006;
Williams 2007). In the sanctioning structure of the Metanorm games, in-group sanc-
tioning occurred when shirking was detected—in-group members did not punish
members of the group who refused to punish defectors of the other group. Though
little research has explicitly explored the link between such group-metanorm link-
ages, there exists evidence that such behavior exists, in part, to help solidify groups
(e.g., Horne 2001b), and more indirect results as Hornsey et al. (2002) suggesting a
sensitivity effect with their group research: criticism from in-group members were
tolerated much better than criticism from out-group members. The findings of AMG
suggested that metanorms were required to alleviate the shirking that emerged even
in the Strong group and thus allow the emergence of a stable norm against defection.
The original findings reported were as follows:

Resistance to punishment and increased size can help a group, but only if there
are metanorms. Without metanorms, even members of the stronger group tend
to be free riders, with no private incentive to bear enforcement costs. This
in turn leads to low vengefulness and high boldness in both groups. When
metanorms are added, it becomes relatively easier for the strong group to keep
the weak group from being bold, while it is not so easy for the weak group to
keep the strong one from defecting. (Axelrod 1986, p. 1003)

Thus, without metanorms there should be high defections in both groups. The in-
clusion of metanorms should reduce the defections in the weak group but less reduc-
tion should occur in the strong group. We replicate the original study (additionally
increasing the replications and lengthening the generations to discern sensitivities)
offering the following hypothesis:

Hypothesis 3 The norm against defection between groups of differential power
emerges when groups engage in metanorm sanctioning, where the Strong group dom-
inates the Weak group.

We then extend the model in the following two ways: (1) decoupling the two types
of sanctioning contexts as described in Hypothesis 3, and (2) adjusting group affilia-
tion in sanctioning decisions. The former manipulation explores whether decoupling
the sanctioning structures can more efficiently support norm emergence or not. This
is the testing of Hypothesis 2 examining the impact of a dual utility structure for sanc-
tioning under Metanorms, thus this hypothesis is presumes the emergence of a norm
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against defection only under the Metanorm sanctioning structure, with the impact of
influence following the pattern of behavior revealed by the prior hypothesis:

Hypothesis 4 The norm against defection is based on a link between sanctions
against a defector and sanctions against a shirker (of norm enforcement), and will
vary according the pattern found in Hypothesis 2.

3 Reproducing the basic results

The first step was to reproduce the primary study of AMG. This involved running the
Norms game and the Metanorms game with the parameters used in the original paper
(see Fig. 1). The algorithm is presented in the Appendix and the primary conditions
and parameters are shown in Table 1. In AMG, twenty agents were faced with the
following three decision situations: (1) an N-person Prisoner’s Dilemma decision as
the core, where each agent, upon its turn, chooses whether to defect or not, result-
ing in differential gains to the agents, (2) a basic Norms game decision, where each
agent chooses whether or not to punish a defector, if that defector is observed, and
(3) a Metanorms game decision, where each agent chooses whether or not to pun-
ish a shirking agent (an agent who did not punish an observed defector). Agents in
AMG behave in each of these decision situations according to their particular de-
cision strategy. Strategies are defined in a 2-dimensional construct space where one
axis is boldness—Ilikelihood to defect in the N-person Prisoner’s Dilemma decision.
The other axis is vengefulness—the likelihood of punishing an agent detected for ei-
ther defection or non-punishment. For every agent, boldness or vengefulness can take
on one of eight values, ranging from 0/7 to 7/7.

As noted, the Norms and Metanorms games employ simplifying assumptions
that distinguish it from similar games. The games are played among agents who
are equally likely to encounter opportunities to defect and to observe defections, as

Table 1 Initial conditions and parameters for computational experiments: AMG, Groups games

Parameter Value

Number of agents AMG: 20, Groups: 30

Initial boldness, vengefulness Random

Defection opportunities per round 4

Number of generations 100 for replication, 1000 for extension®
Number of replications 5 for replication, 100 for extension?
Probability of defector detected, s Exogenous random (uniform) [0, 1]
Probability of shirker detected, s’ Exogenous random (uniform) [0, 1]
Benefit from defection, T’ 3

Cost to group, H -1

Norm enforcement cost, E -2

Punishment cost to defector, P -9

4Convergence occurs sufficiently with these extension values (variation within 5%)
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both detection and defection rely on the same exogenous probability value randomly
drawn for that particular event. What differs is each agent’s decision of what to do
when such opportunities are presented based on the values of their strategy constructs
(boldness, vengefulness). The dynamics for change in an agent’s strategies are based
on a simple replication algorithm of the most successful strategies in the population.
The Metanorms game was played with the same constraints and parameters as the
Norms game (i.e., constant population at twenty agents, 100 generations, five repli-
cations). Results indicated that stable solutions occurred within 1000 generations,
and sufficient power was obtained with 100 replications each, so these underlie the
reported findings (details available from the authors).

3.1 Results

Analysis of the values on the 1000th generation across replications supported Hy:
the incorporation of Metanorms significantly reduced the average Boldness val-
ues (F(1,198) = 88191.46; p < 0.000) leading to significantly less defections
(F(1,198) =56923.52; p < 0.000). Metanorms indeed inhibit defections. The dy-
namics of how mean population values change (boldness and vengefulness scores)
are illustrated by a single run from each game shown in Fig. 2. The plots of the final
values are shown in Figs. 3 and 4 across 1000 replications each for the Norm and
Metanorms games respectively.

Fig. 2 Example traces of 77
average population strategy 64
values over 100 generations Norms game
2°]
Q
£ 4
=
‘é’, 34 Start (1.8, 1.7)
g, /
R
14 o '
0 : ¥ TP A AN Y
0 1 2 3 4 5 6 7
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Te Start (3.1, 5.3)
<

Te

Final (.05, 4.7)
3 Metanorms game

Vengefulness

0 T T T T T T )
0 1 2 3 4 5 6 7

Boldness
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4 Correlated vengefulness (decoupling metavengeance)

A set of simulations was run that allowed a third strategy dimension—Metavenge-
ance—to evolve independently. All other constraints and procedures were carried out
as the basic Metanorms game, with 100 replications and 1000 generations.

4.1 Results

The results indicate that by decoupling the sanctioning strategies does not prevent
the emergence of the norm against defection, thus not supporting Hypothesis 2.
There were no significant differences between the two Metanorm conditions on av-
erage Boldness (F(1, 198) = 1.21 ns), average Vengefulness (F (1, 198) = .41 ns),
or average Defection levels (F (1, 198) = .83 ns). However, in the decoupled condi-
tion the levels of Metavengeance were significantly lower than the levels of evolved
Vengeance (Wilcoxon, z = 7.82, p < .001) indicating less sanctioning efforts were
required to enforce the Metanorm than the Norm.

5 The groups game

The Groups Game consisted of a slight variation to the Metanorms game where two
different agent groups were defined and differed in number and power reflecting ad-
vantages of one group over the other. The first group (Strong) consisted of 20 agents
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and the second group (Weak) consisted of 10 agents, where both group population
size’s were held constant. Differences in power were reflected in the patterns of pun-
ishment and the relative impact of punishment on scores.

For the Norms game, a defection by a member of one group only hurt the mem-
bers of the other group, so detected defectors are punished only by the members of the
other group. For the Metanorms game, an agent shirking the punishment of a defec-
tor (from the other group) is only punished by members of the same group to which
it belongs. Additionally, Strong agents punishing Weak defectors retained the origi-
nal punishment score of P = —9, but Weak agents punishing Strong defectors was
lowered to P = —3. However, for each generation, Strong agents learned only from
Strong agents and Weak agents learned only from Weak agents, where strategies were
evaluated and spread solely within groups. All other values and procedures remained
the same, and vengefulness values were coupled (as one Vengefulness component)
as in the original study. The analysis was based on the 1000th generation values over
100 replications. The Groups game was played under three conditions: the Norms
game, the Metanorms game, and the Metanorms game with a decoupled Metanorm
structure (metavengeance).

5.1 Results

In the Norms game, there was no impact of groups and no norm emergence (left-
most column, Fig. 5). There was an overall main effect of Metanorms in the Groups
Game where Boldness decreased significantly (F(1,398) = 151.76; p < .001) and

—O0— BOLD
-0 VENG
O———0 ~o- METAV

Norm Threshold (Boldness)

Strategic Values

STRONG WEAK STRONG WEAK STRONG WEAK
NORM METANORM D-METANORM

Fig. 5 Boldness (BOLD), Vengefulness (VENG) and Metavengefulness (METAV) scores for each group
(Strong, Weak) by game (Norm, Metanorm, Decoupled Metanorm)
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Vengefulness increased significantly (F (1, 398) = 140.39; p < .001) as shown in the
middle panel of Fig. 5. However, the overall Boldness levels under the Metanorms
game did not reach levels sufficient to be described as effectively realizing the norm
against defection (defined as less than the mid-value of the scores, 3.5). So who
were defecting? An analysis of the defections by Group revealed that the Strong
group defected at significantly higher proportions than the Weak group under both
the Norms and Metanorms games (F'(1,398) =761.08; p < 0.001), supporting Hy-
pothesis 3. But this must be interpreted in terms of dominance as was done in the
original discussion—Metanorms effectively instituted a norm against relative defec-
tion for the Weak group, while the Strong group could defect with impunity, but a
“true” norm against defection was not emergent in either group—rather, a dynamic
struggle between groups of different power emerged with little overall control against
defection. Consider Fig. 6 (upper) of the Metanorms game. Both weak and strong
groups have high levels of Boldness, with the Strong group succeeding with even
lower levels of within-group punishment than the weak group. When groups are in-
volved, Metanorms fail.

However, by decoupling the Metavengeance from Vengeance, things changed sub-
stantially (right panel, Fig. 5). Relative to Metanorms levels, there was a significant
interaction between the use of Metavengeance and defections (F(1,396) = 53.32;
p < 0.001), with a post-hoc analysis showing that defections by the Strong group
remained essentially the same (Tukey HSD, ns) while defections by the Weak group
decreased significantly (Tukey HSD, p < .001).

Fig. 6 Sample runs of Groups 74 Bold
game for Metanorm game
(upper) and Metanorm game e Veng Weak Group
with Metavengeance (lower) of N
1000 generations s
= 44
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Recall that we define the norm against defection when Boldness levels are less than
the midpoint of the possible strategic values (3.5), and this is indicated as the “norm
threshold” line in the graph. As noted, under the Norm and Metanorm sanction-
ing structures, Boldness levels do not fall below the norm threshold. The rightmost
column graph shows the impact of separate Metavengeance structure. First, there
is an interaction between sanctioning structure and Boldness (F (1, 396) = 102.43;
p < .001) where Boldness values for the Weak group drops significantly from the
Metanorm condition (Tukey HSD, p < .001) and this drop takes it below the norm
threshold of 3.5 (mean = 1.61). However, the Boldness level for the Strong group
remains unchanged (Tukey HSD, ns). Insight to this can be gained by looking at the
Metavengeance structure in Fig. 5 (last column) and Fig. 6 (lower). The Strong group
has significantly increased Vengeance levels (from the Metanorm condition) against
the Weak group (Tukey HSD, p < .001) and has a substantially lower Metavengeance
level to sustain the in-group metanorm (Tukey HSD, p < .001). As the defection
rates for the Strong group dominated, there was an emergence of a “norm against
others defecting.” Consequently, the Strong group evolved high Boldness scores (and
could defect with impunity), moderate Vengefulness scores (to control defection of
the Weak group), and low Metavengefulness scores (little value gained for punishing
their own shirkers, except when necessary). On the other hand, the Weak group was
essentially forced into docility with lower levels of strategy values on all three di-
mensions. Once the sanctioning structures were decoupled, the Stronger group could
adapt more effectively and efficiently (via the sanctioning structure mechanism) to
exploit its advantage over the Weaker group in order to quash defectors. This means
that a Metavengeance sanction structure allows a true norm against (others) defection
to emerged and be sustained by the Strong group against the Weak group and Hy-
pothesis 4 is not supported. When groups are involved, Metanorms can function only
if a more sophisticated sanctioning structure (i.e., Metavengeance) is supported.

6 Discussion

The results of the present study support, clarify, and extend the findings of the theoret-
ical model and simulation of Axelrod (1986) addressing the dynamics of norm emer-
gence from the perspective of agent-based modeling of social groups (Axelrod 2006;
Davis et al. 2007; Harrison et al. 2007). The basic outcomes of the AMG simula-
tion were replicated. Without metanorms, a norm against defection cannot survive;
with a single metanorm structure, a norm against defection can evolve and survive
in a group where parameters suggest “dependence” (see also Horne 2004). The ex-
amination of the correlated vengefulness hypothesis by decoupling Vengeance from
Metavengeance clarified the suspected correlation between the two kinds of venge-
fulness. Axelrod proposed that a link between the two was required (and realized
by a single vengefulness construct) in order to avoid additional free-rider problems.
In fact, this link is not required. Two distinct norms emerge and are maintained by
two distinct sanctioning structures. The Vengefulness level of the decoupled norm is
equivalent to that of the coupled Norm, but the Vengefulness level of the decoupled
metanorm is approximately 40% lower. This affords a substantially more efficient
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adaptation for enforcing norms. Furthermore, the levels of vengefulness for norms
were substantially higher than those for metanorms, which seems counter to Axel-
rod’s (1986) speculations: “The types of defection we are most angry about are likely
to be the ones whose toleration also makes us angry” (p. 1103). It is possible, but it
may not be necessary.

This has been generally seen as a counter-intuitive result, but this model result re-
flects a structural explanation of norm emergence. The key for why metanorms work
(in both coupled and decoupled situations) is found in the nature of how strategies are
spread within the group. In essence, the agents are all equivalently docile—the best
performing strategies are readily adopted (replicated) by any given agent, as no agent
is predisposed (or committed) at any time to any particular strategy. Furthermore, de-
fection strategies (Boldness) and sanctioning strategies (Vengefulness, Metavenge-
fulness) are orthogonal, so sanctioning costs can be absorbed even by “cheaters”
(Eldakar et al. 2007; Nakamaru and Iwasa 2006) and avoiding the need to invoke (or
explain) what Coleman (1990) calls a heroic sanction which is “a sanction whose
total effect occurs through a single agent” (p. 278). The pay-off structures (of the
individual agents) and the dynamics of the group interactions achieve a cultural equi-
librium of values defining the metanorm, which appears to also occur under different
metanorm evolutionary models (Kendal et al. 2006) and is plausible within a general
voting model of society (Hurwicz 2008).

Finally, the replication of the Groups game presented interesting results. Recall
that norms in these games were defined according to groups, where a norm against
defection actually meant a norm against the other group defecting. Whenever al-
liances among agents occurred in the Norms game, a norm against defection could not
emerge in either group, with accordingly high defection rates. However, if alliances
were prevented in the Norms game, both groups could develop a norm against de-
fection and overall defection rates were quite low and approached levels found in the
condition without groups. Thus, the overall defection rate (across both groups) was
minimized and a “population beneficial” solution was reached. The problem, then,
centered on situations where alliances are made in the Norms game. The solution to
this was the decoupling of the vengeance scores, but the results were not population
beneficial. When both groups can evolve separate norms and metanorms, the Strong
group rapidly adopts a stable “norm against defection by the weak” and the Weak
group becomes docile and ceases to defect at significant levels. The Stronger group
also developed higher vengeance against the Weak group defections that it did to its
own group defections (shirking). The dominance of the Weak group by the Strong
one is complete.

The studies presented in this paper were based on small extensions to the AMG
model. We envision five areas of further exploration related to this work that may
provide additional insight into the limits and value of this type of metanorm structure.

First, manipulations can be made in the pay-off structures of the agents and the re-
sultant preference ordering among alternatives. Systematically varying the values of
the pay-off structures but retaining the inequalities can provide insight into the sen-
sitivities of the results of the parameter space within the general form of the games;
varying certain inequalities can determine the impact of the metanorms structure on
varies game forms. On the other hand, varying the within-game values implies that
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games can change dynamically. For example, the current structure assumes that de-
fection and shirking are punished equally (in Fig. 1, P = P’ = —9) and incur an
equal enforcement cost (E = E’ = —2). Research indicates that as norm enforcement
costs rise, sanctioning of defections decrease, but metanorms can become stronger
(Horne and Cutlip 2002) especially under proc-social influence (Horne 2007). Ap-
parent “costly” punishment is, in part, absorbed by group identification or even more
basic mechanisms (de Quervain et al. 2004; Knutson 2004). Furthermore, it may be
necessary to expand to more complex incentive structures to account for sanctioning
failures in cooperation (Houser et al. 2008).

Second, there are elements of the cultural algorithm that can be explored. For ex-
ample, the current algorithm assumes that all agents try to “imitate the most success-
ful” performing strategies, but “imitate the most common” is also a plausible strategy
as both can be interpreted as heuristics for social learning (Boyd and Richerson 1985).
Once adopted, the current model assumes that norms can change rapidly and effort-
lessly, like fads and informational cascades (see Bikhchandani et al. 1998, 1992).
Indeed, norms can change rapidly (Axelrod 1986), but on the other hand norms can
also be quite resistant to change beyond the structural sanctioning support afforded
by the model, and once a norm becomes entrenched, the switching costs to society
can result in a suboptimal norm “trap” (cf., Posner and Rasmusen 1999). If a norm is
internalized (Axelrod 1986), it generally reflects something of a shift from external
sanctions to a self-sanctioning structure, thus perhaps reducing the need for (or level
of) sanctioning for norms or metanorms. This could be easily modeled by defining
a docility index for any given agent that reflects an agent’s susceptibility to strategy
value adoption (or change) based on, for example, an inverse function of the time a
norm is held—the longer a norm is held, the more resistant it is to change. Resistance
itself may be considered a culturally plausible construct to model.

Third, such cultural algorithms (or any group-based sanctioning or conformity
phenomenon) as defined here can be susceptible to group size effects (e.g., Agrawal
and Goyal 2001; Borrett and Patten 2003; Friedrichs and Blasius 2003; Stang 1976),
though the effects are often neither simple nor straight-forward (e.g., Barnir 1998;
Carpenter 2006; Isaac and Walker 1988; Marwell and Ames 1979; Rapoport 1988;
Tata and Anthony 1996). As we have noted, some of the criticisms against this type of
metanorm structure have argued that it is plausible only within “small homogenous
groups”. Of course, there is not absolute definition of “small” so it necessary to see
if there are group size effects and how they are manifested under varying conditions
and assumptions. For example, the basic reciprocity explanation for altruism (under
standard evolutionary theory) is constrained by the number of individuals who are
likely to interact (Boyd and Richerson 1988). In addition, increasing the size would
impact the detection level (s in Fig. 1 for monitoring agents) reflecting a common
finding that vigilance varies inversely with group size (Dunbar et al. 2002) as well
as the perception of risk in specific cultures (Ho and Leung 1998) and other interest-
ing hypotheses concerning human networking size in general (e.g., Hill and Dunbar
2003).

Fourth, the cultural algorithm used is based on similar agents; therefore consider-
ation of groups of heterogeneous agents is an interesting area of expansion. What we
mean by agent heterogeneity is a fundamental different property or set of properties of
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agents and not simply the difference in particular property values an agent can assume
as the game. For example, in the prior discussion one could define that agents differ
in their docility index not also as a function the experiences of the group (i.e., number
of generations a strategy value set is held), but also in a discount/acceleration factor
that one agent is fundamentally more (or less) docile than another. Similarly, in the
cultural algorithm some agents can be more influential than others (De Cremer 2002).
Epstein (2001) proposed an evolutionary model of norms that combined aspects of a
cultural algorithm based on proximity with an individual agent property of cognitive
effort. Bowles and Gintis (2004) as well as Kurzban and Houser (2005) demonstrate
how multiple types of reciprocators can emerge and exist in a group that sustains co-
operative norms. Interestingly, Cinyabuguma et al. (2006) demonstrate how second-
order punishment (i.e., metanorms) can mitigate the impact of a commonly observed
perverse behavior of a subset of agents (i.e., punishing high contributors) in voluntary
contributions games.

Finally, this study provided insight into how the Groups game and cultural al-
gorithm properties interacted to generate norms, metanorms, and dominance of
one group over another. This provides an initial thrust into exploring how such a
metanorm architecture can fit into (and perhaps help explain) how group norms
emerge, prevail, change, or fail in the cultures of competing agents and even how
different cultural groups are formed. Anthropology has argued that most of the vari-
ation between groups is based on cultural differences (Henrich and Boyd 1998), in-
cluding costly punishment as defined in this paper (Henrich et al. 2006), and those
cultural differences (realized as behaviors at the group level) can be considered units
of adaptation in multilevel selection theory (Wilson and Sober 1994). Based on this
theory, analysis (or simulation) of a single group incorporating the cultural architec-
ture defined in this paper (i.e., adaptive components of norms, set of agents with
payoff-structures, cultural adoption algorithm, sanctioning mechanism), can yield
norm stability in virtually any behavior (Boyd and Richerson 1992). Nevertheless,
only between-group selection (i.e., competitiveness in adaptation between groups)
can favor social norms that realize functionally adapted groups (Wilson and Sober
1994) and the sanctioning structures have distinct implications for competitive advan-
tages at the group level (e.g., Giirerk et al. 2006). Therefore, it would be interesting
to incorporate the metanorm architecture in multiple competing groups, but include
alternate sets of norms to selectively enforce or ignore. This could be expanded by
including what Heckathorn (1990) called collective sanctions, where not only a par-
ticular individual would be sanctioned (e.g., for defecting), but the entire group to
which the sanctioned individual was a part would also be sanctioned. May the best
group win.

Although much can be done to elaborate the original Axelrod model, we should
keep in mind a quote by Axelrod (1987) on this specific issue:

. simplicity of theory is always preferable to needless complexity. Nonethe-
less, society is a stubbornly complex system, and a good model of its dynamics
will necessarily be, in some respects, complicated. The norms game, as ex-
tended over the generations, is a model of cultural evolution that can readily
accommodate this need, a model that is itself open to endless evolution (p. 51).

May the best theory win.
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Appendix

Norms game The basic Norms game was run as described in AMG and is described
as follows. The replication algorithm involves reproduction, crossover, and mutation
(Goldberg 1989). Reproduction involves categorizing agents with high payoff scores
(at least one standard deviation above the population mean), low payoff scores (less
than one standard deviation below the population mean), and mid-scoring agents (be-
tween the two extremes) in order to determine what behaviors will be spread (repro-
duced) in the group. Crossover involves randomly selecting two high scoring agents
and randomly duplicating their Boldness and Vengefulness scores (e.g., Boldness of
one agent and the Vengefulness of the other), thus spreading their (altered) strategy
values to two agents. Mid-scoring agents also cross-over their strategies, but they are
passed on to only one agent in a new round. Strategies of low-scoring agents are
not replicated. A mutation rate (1%) is applied allowing for random changes in the
population strategies as a final step. Note that the incorporation of mutation not only
infuses a random component to the algorithm, but also guarantees that no strategy
will meet extinction.

1. A population is defined as twenty agents and that population is kept constant. Ini-
tial strategy values (boldness, vengefulness) for each agent are selected randomly
from integers over the interval [0, 7]. Each agent has a score card that tallies its
performance value resulting from subsequent payoff events described below.

2. Each of the twenty agents is randomly selected in turn. An agent A;, upon its
turn, is presented with four consecutive situations, or cases, that offer a defection
opportunity. For each case, an agent decides to defect if its chance of being seen,
s, is less than its current boldness level (B;), where s is an exogenous parameter
drawn from a uniform distribution between 0 and 1.

2.1. If agent A; decides not to defect, there is no payoff or punishment involved
and the case is concluded.

2.2. If agent A; decides to defect, the defector receives a payoff (7' = 3) and all
other agents receive a punishment (H = —1). In addition, the defecting agent
A; bears the chance of being seen, also set at s, by one or more of the other
agents in the group.

2.3. If another agent A; (j # i) detects the defection of A;, then A; decides
to punish A; with a likelihood based on the current level of A;’s vengeful-

ness (V;).
2.3.1. A choice to punish (i.e., enforce a norm against defection) results in
an enforcement cost to the punishing agent (E = —2) as well as a

punishment cost to the offending agent (P = —9).
2.3.2. A choice not to punish (shirking) incurs no costs to either agent.
2.4. Play the Metanorm game (this step is skipped when playing only the Norm
game).

3. How the successful strategies are then spread throughout the population agents
is then determined by a genetic algorithm, whereby the values of the constructs
of the most successful strategies have a higher likelihood of be transmitted to (or
adopted by) other agents in the population, than do the less successful strategies.
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4. Steps 2 and 3 are repeated for 100 generations, with the final strategy values for
each agent being the final (i.e., terminally evolved) strategy.

5. Steps 1 through 4 are repeated five times, defining the five replications of the
original AMG simulation.

Metanorms game The Metanorm game is played when a defection occurs (see the
Norms game section) and is described under the algorithm as Step 2.4:

2.4. Metanorms game. If in Step 2.3 an agent A ; detects the defection of A;, and A
decides to punish A;, the Metanorm game is not applied. However, if A ; decides
not to punish A;, then
2.4.1. An agent Ay (k # j or k # i) detects with probability s the lack of

norm enforcement by agent A ;. Ay then decides to punish (i.e., enforce
a metanorm) based on the current vengefulness level of Ay (Vi).

2.4.2. A decision to punish results in an enforcement cost to the punishing agent
Ay (E' = =2) as well as a punishment cost to the offending agent A;
(P'=-9).

2.4.3. A choice not to punish incurs no cost to the agents.
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