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Abstract
Kubernetes is a well-known open source project that provides a powerful orchestration platform for containerized

applications. To ensure high scalability and availability of services, redundant deployment is usually adopted in Kubernetes

clusters, creating multiple replicas for each application. Each replica of a stateful application needs to persistently store

data and use a leader-based consistency maintenance mechanism to ensure strong consistency among replicas. In this

mechanism, the elected leader is responsible for updating data and synchronizing it to the followers, which results in a

higher workload for the leader. When there are multiple stateful applications, the Kubernetes leader election algorithm does

not consider the distribution of multiple leaders among nodes, which may lead to the phenomenon of too many leaders on

some nodes. This can reduce system performance due to the high workload of the leaders themselves. To address this

problem, we propose a balanced leader election algorithm based on replica distribution, which enables multiple stateful

application leaders to be evenly distributed among the cluster’s worker nodes. The algorithm effectively solves the problem

of system performance degradation caused by leader concentration and achieves load balancing among nodes. We verify

the effectiveness of the algorithm through experiments.
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1 Introduction

Recently, container-based virtualization technology has

emerged as the predominant method for deploying appli-

cations in cloud computing [1]. Containers, a lightweight

virtualization technology [2], run on the host operating

system and encapsulate only the application and its

dependencies. This approach significantly reduces system

resource consumption and enhances application deploy-

ment efficiency. Compared to traditional virtualization,

container technology enables faster application startup,

shutdown, and migration, while enhancing isolation and

facilitating more convenient management methods [3].

Large-scale systems require container orchestration tools to

effectively manage numerous containers. Kubernetes

stands out as one of the extensively employed container

cluster management tools [4]. It enables swift deployment,

automatic scaling, and fault recovery, delivering substan-

tial convenience for developing and deploying cloud-native

applications [5]. For ensuring high service availability and

scalability, Kubernetes commonly employs a redundant

deployment strategy, configuring multiple replicas for each

application. In the event of a replica failure or increased

load, the cluster can automatically execute failover and

load balancing [6], thereby guaranteeing uninterrupted

service provision. StatefulSet is a specialized API object in

Kubernetes designed for managing stateful applications.

Key features involve assigning stable network identifiers,

providing persistent storage (PV), and orchestrating the

deployment and scaling of Pods in a predetermined

sequence. However, StatefulSet exhibits significant differ-

ences from other Kubernetes objects like Deployment and

ReplicaSet. While these objects manage Pods, Deployment
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and ReplicaSet are better suited for stateless applications as

they emphasize Pod quantity over individual Pod identity.

In contrast, StatefulSet ensures the uniqueness of each Pod

and provides persistent storage.

In Kubernetes clusters, stateful applications require data

state preservation and persistent data storage to ensure data

recovery during failures or scaling operations [7]. To

achieve data consistency among replicas, these applications

commonly utilize a leader-based consistency maintenance

mechanism [8]. As depicted in Fig. 1, each Pod in this

mechanism comprises two containers: a leader election

container and a main container. The leader election con-

tainer is responsible for electing leaders among replicas.

Kubernetes offers a straightforward leader election algo-

rithm [9], which this paper calls KUBE-LE, to facilitate a

leader-based consistency maintenance mechanism. It

employs the Lease resource object of the Kubernetes API

for distributed resource locking, where multiple replicas

contend for control of the Lease object to assume the role

of the leader. The leader periodically renews the timestamp

and identity information in the Lease object to inform other

replicas of its presence. This ensures that at any given time,

only one Pod can become the leader. The leader election

container also provides a simple web server that returns the

current leader name. The main container is responsible for

handling client requests. In the case of a write request, the

main container will access the leader election container to

determine whether it is the leader. If yes, it processes the

request, otherwise, it redirects the request to the leader Pod.

This ensures that all writes are handled by the leader,

maintaining data consistency. For a read request, the

receiving Pod directly handles it. In a strong consistency

system, all replicas maintain the latest data state, enabling

any replica to handle a read request.

This mechanism ensures data consistency and fault

tolerance but places an additional load on the leader

replica. Due to the design characteristics, the leader replica

bears a heavier load than other replicas. In a cluster with

multiple stateful applications, the KUBE-LE algorithm

does not fully consider the distribution of leaders among

nodes. This situation may lead to a concentration of mul-

tiple leaders on specific nodes, leaving others with fewer

leaders. In such a scenario, the node hosting the leader

faces a higher load, handling more write requests and data

synchronization tasks, while other nodes may remain idle

or experience low load [8]. Therefore, when implementing

a leader-based consistency maintenance mechanism using

the KUBE-LE algorithm, two issues may arise: an uneven

distribution of leaders among nodes for multiple stateful

applications, resulting in an excessive or insufficient

number of leaders on certain nodes; and an uneven distri-

bution of leaders causing imbalanced resource utilization

among nodes, with some nodes experiencing excessive or

insufficient usage of CPU, memory, network, etc. Both of

these issues can impact the performance and stability of the

Kubernetes cluster, consequently diminishing the service

quality of stateful applications.

This paper presents a balanced leader election algo-

rithm, named BRD-BLE, which is based on replica distri-

bution, aiming to resolve the problem of centralized

leadership in Kubernetes clusters hosting multiple stateful

applications. This algorithm selects a leader replica from

the node that possesses the fewest leaders, taking into

account the distribution of replicas across stateful appli-

cations. By adopting this approach, a balanced distribution

of leaders across active nodes in the cluster for multiple

applications is ensured, thus preventing scenarios in which

certain nodes become overwhelmed while others remain

idle due to leader concentration. Experimental evaluations

were carried out in a Kubernetes cluster, and the outcomes

substantiate that the proposed algorithm yields a significant

enhancement in node resource utilization and system

throughput when compared to the KUBE-LE algorithm.

The subsequent sections of this paper are structured as

follows: Sect. 2 provides an overview of related work;

Sect. 3 offers a comprehensive depiction of the balanced

leader election algorithm based on replica distribution;

Sect. 4 showcases the experimental results and analysis;

and finally, Sect. 5 presents the concluding remarks of this

paper.

2 Related work

There have been numerous research papers investigating

effective load balancing in Kubernetes cluster systems.

Takahashi et al. [10] introduces a portable load balancer

that can be used in any environment, facilitating the

migration of web services. It implements a containerized

software load balancer that operates within a KubernetesFig. 1 Leader-based consistency maintenance mechanism
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container cluster, utilizing the Internet Protocol Virtual

Server (IPVS) provided by the Linux kernel. Liu et al. [11]

proposes a multi-metric load balancer designed for

Kubernetes. In addition to static load balancing strategies,

this load balancer dynamically allocates requests based on

the runtime status of servers and applications, enabling the

configuration of more sophisticated dynamic load balanc-

ing strategies that can be tailored to specific business

requirements. Dua et al. [12] presents an alternative algo-

rithm for task scheduling. It configures the cluster for a

specific type of task (real-time, data-intensive, etc.) and

incorporates load balancing techniques through task

migration. Lee et al. [13] implements a high-performance

load balancer in a containerized environment, utilizing

eBPF/XDP in the Linux kernel for traffic distribution, and

providing easy management through Kubernetes. Experi-

mental results show that the proposed load balancer

achieves significantly better throughput performance

compared to iptables DNAT, and the performance differ-

ence increases as the packet size decreases. Wang et al.

[14] introduces a load balancing algorithm known as

Dynamic Weighted Random Routing (DWRR). It effec-

tively addresses load balancing among containers in a

Kubernetes cluster that has heterogeneous CPUs. Botez

et al. [15] proposes an innovative solution for implement-

ing LBaaS (Load Balancer as a Service) in CLOUDUT, an

academic private cloud infrastructure. It is based on

Kubernetes and provides high availability and enhanced

security by utilizing secrets during the Docker image build

phase, allowing for real-time route updates with a maxi-

mum downtime of one second. Baresi et al. [16] introduces

a novel autoscaling solution called KOSMOS for Kuber-

netes. It utilizes control theory to vertically scale containers

and employs heuristic methods to address resource con-

tention and horizontally scale containers while appropri-

ately allocating resources. Pramesti et al. [17] introduces an

autoscaler based on response time prediction for managing

microservice applications in a Kubernetes environment. It

utilizes a machine learning model to predict response time

and calculates the number of pods required to meet the

target response time for the application based on the pre-

diction. Kim et al. [18] proposes a fragment leader distri-

bution algorithm that maximizes the throughput of

distributed data storage by evenly distributing fragment

leaders among cluster members. This algorithm improves

data storage throughput significantly by limiting the max-

imum number of leaders a cluster member can have based

on monitoring the state of fragments within the cluster

member.

The consensus problem is a fundamental challenge in

distributed systems, where the goal is for replicas to

achieve data agreement despite faults and network delays.

Researchers have designed and applied several algorithms

to tackle this problem in various Kubernetes scenarios.

Paxos [19] is a widely recognized distributed consensus

algorithm that achieves consensus when a majority of

replicas agree on a proposed value. While the algorithm

offers benefits like strong fault tolerance and availability, it

presents challenges including complexity, implementation

difficulties, low efficiency, and limited support for dynamic

configuration. Raft [20] is a consensus algorithm employed

to implement replicated state machines. It improves the

understandability and implementability of Paxos by sepa-

rating the logic and simplifying the design. The Raft

algorithm decomposes the consensus problem into sub-

problems like leader election, log replication, and safety. It

ensures leader liveness and detects failures using heartbeat

mechanisms. ZooKeeper [21] is an open-source distributed

coordination service that ensures coordination, correctness,

consistency, reliability, and atomic operations in dis-

tributed applications. It can be utilized to implement

functionalities like distributed locks, queues, elections, and

publish/subscribe, thereby serving as a foundational service

for distributed applications. Oliveira et al. [22] evaluates

the performance of the Raft algorithm on physical machi-

nes and Docker containers managed by Kubernetes. The

results demonstrate similar performance in both environ-

ments. Netto et al. [23] explores the integration of the Raft

consensus protocol into containers managed by Kubernetes

for achieving state machine replication. The paper com-

pares the performance and resource consumption of KRaft

and Raft on physical machines. It finds that KRaft exhibits

similar performance to Raft but necessitates more network

transmission, whereas Raft on physical machines demands

more processing power and memory. Netto et al. [24]

presents a solution for integrating coordination services in

Kubernetes by leveraging etc as a shared memory to

accomplish state machine replication. The solution intro-

duces a lightweight protocol named DORADO that enables

state machine replication within containers, thereby

enhancing container fault tolerance and availability. Netto

et al. [25] introduces Koordinator, a method for providing

coordination services in Kubernetes that ensures consis-

tency and availability of container replication using state

machine replication technology. Koordinator functions as a

lightweight service layer that can integrate with various

consensus algorithms and applications, thereby enhancing

flexibility and modularity in container management.

Abdollahi et al. [26] presents a solution that enhances the

availability of stateful microservices by implementing high

availability management for Kubernetes. The solution is to

integrate a high availability (HA) state controller with the

Deployment and StatefulSet controllers in Kubernetes. It

achieves state replication and automatic service redirection

to healthy microservice instances through the management

of secondary labels.
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Simplifying the leader election process, Kubernetes

offers a straightforward leader election algorithm [9]. It

utilizes the Lease resource object of the Kubernetes API for

achieving distributed resource locking. Multiple replicas

compete to gain control of the Lease object and become the

leader. The leader election algorithm in Kubernetes has

lower overhead and a simpler implementation compared to

the Paxos and Raft algorithms. Nguyen et al. [8] presents a

consistency maintenance mechanism based on leader

election is proposed for stateful services in Kubernetes

clusters. They examines the leader election algorithm in

Kubernetes and highlights the potential issue of multiple

leaders being concentrated on the same node, leading to

load imbalance and performance degradation. Through

experiments, the paper showcases how leader distribution

affects load balancing and throughput, emphasizing the

need to optimize leader distribution. Therefore, this paper

presents a balanced leader election algorithm that relies on

replica distribution. The algorithm optimizes the Kuber-

netes leader election process to achieve load balancing by

evenly distributing leaders across multiple nodes.

3 Balanced leader election algorithm based
on replica distribution

In this section, a detailed introduction will be provided for

the BRD-BLE Algorithm. The algorithm’s main objective

is to choose a suitable replica, among all replicas of an

application, as the new leader in case the current leader is

non-existent or fails. A suitable replica is determined by

having fewer leaders on its node compared to the other

replicas on their respective nodes. If multiple suit-

able replicas exist, one of them is randomly chosen. The

algorithm utilizes the Lease resource object of the Kuber-

netes API to implement a distributed resource lock,

ensuring the correctness and consistency of the leader

election process. Subsequently, a detailed explanation of

the data structures and execution flow involved in this

algorithm will be presented.

3.1 Data structures involved in the BRD-BLE
algorithm

To implement the BRD-BLE algorithm, two crucial factors

must be considered: replica distribution and leader distri-

bution. Replica distribution pertains to the worker nodes

hosting each replica of the stateful application, while leader

distribution indicates the count of replicas functioning as

leaders on each worker node. These two factors determine

the process of selecting a suitable leader from multiple

candidate replicas of the stateful application. In order to

obtain replica distribution and leader distribution, the uti-

lization of Kubernetes’ scheduler and API is necessary.

The Kubernetes scheduler assumes the responsibility of

orchestrating the assignment of Pods to suitable nodes for

execution. This process relies on a series of predicate and

priority strategies. Notably, the SelectorSpreadPriority [27]

priority strategy seeks to distribute multiple copies of Pods,

which are under the management of the same service or

controller, across different nodes as uniformly as possible.

This allocation strategy aims to enhance the system’s

resilience to disasters and improve load balancing perfor-

mance. By facilitating an equitable distribution of replicas

among nodes, the strategy establishes fundamental support

for a balanced leader election process. Consequently, this

approach effectively acquires and manages replica distri-

bution information, offering crucial data support for sub-

sequent decisions related to leader election and load

balancing.

Kubernetes API is the core component of Kubernetes

cluster. It adopts RESTful style and provides a way to

interact with the cluster. It can be used to create, update,

delete and monitor various resource objects in the cluster,

such as Pod, Service, StatefulSet and Lease. Utilize the

Kubernetes API to obtain and update information related to

replica distribution and leader distribution to implement the

BRD-BLE algorithm. Through the List method of the

Kubernetes API, obtain the information of all Pods man-

aged under the StatefulSet controller corresponding to the

application, and extract the name of the Pod and the name

of the node where it is located. In this way, the data of the

replica distribution can be obtained and identified as

ReplicaDistribution (RD). RD is a piece of data, with the

Pod name as the key and the node name as the corre-

sponding value. This data is embedded in the code

implementation of the BRD-BLE algorithm in the form of

variables. Through the Create method of the Kubernetes

API, a piece of data is stored on the Annotation of the

master node to record the number of leaders on each

worker node. We name this piece of data LeaderDistribu-

tion (LD). LD is a data structure with the node name as the

key and the number of leaders as the corresponding value.

Its update operation is the responsibility of the leader of

each stateful application to ensure the correctness and

consistency of LD. This design makes it possible to quickly

obtain the number of leaders on any node through the

Kubernetes API’s List method.

Utilizing the RD and LD data, we can select an appro-

priate replica as the leader based on the leader count on the

replica’s respective node. A suitable replica is defined as

the one with a lower leader count on its node compared to

other replicas on their respective nodes. If multiple replicas

meet the criteria, one of them is selected at random. Our

objective is to achieve load balancing by minimizing the
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disparity in leader counts among the worker nodes in the

cluster.

3.2 The execution process of the BRD-BLE
algorithm

The procedural flow of the BRD-BLE algorithm is illus-

trated in Fig. 2. In a stateful application, each replica

assumes one of two states: follower or leader. During the

initialization phase, all replicas are initially set to the fol-

lower state and endeavor to attain the leader status by

competing for control of the Lease object. The entire

execution process comprises the following key Steps:

Step 1: As a follower, the replica periodically checks for

the existence of the Lease object. If the Lease object does

not exist, indicating the absence of a leader, the replica

proceeds to Step 2. Conversely, if the Lease object exists,

signifying the presence of a leader, the replica advances to

Step 3.

Step 2: The replica evaluates whether all replicas are

operational to acquire comprehensive RD data. Given the

sequential initiation of stateful applications, it is imperative

to await the full deployment of all replicas before initiating

the leader election process. This ensures the election of a

suitable leader among replicas. If all replicas are running,

the competing leader replica generates a new Lease object,

and the initial replica to create it progresses to Step 4. In

contrast, as long as one replica is not yet running, the

running replicas persist in the follower state and return to

Step 1.

Step 3: The replica retrieves the leader record from the

Lease object and compares it with the observer record it

maintains. Each replica maintains an observer record, which

saves the most recently copied leader record from the Lease

object and the timestamp when the observer record was

updated. Discrepancies between two records indicate that

the existing leader has renewed the Lease object. In such

cases, the replica updates its observer record and the

timestamp of the update, continues in the follower state, and

returns to Step 1. When the records are identical, the replica

examines whether the Lease object has expired by calcu-

lating the elapsed time from the timestamp of the last

observer record update to the current time. If the Lease has

not expired, signifying the validity of the current leader, the

replica continues in the follower state, returns to Step 1. If

the Lease object has expired, surpassing the LeaseDura-

tionSeconds value, indicating the leader’s failure to renew

the Lease object, the replica proceeds to Step 4.

Step 4: The replica retrieves the current RD and LD

data, calculate the minimum number of leaders on the node

where each replica is running, and verify whether the

number of leaders on the node where it is located matches

the minimum value. A mismatch indicates the unsuitability

of the replica to assume the leader role, prompting it to

persist in the follower state and return to Step 1. A match,

however, indicates the suitability of the replica to become

the leader, leading it to Step 5.

Step 5: The replica assuming the leader role updates the

leader record in the Lease object and the number of leaders

in the corresponding node in the LD data. Additionally, the

replica regularly renews the leader record in the Lease

object to sustain its leader status. Ultimately, the replica

acting as the leader assumes responsibility for managing all

write requests from clients and ensuring synchronization of

data updates among other replicas in the follower state.

4 Experimental results and analysis

To assess the benefits of the BRD-BLE algorithm com-

pared to the KUBE-LE algorithm regarding leader distri-

bution balance, node resource utilization, and system

Fig. 2 Flowchart of the BRD-

BLE algorithm
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throughput, we established an experimental Kubernetes

cluster on an ARM-based Kunpeng server [28]. The cluster

comprised one master node and five worker nodes, with the

master node equipped with 16 CPU cores and 16 GB of

RAM, while each worker node had 8 CPU cores and 8 GB

of RAM. The versions of Kubernetes and Docker

employed were 1.23.4 and 20.10.9, respectively. Multiple

stateful applications [29] were deployed in the cluster,

enabling external access through NodePort services. The

Hey benchmarking tool [30] was utilized to simulate

diverse request volumes from clients to each application,

facilitating the evaluation of the cluster’s performance.

4.1 Distribution of leaders in multiple
applications

To assess the leader distribution balance of the two algo-

rithms in scenarios involving multiple stateful applications,

we deployed varying numbers of stateful applications in

the aforementioned cluster environment, ranging from 5 to

30. Each application was equipped with 3 replicas to

improve reliability and scalability. These applications

implemented a leader-based consistency maintenance

mechanism to ensure data consistency among the replicas.

In every stateful application, two containers are established

within each replica. The main container operates a

straightforward web server, tasked with processing user

requests and generating responses. The secondary con-

tainer, known as the leader election container, incorporates

either the KUBE-LE or BRD-BLE algorithm. This con-

tainer’s role is to conduct leader elections among the

replicas of stateful services. Furthermore, we allocate

Persistent Volume (PV) storage volumes to each replica for

data state preservation. This configuration emulates a

microservices architecture scenario where multiple ser-

vices collaboratively deliver comprehensive functionality.

We conducted 100 deployment experiments for different

application quantities, recording the leader count on each

worker node after each deployment, and derived the

average as the final result.

To visually observe the effect of leader distribution for

the two algorithms with different numbers of applications,

we categorized the number of leaders on each worker node

into five levels, ranging from low to high. Figure 3 illus-

trates the leader distribution for both algorithms in the

range of 5–30 applications. It is evident that when using the

KUBE-LE algorithm, significant disparities exist in the

number of leaders among the worker nodes. Some nodes

have few leaders, while others have a large concentration.

This imbalance worsens as more applications are added. In

contrast, when using the BRD-BLE algorithm, the number

of leaders on each worker node is relatively similar, and

there is no apparent skewness. Furthermore, this balance

remains consistent as more applications are added.

To quantitatively assess the disparity in leader distri-

bution balance between the two algorithms, we employed

the standard deviation as a metric to gauge the spread of

the number of leaders among worker nodes. A smaller

standard deviation implies a more equitable distribution of

leaders, while a larger standard deviation signifies a more

concentrated allocation of leaders. We calculated the

standard deviation of Leader Distribution (LD) for each

deployment and derived the average value as the outcome.

Figure 4 depicts the average standard deviation of LD for

both algorithms across 5–30 applications. The graph

reveals that when employing the BRD-BLE algorithm, the

average standard deviation of LD consistently remains

below 0.25, indicating a relatively uniform distribution. In

contrast, when utilizing the KUBE-LE algorithm, the

average standard deviation of LD is notably larger, sur-

passing 0.76. With the deployment of 30 applications, the

average standard deviation of LD escalates to 1.91. This

suggests that the KUBE-LE algorithm tends to concentrate

leaders on specific nodes, whereas the BRD-BLE algorithm

results in a more balanced distribution of leaders across

nodes.

To further illustrate the distribution of leaders in

extreme scenarios for both algorithms, we selected the least

balanced leader distribution from the 100 deployment

experiments and presented it in Table 1. The table reveals

significant discrepancies in the number of leaders among

the worker nodes when employing the KUBE-LE algo-

rithm. Certain nodes exhibit an excessive or insufficient

number of leaders, with one node concentrating nearly half

of the leaders. This imbalance not only subjects the node to

excessive load pressure but also heightens the risk of

failure, thereby compromising the system’s performance

and reliability. Conversely, the utilization of the BRD-BLE

algorithm results in a more equitable distribution of leaders

across nodes. Regardless of the number of deployed

applications, the number of leaders on each node fluctuates

around the mean, with minimal disparity between the

maximum and minimum values. This observation under-

scores the effectiveness of the BRD-BLE algorithm in

mitigating an excessive concentration of leaders on specific

nodes, facilitating a balanced distribution of leaders among

worker nodes in scenarios involving multiple stateful

applications.

4.2 The influence of leader distribution on node
resources

To assess the influence of leader distribution on node

resource utilization, we deployed 15 stateful applications

using both the KUBE-LE algorithm and the BRD-BLE
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algorithm in the previously mentioned cluster environment.

Among the 100 deployment experiments, we selected the

outcome displaying the least balanced leader distribution,

which is presented in Table 2. Subsequently, we conducted

10 rounds of load testing in which a single client contin-

uously sent write requests to each application for 60 s. The

requests were evenly distributed across the replicas of each

application using the IPVS proxy mode [31]. Following

each experiment, we recorded the CPU utilization of every

worker node and computed the average value as the final

outcome.

To compare the differences in node resource utilization

between the two algorithms, we utilized Fig. 5 to depict the

average CPU utilization of each worker node during the

simultaneous write requests from a single client to all 15

applications. The graph reveals a substantial discrepancy in

CPU utilization among the worker nodes when employing

the KUBE-LE algorithm. Node1, lacking any leaders,

exhibits a meager average CPU utilization of 6.52%,

indicating its idle state. Conversely, Node5, responsible for

seven leader roles, experiences a significantly high average

CPU utilization of 81.71%, signifying the node’s heavy

load pressure, potentially impeding the performance of

other services on that node. These findings suggest that the

KUBE-LE algorithm’s uneven distribution of leaders leads

to excessive or insufficient utilization of certain nodes,

resulting in an imbalance in the cluster’s workload. In

contrast, when utilizing the BRD-BLE algorithm, CPU

utilization among the worker nodes demonstrates better

balance. Node2, Node3, and Node4 each handle three

leader roles, maintaining an average CPU utilization of

approximately 52%. This indicates that these nodes effec-

tively shoulder a considerable portion of the workload

without experiencing overload or idleness. Consequently,

Fig. 3 Distribution of different numbers of leaders among worker nodes: a 5 applications, b 10 applications, c 15 applications, d 20 applications,

e 25 applications, f 30 applications

Fig. 4 Standard deviation of leader distribution
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the BRD-BLE algorithm’s equitable distribution of leaders

ensures a more reasonable resource utilization across the

cluster, enhancing its load balancing capability.

4.3 The influence of leader distribution
on throughput

To assess the influence of leader distribution on system

throughput, we conducted experiments using the deploy-

ment result that exhibited the least balanced leader distri-

bution among the 15 applications when both algorithms

were employed. Following this, we dispatched 20,000

write requests to each application, employing varying

numbers of clients (ranging from 1 to 32), and recorded the

system’s cumulative throughput.

Figure 6 illustrates the cumulative throughput of the

system as different numbers of clients simultaneously sent

write requests to the 15 applications. The graph reveals that

the employment of the KUBE-LE algorithm results in a

relatively low cumulative throughput. This can be attrib-

uted to one node, which concentrates nearly half of the

leaders, experiencing an elevated burden of write requests

and data synchronization tasks. Consequently, this node

becomes overloaded, leading to increased response time

and diminished processing capacity. Conversely, when

utilizing the BRD-BLE algorithm, the cumulative

throughput of the system exhibits significant improvement.

For instance, with a single client, the cumulative through-

put increases by approximately 7.41%, and with 32 clients,

it increases by approximately 21.94%. These findings

indicate that the more evenly distributed leaders among the

nodes, as facilitated by the BRD-BLE algorithm, enable

each node to effectively exploit its resources for request

processing, thereby bolstering the system’s processing

capacity and response speed.

Fig. 5 Average CPU utilization of each worker node when the client

sends write requests

Fig. 6 Cumulative throughput of the system as different numbers of

clients send write requests

Table 1 The least balanced

leader distribution result for the

different numbers of

applications

Number of

applications

KUBE-LE algorithm BRD-BLE algorithm

5 10 15 20 25 30 5 10 15 20 25 30

Node1 0 0 0 1 2 2 0 1 2 3 4 5

Node2 0 0 1 1 4 4 1 2 3 4 5 6

Node3 1 1 3 4 4 5 1 2 3 4 5 6

Node4 1 4 4 5 4 5 1 2 3 4 5 6

Node5 3 5 7 9 11 14 2 3 4 5 6 7

Table 2 The least balanced leader distribution result for the 15

applications

Worker node Node1 Node2 Node3 Node4 Node5

KUBE-LE algorithm 0 1 3 4 7

BRD-BLE algorithm 2 3 3 3 4
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5 Conclusion

This paper addresses the issue of uneven leader distribution

among multiple stateful applications in Kubernetes clusters

and introduces the BRD-BLE algorithm. The proposed

algorithm utilizes the Kubernetes API to gather replica

distribution information and the count of leaders on each

worker node for every application, facilitating the selection

of an appropriate replica as the leader. By effectively

balancing the number of leader replicas across worker

nodes, this algorithm mitigates single-point failures and

load imbalance that may result from leader concentration

or scarcity. To evaluate the algorithm, we deployed a

Kubernetes cluster on an ARM-based Kunpeng server and

conducted experiments using varying numbers of stateful

applications. The experimental results demonstrate the

algorithm’s accurate execution of leader election and its

significant improvement in resource utilization and system

throughput compared to the KUBE-LE algorithm. Overall,

this algorithm offers essential assurance for maintaining

high service quality in stateful applications within Kuber-

netes clusters.
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