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Abstract
The proliferation of mobile devices and the increasing use of networked applications have generated enormous data that

require real-time processing and low-latency responses. For real-time applications, Edge Computing (EC) gained a lot of

attention which helps to overcome the challenges with traditional computing systems. There is a massive growth of data

generated at the web edge, but its limited computing resources and boundary dynamics pose significant challenges. For

proficient resource utilization and network management, Software-Defined Networks (SDN) integration with EC can

provide control and programmability in edge networking management. However, the optimization of resources is a

fundamental need and challenge of EC based on SDN. Besides, the utilization of SDN in EC deals with a centralized and

distributed infrastructure further enables the processing of data in closer proximity to its origin and helps in the growing

demand for efficient and high-performance computing systems. This study presents a systematic review of the current

state-of-the-art pertaining to resource optimization in EC and its integration with SDN. The review of challenges, benefits,

and various proposed methodologies for managing resources in Edge and SDN-based Edge environments are investigated.

This paper offers valuable insights into the current state and future directions of Edge, SDN-based EC systems, which can

assist organizations in designing and deploying more efficient resource consumption solutions

Keywords Resource optimization � Resource management � Edge computing � SDN-based edge computing �
Dynamic environment

1 Introduction

In real-time applications, the amount of data continues to

grow rapidly in both volume and complexity. Therefore, it

is necessary to adopt high-performance computing systems

to manage this substantial workload effectively. Due to

high latency in traditional network systems, there is a need

for devices to process data and execute tasks closer to

where the data is generated or used, rather than sending all

the data to a remote data center or the cloud [1]. Commonly

all computational and network resources located between

data centers and data sources are referred to as ‘‘Edge’’

resources [2]. The EC platform enhances data processing

by bringing computing resources in close proximity to the

data sources. This results in accelerated processing speed,

minimized network latency, and an enhanced user

experience.

EC comprises a decentralized computing architecture in

which computing resources are positioned at the network

edge, near the data sources and end users. Numerous
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benefits can be derived from this closeness, such as lower

data transmission costs, quicker responses, more privacy,

and the capacity to handle data-intensive applications with

stringent latency requirements. The edge infrastructure is

composed of various components, such as edge servers,

gateways, access points, and Internet of Things (IoT)

devices. This combination is essential for a distributed and

heterogeneous computing environment.

Besides, efficient resource allocation is required to

enable optimal utilization due to the limited availability of

storage and computing resources at the edge. However,

there are a number of reasons why resource optimization in

EC systems is difficult. The task of resource optimization is

made more challenging by the dynamic nature of edge

environments, which are characterized by fluctuating

workloads and resource needs. Also, the process of

resource optimization involves the dynamic allocation of

processing power, network bandwidth, storage, and other

resources to satisfy the varying needs of a variety of

applications while taking into consideration restrictions

such as energy consumption and cost. This process is

carried out to maximize efficiency and reduce costs.

Effective resource management and orchestration become

more difficult due to the variety of devices and networks

and their different capabilities [5].

Furthermore, the amalgamation of SDN and EC has

become a viable option [3] to effectively meet these

demands [4]. SDN-based EC incorporates the benefits of

both paradigms, creating a decentralized and distributed

infrastructure that can carry out data processing near its

source of generation. The computing systems integrated

with SDN lead to the optimization of the available

resources. Also, it is one of the most important factors that

determines how effectively the available computing

resources are utilized.

In SDN-based EC, the primary goal of resource opti-

mization is to enhance system performance and assure the

best use of the resources that are currently available. This

may be accomplished by ensuring that the resources are

used to their fullest potential [6]. It is possible to achieve

increased service quality, lower latency, and better user

experiences by effectively allocating their available

resources. In addition, optimizing resources plays a vital

role in improving energy efficiency. This is accomplished

by ensuring that computer resources are used properly,

while simultaneously limiting power consumption that is

not essential [7].

However, the dynamic environment of SDN-based EC

makes resource optimization quite complex. The network

is defined by the dynamic nature of its component devices

and applications, which are capable of joining or quitting

the network at any given moment and demonstrating great

unpredictability in their resource needs [8]. In this specific

setting, traditional resource allocation techniques for static

situations are unsuitable and should not be used. As a direct

consequence of this, innovative strategies and procedures

are required to be devised.

Resultantly, it is vital to create and carry out algorithms

that are both adaptive and scalable to address the issues

associated with resource optimization in EC that is based

on SDN. This can only be accomplished by using a com-

petent distributed computing model. The algorithms need

to be able to make adaptive changes to the allocation of

resources in real-time in response to changes in the cir-

cumstances of the network and the requirements of the

applications. Continuous system monitoring allows for the

formulation of choices on resource allocation in reaction to

shifting needs. These decisions allow for the maintenance

of optimal resource utilization at all times [9].

The use of SDN to optimize resource utilization in EC

has major implications from a pragmatic point of view. The

concept of EC is becoming more popular in a variety of

fields, including smart cities, industrial automation,

healthcare, and transportation, among others. For busi-

nesses to successfully exploit the full potential of EC based

on SDN, they must first optimize the allocation of their

resources. This will result in higher productivity, lower

expenses, and enhanced service quality [10].

1.1 Background of the study

The proliferation of data stemming from diverse applica-

tions and devices, including but not limited to IoT devices,

smart appliances, and sensor networks, has resulted in a

fundamental transformation of computing architectures in

recent times. The increasing need for rapid data processing,

minimal latency, and effective management of voluminous

data is already posing challenges to the conventional cen-

tralized cloud computing models. Consequently, the con-

cept of EC has garnered considerable interest as a

potentially effective strategy for tackling these issues [11].

The concept of EC involves the proximity of computing

resources to the data source, which facilitates expedited

processing and analysis of data at the network edge. The

utilization of this methodology diminishes the latency

encountered during the transmission of data to a centralized

cloud or data center, rendering it appropriate for applica-

tions that are sensitive to latency, such as autonomous

vehicles, industrial automation, and real-time monitoring

systems. In addition, the concept of EC presents the pos-

sibility of enhanced scalability, dependability, and robust-

ness through the dispersion of computational

responsibilities across a network that is decentralized [12].

The technology of SDN has been identified as a revo-

lutionary approach that separates the control plane from the

data plane in network infrastructure. The implementation
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of SDN allows for the centralization of network manage-

ment and programmability, resulting in improved flexibil-

ity, agility, and control over network resources. Through

the integration of SDN and EC, entities can establish

adaptive, decentralized, and code-driven network frame-

works that effectively handle and oversee data at the

periphery.

The effective allocation and management of resources in

EC environments based on SDN present notable difficul-

ties. Adaptive and scalable resource optimization tech-

niques are required due to the dynamic nature of the

network, where devices and applications can join or leave

the network at any given time [13]. In addition, it is

important to note that the resource requirements of differ-

ent applications may differ significantly, necessitating the

use of resource allocation algorithms that can adapt

dynamically to accommodate evolving demands.

The objective of resource optimization in EC based on

SDN is to achieve efficient utilization of various computing

resources, such as computational power, network band-

width, storage, and energy, while taking into account fac-

tors such as cost, energy efficiency, and application

performance requirements, and adhering to relevant con-

straints. Through the optimization of resource allocation,

organizations can attain various advantages such as

enhanced system performance, decreased latency,

improved energy efficiency, and cost-effectiveness [14].

The optimization of resources has been the subject of

significant research in conventional cloud computing set-

tings. However, the distinctive features of EC based on

SDN introduce novel prospects and obstacles. The unique

characteristics of the EC environment, which is both

decentralized and distributed, coupled with the requirement

for instantaneous processing and adaptable resource allo-

cation, mandate the creation of customized resource opti-

mization methodologies that are specifically designed for

SDN-based EC frameworks.

1.2 Motivation of the study

The amount and complexity of data created by numerous

applications and devices, including IoT devices, smart

appliances, autonomous cars, etc., have rapidly increased

in recent years. Due to the increase in data, there is a rising

need for high-performance, efficient computing systems

that can handle the massive workload. Therefore, the

combination of EC and SDN has become a potential

method of satisfying these needs. SDN-based EC offers a

distributed infrastructure that can handle data closer to its

source, combining the advantages of both the SDN and EC

concepts. Besides, real-time applications can be handled

successfully by minimizing latency. However, in such a

dynamic and scattered context, managing and allocating

resources effectively presents major difficulties.

Resource optimization is a major issue for SDN-based

EC. To maintain maximum performance and usage, it is

essential to deploy computing resources wisely given the

variety of devices and applications that are producing dif-

ferent data streams. In this context, resource optimization

entails dynamically distributing computing power, network

bandwidth, storage, and other resources to satisfy the needs

of diverse applications while considering a variety of

restrictions, including energy consumption and cost.

Additionally, the extremely dynamic nature of the

environment makes resource optimization in SDN-based

EC much more challenging. Applications and devices may

enter and exit the network at any moment, and the number

of resources they use might change frequently. Traditional

resource allocation methods, which were created for static

systems, are thus insufficient for this situation. To solve the

resource optimization issues unique to SDN-based EC, new

methods and strategies must be devised [15].

The goal of this paper is to collate cutting-edge resource

optimization methods specifically designed for SDN-based

EC systems. The major focus of this paper is to analyze the

techniques that help to increase system performance and

ensure efficient use of the resources that are already

accessible. This research will also concentrate on the study

of scalable and adaptable algorithms that can dynamically

change resource allocation in response to changing net-

work and application needs.

1.3 Contributions and research gap

This section presents the major contributions of the paper

followed by the existing research gap. The contributions

are as follows.

1. A detailed literature review and comprehensive anal-

ysis related to EC and its integration with SDN have

been carried out. Besides, the main challenges faced in

deploying and managing IoT-Edge and SDN networks

are investigated. Also, various approaches for address-

ing these challenges are discussed.

2. The fundamental contributions of resource optimiza-

tion to improve performance in EC and its integration

with SDN are further identified.

3. An architecture for developing scalable and reliable

IoT-Edge, SDN-based Edge, and SDN systems is

implemented and discussed. It provided insights into

how these technologies can be integrated and how their

performance could be enhanced.

4. This paper offers valuable insights into the current state

and future directions of IoT, Edge, SDN, and their
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integration, which can assist organizations in designing

and deploying more efficient resource solutions.

Besides, we have done a comparison with other related

surveys which are shown in Table 1.

The present review of art focuses on some crucial

points, new concepts, and solutions that were minimal in

existing literature. As [16] performs the analysis of

resource optimization in EC but does not evaluate it with

SDN. Additionally, it does not include the open issues of

both edge and SDN. In [17], the author does not investigate

the efficient resource utilization techniques. Besides, in

[12] and [18], the author does not contemplate the adequate

resource distribution in SDN-based EC. In [19] and [20],

authors have discussed resource optimization in an edge

environment but do not consider other important aspects of

load balancing, resource allocation, and computational

offloading in an edge environment. To the best of our

knowledge, we observed that there is still room in the lit-

erature to focus on these crucial aspects of EC and the

behavior of SDN while integrating with EC. This analysis

has been covered and presented in Table 1.

1.4 Organization of paper

Section 1 introduces SDN-based EC and resource opti-

mization. The background, motivation, and contribution to

the study are also included. Section 2 of the paper focuses

on the plan of study, which encompasses the nature of

searching, inclusion and exclusion criteria, review judg-

ments, research methodology, and our contribution Sec-

tion 3 presents the taxonomy of edge and SDN-based EC

systems. Section 4 delves into EC, including its integration

with the IoT-CC-Edge architecture, advantages, chal-

lenges, and optimization techniques with their related

work.. Section 5 discusses the SDN of Things using edge

and analyses the related literature of the SDN-IoT-Edge

Framework, IoT-Edge management, SDN/Network Func-

tion Virtualization (NFV) standardization, and resource

provisioning management on the edge using SDN Section 6

illustrates open issues, challenges, and current trends for

the Integration of SDN-based edge and IoT. Section 7

concludes the paper, summarizing the key points discussed

in the previous sections and future scope.

2 Plan of study

According to Prisma 2020, Kitchenham, and Charters’

2007 articles, the systematic literature review (SLR)

methodology is used in the current investigation [21, 22].

Our objective is to conduct a comprehensive evaluation of

various research papers and examine the contributions of

prior researchers to furnish a methodical review that can

assist fellow researchers. This section focuses on and

indicates the sources of collection of the existing state of

the art such as sources of data and different requirements

for research.

2.1 Nature of searching

A systematic survey of resource optimization in EC and

SDN-based edge environments was conducted through

well-known sources. Several search keywords include that

are optimization in edge environment, resource

Table 1 Comparison with other related surveys

Article

details

Analysis of

edge

computing

Analysis

of SDN

Architecture specification

of SDN and edge

computing

Resource

optimization in Edge

computing

Resource optimization in

SDN-based edge

computing

Challenges & Open

issues in edge and

SDN

2023 &

[16]

U U

2022 &

[17]

U U U

2022 &

[12]

U U

2021 &

[18]

U U U U

2021 &

[19]

U U

2019 &

[20]

U U U U

Our

survey

U U U U U U
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optimization in SDN-based edge environment, overview of

SDN-based edge paradigm, resource provisioning in SDN-

based edge environment, dynamic resource allocation, and

resource allocation in SDN-based IoT-Edge management.

2.2 Sources of data

Numerous reliable sources are selected for reviewing and

surveying the entire literature to assemble the different

methods and approaches employed in this study. Also, all

the journal and conference papers are found using data-

bases like Scopus, WoS, SCI, SCIE, and others. The papers

are carefully looked through to find all the applicable fields

where the techniques suggested are implemented. Some of

the frequent sources of manuscript are given in Table 2.

The statistics of the selected papers according to the

percentage of published articles by various publishers is

presented in Fig. 1. It is evident from the figure that the

major portion of published sources belong to IEEE.

Springer is the second major source for related articles.

Remaining sources are from Wiley, ACM and Elsevier.

2.3 Duration and validity of study

This research review paper mainly contains papers from

2013 to 2023 and all the papers were selected from well-

reputed journals, books, and conferences. The statistics of

the included year of publications from 2013 to 2023 are

presented in Fig. 2.

The graph plotted reveals that the maximum number of

manuscripts were published between the years 2016 to

2019. The period between 2013 to 2019 was a booming

period for publication in the concerned fields. However, it

gradually decreased after 2019.

2.4 Criteria for inclusion and exclusion

Our sole basis for considering articles (Inclusion) is whe-

ther they meet the selection requirements or not. While the

exclusion criteria serve as the basis for excluding research

papers from the study. Also, a flowchart for the inclusion

and exclusion criteria of the selection of papers is given in

Fig. 3.

Inclusion criteria

• Articles composed in the English language.

• The aforementioned search strings are pertinent to the

subject matter at hand.

• A research paper that can be verified through reliable

sources.

• The research articles that are published in reputed

Journal/Conferences/Books.

• The publication dates of the materials under consider-

ation range from 2012 to 2023.

• The papers must satisfy the criteria of nature of

searching as discussed in section 2.1.

Exclusion criteria

• The discussion lacks focus on the pertinent concerns

surrounding the IoT, Edge, and SDN technology.

• An enough attention was not given to the sole

optimization issues posed by combining SDN-Edge

Technology with the IoT.

• The search criteria were not met as mentioned in Sect.

2.1.

• The article has not undergone peer review.

• The publication predates the year 2010.

2.5 Review judgement

This section focuses on the background of the methods

which are used to perform qualitative judgment in the

review. The inclusion and exclusion of the articles pub-

lished was based on certain aspects. The selection of the

related articles was done only after analyzing the abstract.

After article selection, the article was fully reviewed, and

inclusion and exclusion were applied based on standards as

mentioned in Fig. 3. Besides, the inclusion of articles based

on the following conditions:

• Resource optimization in edge environment and inte-

gration of cloud-edge with SDN.

• Different architectures in edge and SDN paradigms.

Table 2 Frequent sources of manuscript

Elsevier https://www.elsevier.com

Springer http://springer.com

IEEE http://ieeexplore.ieee.org

ACM Digital Library https://dl.acm.org

Wiley Online https://onlinelibrary.wiley.com

Fig. 1 Percentage of manuscripts from frequent sources
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Fig. 2 Number of articles (year

wise)

Fig. 3 Flow chart of inclusion exclusion criteria
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• Also proposed articles were critically analyzed based on

the techniques, findings, optimized parameters, short-

comings, etc.

2.6 Adopted methodology

To gain an all-encompassing understanding of research in

the field at hand various methods were utilized in our

comprehensive review process. Five electronic databases

were searched via specific search terms which underwent

screening for eligibility based on predefined criteria by two

reviewers. Full texts that met our standards were then

reviewed in depth while extracting pertinent data from

eligible studies via standardized forms—findings that

underwent synthesis through both narrative approaches as

well as meta-analytic techniques when applicable—and

received quality assessments utilizing standardized tools

upon inclusion into our analysis pool. Additionally, hand-

searching of reference lists and citation searches were

conducted for further comprehensiveness. The inherent

value of this methodology is the ability to identify and

analyze the most relevant and rigorous studies ultimately

providing an extensive overview of research in the field. As

a final step, the findings are summarized in a clear and

concise manner, providing an overview of the state of

research in the field. Graphical interpretation of the steps

followed are shown in Fig. 4.

3 Taxonomy of the study

EC is a revolutionary field that unites various industries,

including telecommunications, automotive manufacturers,

IoT, cloud service providers, and emerging technologies.

The edge environment contains several components and is

connected to different devices and networks. Integration of

SDN in Edge makes it a more efficient computing tech-

nology. In this section, we discuss the architectural speci-

fication of edge, SDN, and the objectives of both

technologies. The graphical representation of the taxonomy

of the paper is depicted in Fig. 5.

3.1 Architectural specification

The architecture of Edge and SDN have their objective and

specifications, as shown in Figs. 6 and 7. In the world of

EC, it is all about bringing computation closer to where it is

needed. Resource location and mobility are two important

aspects of EC, which are discussed below.

Resource location It is a set of guidelines that specify

how devices, systems, and applications in an EC

Fig. 4 Schematic diagram of adopted methodology
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environment can locate and use computing resources. To

meet the performance and functionality needs of EC sys-

tems, these standards describe the protocols, processes, and

algorithms that facilitate efficient resource identification

and allocation.

Resource mobility In a distributed EC environment,

resource mobility means that computer resources like data,

services, or processing power can move, change, or adapt.

Mobility ensures that resources can be dynamically dis-

tributed/allocated to maximize their responsiveness and

Fig. 5 Taxonomy study

Fig. 6 Edge computing architecture
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availability with the changing needs and expectations of

users/applications. Resource mobility specifications

include the rules, steps, and techniques that can effectively

oversee and coordinate the transfer of these resources.

The Aachitectural specifications of SDN are discussed

below:

Single-layer specifications These offer a detailed

method for handling particular areas of EC, such as

resource distribution, security guidelines, or quality of

service. To effectively meet objectives and deal with

unique issues or requirements within the edge environment,

single-layer specs can be helpful.

Multi-layer specifications Multi-layer specifications are

essential in complex and networked EC. They contribute to

making the edge architecture function as an entire system.

Determining how SDN works with application require-

ments, controls resources throughout the infrastructure, and

maintains segregation and security regulations. Multi-layer

requirements guarantee that the EC environment operates

as an integrated unit with an extensive overview.

Controller position It is a central element of the SDN

architecture responsible for decision-making, resource

management, and data flow control. By giving network

devices a single point of control, the controller serves as

the ‘‘brain’’ of the SDN.

3.2 Objectives for edge and SDN

Objectives of edge adoption in the present study Optimiz-

ing resource utilization provides essential solutions like

computational offloading, load balancing, and resource

allocation. By moving certain processing processes from

centralized data centers to edge devices, task offloading

dramatically lowers latency and improves the performance

of real-time applications. Load balancing is essential to

balance the load on edge devices, preserve system stability,

and ensure that computing jobs are dispersed equally

across the resources. Adequate allocation of CPU, memory,

and storage to specific activities or applications ensures

resource contention-free operation. These principles are

critical to attaining high performance and low latency in an

edge environment.

Objectives of SDN adoption in the present study SDN

plays a critical role in IoT-Edge management. SDN offers a

centralized control layer that enables edge-device network

resource orchestration and optimization. EC can effectively

distribute network resources to IoT devices and

Fig. 7 SDN architecture
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applications by attaining SDN principles. It ensures that

data transmission accelerates and that the appropriate

resources are distributed as and how it is required. The

world of IoT applications is made more dynamic, respon-

sive, and resource-efficient by the integration of SDN into

edge management and resource provisioning for IoT

devices.

4 Edge computing

Over the last few years, there has been a significant

increase in global interconnectivity, resulting in a corre-

sponding surge in the generation and transmission of data

across networks. EC [14, 15] was introduced as a solution

to bring computing technologies in more proximity to data

generation devices as an alternative to depending on cen-

tralized data centers or clouds. EC aims to minimize

latency, increase efficiency, and improve the reliability of

computer systems. The key point for EC is its ability to

process and analyze data closer to its sources of generation.

EC devices are deployed near the physical devices or to the

network edge. Edge servers are positioned to reduce the

volume of data that needs to be sent to distant cloud data

centers. This, in turn, enables dynamic decision-making

and faster response times, making it a perfect solution for

run-time applications, i.e., IoT, autonomous vehicles,

industrial automation, smart cities, etc [23, 24]. EC can

increase productivity in industrial automation by process-

ing data in place, in real time. EC can support decision-

making in autonomous vehicles by processing information

from sensors quickly. Additionally, by enabling local

decision-making in IoT devices, EC lessens the need for

constant connectivity with the internet and speeds up

response times. Besides, due to the tremendous use of these

technologies, the data created and produced from devices

and sensors at the network edge continues to grow, and EC

is becoming increasingly important.

Imagine a smart city where IoT devices are installed

across the city to monitor traffic, detect air pollution levels,

and manage waste collection. With EC, these devices can

communicate with each other and process data locally. For

example, traffic sensors can communicate with streetlights

to optimize [25] traffic flow, reducing congestion and

carbon emissions. Waste collection trucks can be routed

more efficiently based on real-time data on waste levels in

different parts of the city. This approach reduces costs,

improves efficiency, and enhances the quality of life for

residents.

To carry out calculations and offer storage services

within the scope of a radio access network, process-

ing/computing servers are located at the periphery of the

network in the EC architecture. Enhancing the end user’s

Quality of Experience (QoE) is the primary goal of edge

architecture, achieved by minimizing response time,

latency, and throughput. It enables instant decision-making

for a variety of time-sensitive services and real-time

applications.

Since EC possesses various applications and advantages

over the CC (Cloud Computing), it also poses some chal-

lenges to the network. To analyze the various advantages

and challenges of EC, it is important to study the archi-

tecture of EC in the context of what it does and how it can

be implemented. Unlike CC, EC embeds computational

edge nodes near the network, also known as edge servers,

and acts as mini-cloud data centers. Generally, the EC

architecture [26] is divided into three aspects the front end

specifies the data generation layer or IoT devices, the near-

end defines edge nodes, and the far end comprises CC [23],

as shown in the Fig. 6 described below.

Front end/physical layer/device layer The end devices

(e.g., IoTs, sensors) are strategically positioned at the

forefront of the EC architecture. The frontend environment

has the potential to enhance user interaction and improve

responsiveness for end users. EC can provide real-time

services for some applications, leveraging the abundant

computing capacity offered by a variety of nearby end

devices. Since these end devices possess limited capabili-

ties, most objectives cannot be adequately fulfilled inside

the end device environment [27]. Therefore, in these

instances, the end devices are required to transmit on-de-

mand resources to the servers.

Near end/middle layer/edge layer The gateways that are

implemented in the middle layer which are in proximity to

the device layer will facilitate most of the traffic streams

within the networks. Edge/cloudlet servers may have var-

ious resource requirements for tasks such as real-time data

processing and reduction, data caching and buffering,

compute offloading, and response control. In EC, a sig-

nificant portion of data computation and storage is trans-

ferred to edge servers that are present near the end devices.

As a result, the end devices can enhance their performance

in data computing and storage, with a slight decrease in

latency.

Far end/cloud layer When the cloud servers are placed

away from the data-creating devices, the result is notice-

able delays in data transmission across the networks.

However, cloud servers located in remote environments

can provide increased computing power and data storage

capabilities. Cloud servers offer a wide range of solutions

in massively parallel data processing, big data management

& mining, and machine learning [28, 29].
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4.1 Advantages

The architecture of EC having the advantages over a tra-

ditional network are discussed below:

Low latency EC is a technology that greatly reduces the

amount of time it takes for data to travel from where it is

generated to where it is processed. This helps to minimize

any delays [30] that may occur during this process. This

has many benefits in different applications, particularly in

tasks that need immediate responses, as it ensures faster

decision-making due to being deployed at the very edge.

Bandwidth optimization Edge devices can process data

locally, which means they can handle various data pro-

cessing tasks without sending them to a central server or

cloud. It helps to minimize the time of data transmission

and improves overall efficiency. Conserving network

bandwidth [31] not only makes the system more efficient

and cost-effective, but it also helps to reduce traffic jams in

the network.

Real-time analytics Edge devices can analyze incoming

data in real time [32], allowing for instant insights to be

generated. This technology is utilized in situations where

making run-time decisions based on analyzing data is

crucial, like when it comes to predicting maintenance

needs in industrial settings.

Scalability EC has the flexibility to adjust its capacity

[33] to handle different workloads and the number of

devices involved. Ensuring scalability is crucial for appli-

cations that adopt changes on demand for the number of

connected devices. It also helps in efficiently allocating

resources.

4.2 Challenges

On the basis of edge architecture and from the existing

literature survey we find that EC faces several challenges

which are discussed below.

Task migration It is the process of migrating tasks from

edge devices to remote cloud devices. When the tasks

come for execution on the edge server, the selection of the

appropriate edge server and remote cloud server for pro-

cessing is challenging. A better offloading [34]

scheme helps to distribute load adequately among all edge

servers to make the system highly efficient.

Privacy and security This challenge is significant due to

the distributed and often resource-constrained nature of

edge environments. The edge servers are deployed nearby

to the data-generating devices, so data privacy [35] and

prevention of data from leakage and unauthorized access is

a big challenge. Besides, edge devices are generally

deployed in open access areas, so the security of network

devices during the transmission of data from edge devices

to another server is also a big concern. Because of its

complex structure, EC is susceptible to malicious attacks

related to resource allocation [36]. Attackers with access to

edge servers have the potential to steal or alter the

information.

Resource management The devices and networks that

are connected to provide executed data are heterogeneous

in nature and all follow various protocols. The management

of these resources [37] is a crucial challenge of an edge

environment. We must manage networks and devices

properly so that we can have proficient device and network

utilization.

Tasks allocation between the cloud and edge The

assignment of tasks between the cloud and the edge is a

challenge because of the nature of the edge environment

[38]. Some tasks are processed locally, and some are

transmitted to the cloud so there is a need for efficient task

scheduling algorithms which help to make the allocation

more reliable and beneficial.

Energy efficiency The edge paradigm is distributed in

nature. In real-time scenarios, it executes a number of tasks

in a very short time so there is a high consumption of

energy. Therefore, new energy protocols are required that

help to improve the energy efficiency of the system [39].

Several studies have started in EC, focusing on energy

harvesting and wireless charging capabilities [40, 41] in

EC. Scheduling resources becomes increasingly challeng-

ing when additional energy supplements are incorporated,

as it requires the consideration of energy consumption

during task transmission, task processing, and the utiliza-

tion of harvested energy.

4.3 Optimization aspects

As we’ve seen from the challenges being faced by the edge

architecture, there is a good need for resource optimization

in the related environment. Resource optimization leads to

the efficient allocation and utilization of network resources

to ensure that critical applications and services receive the

sufficient bandwidth needed to operate at peak efficiency

[42]. This involves dynamic allocation of resources based

on real-time network requirements to achieve the most

efficient network investments while minimizing wasteful

spending.

Technologies such as SDN, NFV, Network Controllers,

and various networking algorithms have been developed to

simplify network operations, improve network agility, and

reduce costs. It also enables organizations to optimize their

network resources. By implementing advanced network

security measures, such as micro-segmentation and net-

work slicing, and automating network management tasks,

organizations can reduce the risk of human error and free

up valuable IT resources for more strategic initiatives.
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Therefore, resource optimization is essential for ensuring

the productivity and efficiency of computer networks [43].

The various optimization method is given below:

Computation offloading It is the process of offloading

computation tasks to computing devices at the edge of the

network or in the cloud [46]. This reduces the load on local

computing devices and improves performance. EC lever-

ages a wide range of computing devices situated at the

periphery of the network, including mobile phones, IoT

devices, and network routers, to execute computational

operations. On the other hand, cloud computing utilizes

remote servers located in data centers to perform compu-

tation tasks.

Load balancing Load balancing involves an equal dis-

tribution of workloads across numerous computing devi-

ces. This ensures that no single device is overburdened and

that computing resources are used efficiently. There are

many [45] load-balancing algorithms, such as random, and

weighted algorithms, that can be used to distribute work-

loads. Load balancing can be done at various levels, such

as the network level, the application level, or the hardware

level.

Task scheduling Task scheduling involves the allocation

of tasks to computing devices, taking into account their

level of urgency and priority. This ensures that critical

tasks are completed first and that computing resources are

used efficiently. Task scheduling algorithms can be based

on different criteria, such as task deadline, priority, or task

laxity.

Energy optimization Using power management [44]

strategies such as frequency and voltage scaling is one of

the most efficient ways to maximize power usage.

Depending on the workload, the processor’s clock rate is

changed by frequency scaling. If the load is light, you can

lower the power consumption of the processor by lowering

the clock frequency. Voltage scaling lowers the voltage

supplied to the CPU, lowering the power consumption of

the processor. These processes are often combined to

achieve the highest energy efficiency.

Based on these concepts, we performed an intense lit-

erature review, divided into different categories which is

discussed in the next section.

4.4 Related work

This section aims to provide a review of recent studies on

load balancing, resource allocation, task scheduling, and

computation offloading. Also, a more comprehensive

analysis of several related literature studies is conducted.

The technical terms used in EC and Mobile Edge Com-

puting)MEC serve the same purpose and have identical

meanings. Furthermore, these technologies consistently

maintain their integrity and generality.

MEC is an ingenious technology that can catapult the

performance of computing-intensive services like Aug-

mented Reality (AR) applications and IoT by bringing the

data processing and computation tantalizingly close to the

end-users. This reduces the latency and amps up the QoE

for users, breathing new life into the entire gamut of ser-

vices. To accomplish this, numerous resource allocation

plans have been put out in the literature to optimize the use

of communication and computational resources [23].

A comprehensive analysis of current research on com-

putation offloading at the edge is conducted in [47]. Var-

ious aspects of Computation offloading are discussed,

including ways to reduce energy consumption, improve the

quality of experience, and ensure quality of service. Fur-

thermore, their review provides valuable information about

different approaches to resource allocation.

A thorough overview of task offloading strategies for

MEC that have been examined by other researchers was

provided by the author [48]. A study of the literature was

done on current studies that have been done on task

offloading for MEC. Three groups of models have been

identified: algorithm paradigm, decision-making, and

computational models. The classification and clarification

of the architectural model employed in task offloading was

another goal of this work. There is also a discussion of the

practical use cases, research directions, and design issues

associated with this field.

The authors [19] discuss different methods for

scheduling resources collaboratively within the framework

of EC. The authors also discussed task offloading, resource

allocation, and resource providing as three main scheduling

research challenges in EC. Also discussed and compared

technique for scheduling resources that is both centralized

and distributed.

on the basis of these comprehensive studies we are

categorizing the Edge optimization in following section

Resource allocation and scheduling Resource Alloca-

tion and Scheduling are integral concepts of various

decentralized domains including computer networking. It

involves the strategic distribution of resources to achieve

better resource utilization and get the maximum perfor-

mance and efficiency of the system. It plays a crucial role

in managing tasks, processing data, and workflow.

In the edge environment, there are many Edge Servers

available to handle service requests from IoT devices.

Every service request can be divided into a set of tasks. To

achieve a Service-Level Agreement (SLA), the primary

objective of resource scheduling in EC is to identify the

optimal approach for allocating various tasks to edge

nodes, ensuring efficient completion.

The author [43] has devised an EC-based resource

allocation strategy for IoT applications that is nothing short

of revolutionary. This cognitive edge framework
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seamlessly blends dynamic resource allocation with EC

resource demand mapping to efficaciously support the

enterprise cloud, resulting in a phenomenal outcome. The

cloud operating system’s bidirectional resource sharing

creates a single framework for allocating resources for IoT,

leading to a harmonious coexistence of technology and

innovation. The test results demonstrate beyond doubt that

the proposed technique is far more efficient in handling

resource allocation requests, further reinforcing its position

as a game-changer in the world of computing.

A unique MEC-based resource allocation strategy for

AR applications has been proposed by Ali and Simeone

[44]. The plan successfully reduces system costs by com-

bining communication and optimizing IT resources. To

ensure optimal energy use in the MEC, a consecutive

convex approximation function is used. The results

demonstrate that, the method produces superior load

reduction capacity as compared to traditional methods.

Another integration of EC and IoT is proposed and

describes the cross-layer dynamic network optimization to

improve the performance of network setup. The authors

[49] used the Lyapunov dynamic stochastic optimization

approach for admission control and better resource

allocation.

The author of [50] describes the challenges faced by EC

regarding resource management and utilization. The author

also designed a model for better resource allocation in edge

environments by providing a unique key in the system.

According to [51] Wi-Fi access networks have been

used to improve MEC services. The results of a resource

management strategy based on two-layer time division

multiplexing show that MEC over Wi-Fi can reliably use

power. It is suggested to use MEC-enabled Fiber-Wireless

broadband for low-latency, demanding MEC applications,

[52] developed this work. To reduce network latency, a

cloud-enabled resource management scheme has been

proposed. The results demonstrated that the analytical

model was successful in reducing delay and saving energy.

A middleware layer is used by the DRAP solution [53]

to connect mobile devices and peripherals. Any mobile

device that needs resources can access a pool of resource-

rich edge devices. Resource discovery, idle resource

computation, and mobile and peripheral functions are all

handled by DRAP. This method is very flexible because no

device acts as an edge device and because it can auto-

matically reorder as nodes are added or removed.

[42] Proposes to use of a P2P system to overcome the

problem of selfish behavior between participating devices.

Under the point-based incentive mechanism of this system,

devices can share resources to earn points, which they can

then use to purchase resources from other devices. The

system is built on a pre-trust model and takes into account

the social obligations of the community group to ensure

that the participating devices are trusted. A middleware

framework to improve CPU usage for AR applications is

proposed in [54]. The platform provides software services

for augmented reality applications and includes function-

ality to deploy or remove software components at runtime,

using only those required for the specific application.

While this reduces additional demands on the CPU, the

technique only applies to AR applications. some of

research article are discussed in Table 3.

Load balancing and distributions Load balancing across

edge devices is a critical aspect of EC, which is becoming

increasingly important as the use of linked gadgets and IoT

devices continues to grow. Instead of processing data in a

central cloud, EC processes data at the network’s edge,

lowering latency and enhancing the network’s perfor-

mance. Edge load balancing is a fundamental factor in

ensuring efficient data processing.

One of the key areas of research in edge load balancing

has been focused on resource allocation. Researchers have

been exploring various methods for resources allocating,

such as CPU and memory, to different tasks and applica-

tions, to maximize performance and minimize downtime.

CooLoad, a collaborative load-balancing system created

by Beraldi [45], is positioned to reduce execution latency at

the network edge. Under this collaborative system, data

centers exchange cache space based on available space. If

the cache at the data center becomes saturated, incoming

requests are redirected to another data center that has suf-

ficient storage capacity. This solution has been proven to

significantly enhance the efficiency of the information

technology department through experimentation.

Load balancing is achieved by assigning VMs to edge

devices that have sufficient resources, as proposed in [57].

The primary objective is to reduce the overall travel time

while taking into account WAN bandwidth and edge

device load. To reduce workload, the method described in

[58] integrates mobile devices, edge devices, and remote

clouds. A mobile device that needs resources can connect

to a nearby edge device or a remote cloud. Low latency and

no internet bandwidth are required if service is provided

through an edge device. However, if the service is sourced

from a remote cloud, it becomes a typical MCC pattern

with higher latency due to internet bandwidth usage.

The predefined VM templates are used according to the

approach suggested by [59] to meet the user requirements.

To keep the infrastructure stable, the edge device selects

the best template, customizes the infrastructure, and then

rolls back the changes. Using VMs separates infrastructure-

level changes from changes to guest operating systems, but

load balancing and task sharing between tenant VMs are

not covered. Consistent with the concept of mobile EC,

Kumar [24] created an intelligent network data manage-

ment system for a network that can withstand vehicle
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delays. A VM migration strategy is used to reduce data

center power consumption. Electric cars placed at the edge

of the network handle handling and communication issues

while making independent judgments. The test results

demonstrate that the proposed solution provides higher

throughput and lowest network latency. Some related

studies are discussed in Table 4.

Computational offloading and rescheduling Computa-

tional offloading is an important concept in resource

optimization, it tells how computational tasks are managed

for the effective use of resources. It transfers workload

from local devices to remote sources and helps to achieve

maximum efficiency of the system. This approach is

instrumental in resource utilization, enhancing efficiency,

and minimizing task execution. It works in various fields

from EC and MEC to Cloud Computing. In this section, we

discuss various computation offloading schemes in edge

environments.

Table 3 Related work on resource allocation and scheduling

Author,

Year &

Reference

Findings/outcomes Limitations Research contribution Results Optimized

parameters

Amjad,

2017 [43]

The primary advantages of

EC is the decrease in

latency

Edge devices have less

processing, storage, and

computational capability

than centralized data

centers

EC based IoT

application resource

allocation framework

The proposed

system manages

resource allocation

requests more

efficiently

Cost, Throughput

Ali and

Simeone,

2017 [44]

Edge computing offers

improved reliability by

reducing dependency on a

centralized infrastructure

Managing and growing edge

computing infrastructure

gets increasingly difficult

as edge devices and

applications proliferate

Resource allocation for

AR applications using

energy-efficient MEC

The proposed

method achieves

better load

reduction than the

current methods

Energy

Shichao,

2018 [49]

The purpose of utilizing

computational resource

management is to enhance

the overall performance of

communication systems

Interference Management,

Didn’t Show Proper

Effective energy harvesting

Mechanism for the

cross-layer

distribution of

dynamic resources

The proposed

scheme achieves

improvement in

performance and

throughput

Performance,

Delay,

Throughput

Jinlai, 2017

[50]

Resource-sharing contracts

with edge server providers

and employ resource

provisioning and latency-

aware scheduling

Showing Total dependency

on the server in micro data

centers

A zenith resource

allocation model

A good resource

allocation

scheme helps to

improve

performance

Response Time,

Performance

Zhenquan,

2019 [55]

Minimize the task execution

latency and power

consumption’s weighted

sum cost as achievable.

The results are based on �-
greedy Q-learning.

The proposed algorithm

for task offloading is

an optimal approach

that utilizes the �-
greedy Q-learning

technique.

Low Power

Consumption,

Low task

execution latency

Resource

allocation, cost,

performance,

energy

Rimal,
2017 [51]

Edge devices and servers

may use encryption and

access restrictions to

safeguard data from

breaches and illegal access

Specialized frameworks and

protocols are needed to

handle edge devices,

servers, and their interfaces

with centralized cloud

infrastructure

Use of fiber-wireless

(FiWi) access

networks for

optimizing MEC

services

With MEC over

WiFi, the

proposed strategy

has demonstrated

adequate power

consumption

Delay, Response

Time, Energy

Rimal,

2017 [52]

Edge computing may also

work in low-connectivity

contexts. Applications

may share edge computing

resources.

Reduced bandwidth costs

and efficiency may offset

these early expenditures

over time.

Arrangements for

managing resources

within the MEC via a

wireless fiber optic

network.

Both energy

efficiency and

quality of

experience were

improved by the

proposed method.

Response Time,

Energy

&Computation

Offloading

Liu, 2020

[56]

Efficient resource allocation

with the lowest cost.

Compared with the

probabilistic offloading

scheme, Heuristic

algorithms are not

considered.

An iterative

optimization

algorithm for

proficient resource

allocation.

Increased resource

utilization and

Minimized the

cost and time

consumption.

Cost,

Performance
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A game theory strategy has been proposed by Chen [46]

to investigate the issue of offloading as it relates to mobile

cloud computing. The system creates a distributed multi-

user compute offload set among mobile device users to

achieve optimal computing in the network. Game engi-

neering successfully achieves the property of Nash equi-

librium and reduces the computational load for many users.

For pressure equalization for computational tasks, Lar-

edo [6] presented an important self-organization technique

based on the automated sand cell model by Bak-Tang

Wiesenfeld. Experimentation has revealed improved uti-

lization of resources without any degradation in the QoS.

A low-latency MEC design in mobile media networks

was created by the author Li [66]. The system uses an MEC

server and an optimized traffic scheduling mechanism. As a

result, a modified handover technique improved mobility

management. For task scheduling in MEC systems, A

Markov decision method was suggested by Liu [30] that

reduces the average latency and power consumption.

Comparing the results with reference techniques, there is

very little delay.

A computationally offloading approach for MEC sys-

tems was created by [67, 68] use of portable energy har-

vesting (EH) equipment. The model uses a dynamic

computational offloading method based on Lyapunov

Table 4 Related work on load balancing and distributions

Author,

Year &

Reference

Findings/outcomes Limitations Research contribution Results Optimized

parameters

Kumar,

2016 [24]

EC lets programs run

without a cloud

connection

Skills and resources may be

needed to maintain a

distributed edge

network’s reliability,

security, and efficiency

Data management

strategy for MEC

Smart Grid with media

latency tolerance

The proposed

solution increases

throughput while

minimizing network

latency

Energy, Delay,

Response time,

Throughput

Beraldi,

2017 [45]

EC keeps sensitive data

closer to its source and

reduces transmission

exposure, improving

privacy and security

Distributed processing

makes data consistency

and integrity across

devices harder

Collaborative load

balancing arrangement

at MEC

The performance of

IT services is

greatly improved by

the proposed

approach

Time Delay,

Average Load

Yaozhong,

2017 [60]

Load balancing Within EC

based on QoS parameter

Priority of task are not

taken into consideration

Distributing new tasks

that come into the EC

network at regular

intervals

Effective Load

Balancing And

improved overall

performance and

output

Makespan and

Performance

Tham,

2017 [61]

The objective is to reduce

the total processing time

of the application

Energy-constrained are not

taken into consideration

Presented a load

balancing system that

is both distributed and

capable of achieving

quick convergence

Reliable Load

Distribution and

enhanced

productivity and

performance all

around

Performance,

Throughput,

Fault tolerance,

Reliability.

Babou,

2020 [62]

Distribute the requests

hierarchically on the

HEC clusters and reduce

the latency.

The automation of resource

management.

Hierarchical Load

Balancing technique

Effective load

Balancing with

Improved

processing time of

request and reduced

delay

Latency and

Performance

Kadhim,

2021 [63]

Load balancing approach

to improve utilization of

resource

Energy constraints are not

taken into consideration

A Load Balancing

scheme between Edge

servers

Maximizing the CPU

utilization, Priority

scheduling,

Minimizing the

required bandwidth

Bandwidth

consumption,

Latency,

Response time,

Resource

utilization

Zhang,

2020 [64]

Secure load balancing and

computation offloading

algorithm

As mentioned in the article

no security parameters

are considered

Load balancing

algorithm for

distributing mobile

data used among small

base station

Reduce overall

communication cost

Performance,

Cost
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optimization and the outcomes demonstrate that it outper-

forms benchmark policies.

Various research papers have suggested different

advanced computational techniques. [69] proposes a cen-

tralized Enterprise Cloud (EC) model, where all mobile

and edge devices register with EC, which assigns the

appropriate edge device for resource requirements. The

advantage is that work can be continued on multiple

peripherals, saving money, time, and energy. However, this

plan may not be scalable to larger networks because it

relies too much on internet capacity. Using a centralized

origin server, a similar strategy is provided in [70], where

the origin server maintains records of connected peripher-

als and their services. Requests are forwarded by the origin

server to the appropriate edge device, which can perform

the task, and distribute it to multiple edge devices. Some

related studies are discussed in Table 5.

5 SDN

These days, SDN [93] has become one of the most sig-

nificant network architectures due to features like scala-

bility, flexibility, and resource monitoring. In addition, the

researchers can add innovations for resource optimizations

with its integration in IoT [71], cloud computing, and EC.

In SDN, the control plane works like a centralized

device known as a controller [72, 73]. There is a lot of

benefit to decoupling the control plane and data plane of

network devices. The controller is an advanced method for

managing and optimizing network resources. It involves

separating the control plane, which is responsible for

making network decisions, from the data plane, which

handles the actual data traffic. That further helps to ade-

quate resource allocation and better load balancing [74].

SDN enables the appropriate distribution and redistri-

bution of network resources according to current demands

and traffic patterns, which helps optimize resource uti-

lization. It can optimize the usage of resources by

Table 5 Related work on computational offloading and rescheduling

Author,

Year &

Reference

Findings/outcomes Limitations Research

contribution

Results Optimized

parameters

Chen,

2016

[46]

EC processes data locally and

responds instantly, enabling

real-time decision-making

Installing edge devices and

networking infrastructure

requires money

Mobile Cloud

Offloading

Method Using

Game Theory

The performance of the

proposed unloading

system is improved

Average

Utilization,

Computation

Offloading

Laredo,

2017

[65]

Only necessary data is

transferred to the cloud or

data center by processing and

filtering data at the edge

EC processes and stores data

closer to its source,

lowering cloud-based

visibility and management

Important self-

organizing

method for load

balancing in MEC

Better resource

consumption is

demonstrated by the

proposed method

without sacrificing

QoS

Execution time,

Average

Load, Load

Balancing

Li,2017

[66]

Distributed EC offers

horizontal scalability

Configuring, monitoring,

and maintaining a

distributed edge device

network is difficult

MEC design in low-

latency mobile

vehicle network

Results showed

enhanced mobility

management with the

intercell handover

mechanism

Latency,

Reliability,

Computation

Offloading

Liu, 2016

[30]

EC minimizes bandwidth costs

by shifting computational

activities to edge devices,

reducing cloud data transfer

Edge devices and platforms

can’t communicate

without established

protocols and interfaces

Task planning using

the Markov

decision process

in MEC systems

Results showed

minimum delay

compared to baseline

approaches

Average Delay,

Task

Scheduling.

Mao,

2016

[67]

Supporting real-time apps

improves response times and

user experiences

Cloud or data center

resources may be needed

for computationally

demanding processes or

applications

Using energy

harvesting is a

way to reduce the

computational

load on MEC

The proposed model

outperforms

benchmarked policies

Cost, Energy,

Completion

Time,

Computation

Offloading

Mao,

2017

[68]

Optimization minimizes

network congestion,

bandwidth costs, and

efficiency

Managing updates,

maintenance, failures, and

replacements in large-scale

edge installations may be

difficult

Low complexity

suboptimal

method for MEC

systems

The results show less

latency than standard

processes

Energy, Delay,

Task

Offloading,

Resource

Allocation
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dynamically adjusting bandwidth, routing, and network

policies through a central controller. SDN is a critical tool

in modern network management because it offers flexibil-

ity that improves quality of service (QoS), enhances net-

work performance, reduces operational costs, and

optimizes resource allocation [75].

SDN architecture [76] comprises three layers, i.e., the

Application Layer, Control Layer, and Infrastructure

Layer. Figure 6 presents the layers of the SDN

Architecture.

Application layer This layer is the open area in SDN

where innovative applications can be implemented. Some

examples of applications within this layer include Network

Automation and Configuration. This layer is responsible

for monitoring various systems, troubleshooting any issues,

and ensuring QoS.

Control layer The control layer is the intelligent layer

that contains the control plane logic. The intermediate layer

is responsible for integrating the application and infras-

tructure layers. It is also used for monitoring business logic

to gather and manage different types of network informa-

tion, statistics, and details about the network’s structure.

Besides, this layer connects with the application layer

through a Northbound interface and connects with the

infrastructure layer using a Southbound interface, using the

OpenFlow Protocol.

Infrastructure layer The infrastructure layer consists of

various network devices that are used to create the data

plane and route traffic based on instructions received from

the controller. Inside the data center, there are operational

network switches.

SDN offers numerous advantages in the network

industry, assisting organizations with better solutions.

These benefits include cost optimization, simplified trou-

bleshooting, and efficient monitoring of resources. Here are

a few advantages of SDN.

SDN benefits SDN brings various benefits to the network

industry, like reducing operating costs by promoting vir-

tualization in network environments. It allows for better

utilization of resources and ultimately leads to lower

operating expenses. Besides, it provides automation to

networks to make them more reliable and customizable

than ever before. That means SDN-based networks can be

further enhanced with automation.

SDN limitations One of the crucial challenges in SDN is

security. Since SDN is centralized, all policy-related tasks

are performed from the control layer or controller. If

someone gains unauthorized access to the controller, it can

lead to the entire network being compromised. The DDoS

attack is also widely performed in SDN [77]. The current

education systems and certification syllabuses of network

vendors like Cisco and Juniper do not provide enough

information about SDN. This lack of knowledge and

training on SDN is causing a shortage of skilled workforce.

5.1 SDN of things

SDN of Things is a novel strategy that effectively manages

and controls IoT devices by using SDN and EC [78]. SDN

offers centralized network management by isolating the

network control layer from the data plane. EC, meanwhile,

moves data storage and computation closer to IoT devices.

EC is deployed to provide computing power and reduce

latency. IoT devices are connected to EC assets that are

managed by an SDN controller in an SDN of Thing

architecture. This controller provides a centralized view of

the Internet of Things and allocates resources dynamically

in response to the changing needs of IoT devices. SDN is

used to manage data flows between IoT gadgets, EC nodes,

and the cloud, enabling dynamic network setup and opti-

mization. IoT devices, SDN, and EC are all part of a net-

work architecture which is known as SDN-IoT.

SDN of Things using EC is an innovative approach to

managing and controlling IoT devices that enables orga-

nizations to leverage the benefits of both SDN and EC. By

providing a more efficient and secure network infrastruc-

ture, SDN of Things can help organizations realize the full

potential of IoT applications. SDN of Things offers quicker

data processing, increased dependability, and decreased

latency, which is crucial for IoT applications like contin-

uous surveillance, automation, and control. SDN of Things

enables businesses to use network resources more effec-

tively and enhance the network infrastructure at a low cost

[79].

One of the key benefits of SDN of Things is the ability

to apply advanced network policies and security controls

over IoT devices [80]. By centralizing network manage-

ment, SDN of Things enables organizations to enforce

consistent policies across the network which reduces the

risk of security breaches and improves the overall network

security.

SDN of Things also presents some challenges, such as

the need for interoperability, scalability, and the manage-

ment of distributed resources. Ensuring that IoT devices

can communicate with the SDN controller and that data is

transferred securely is critical for successful SDN of

Things deployments.

5.2 SDN-IoT edge

This section discusses how traditional network protocols

can be problematic for network administration, especially

given the rapidly evolving nature of computer networks.

The SDN can address these challenges by allowing soft-

ware programs with open APIs to centrally govern

Cluster Computing (2024) 27:5517–5545 5533

123



networks [4]. However, they note that SDN alone may not

be sufficient for fully leveraging the data from IoT appli-

cations and network operations. To propose a solution, we

put forward an architecture based on SDN-IoT [81] that

incorporates virtualization and IoT-specific capabilities in

the control plane, enabling tailored control logic for

heterogeneous IoT systems. They also explore the potential

of integrating edge cloud technologies with SDN to

enhance IoT networks, creating an autonomous and agile

system. Additionally, we discuss the challenges of transi-

tioning from centralized to distributed cloud solutions and

suggest incorporating a knowledge plane and knowledge-

bound API into IoT devices to improve data efficiency [8].

SDN is an innovative network management standard

that separates the packet processing data plane from the

routing processing control plane, creating a dynamic and

coordinated system. By enabling applications to monitor

network services and traffic, SDN improve resource uti-

lization and information exchange. The SDN controller can

respond to fluctuating demands by collaborating with

devices, applications, and routers. To cope with the

increasing volume of data, robust internet infrastructure is

needed, especially given the rapid growth of IoT devices.

In situations where network service demand changes

frequently, service providers may look to use a shared

network design to access necessary capabilities. Techno-

logical innovations like SDN and NFV will allow system

resources to be detached, ensuring strict confidentiality

between service providers. Innovative and efficient trans-

mission network solutions are actively being developed to

keep up with demand.

With the growing use and demand for technology, old

technological concepts are becoming obsolete. This is

where SDN and NFV come into play, paving the way for

new network designs that meet users’ and network ser-

vices’ growing demands. These technological concepts

allow for efficient resource utilization, flexible network

configuration, and improved network performance [10].

5.3 Related work

SDN is a transformative technology that can revolutionize

the performance of network-intensive services such as data

center management and network virtualization by central-

izing control and management functions. This enhances

flexibility and agility while improving the overall quality of

service for users, rejuvenating the entire spectrum of ser-

vices. To achieve this, various resource optimization

strategies have been proposed in the literature for effective

use of network resources and to enhance system perfor-

mance. This paper explores the core advancements in

SDN-based resource optimization schemes, providing a

comprehensive overview of the recent developments.

Rahman [82] presented an architecture that utilizes IoT

networks and SDN support layers to enable efficient and

intelligent industry management. The proposed architec-

ture was evaluated through performance assessments on

simulated environments with appropriate configurations.

To reduce network communication costs, Isyaku [83]

discussed a flow monitoring strategy that combines node

query requests and responses using heuristics-based opti-

mization techniques to keep track of the network. This

approach helps to optimize resource allocation and reduce

communication costs.

The author of [84] and her team researched attacks on

actual IoT devices to emphasize the significance of security

in IoT system design. The study revealed current security

vulnerabilities in commercial IoT systems, emphasizing the

need for essential security features such as reliability,

anonymity, privacy, authorization, authentication, recovery

of capabilities, and self-organization. Yurchenko [85] built

a lightweight Microservices component for OpenNet VM

to control network functions (NF) on demand. The poten-

tial for interoperability between NFS is made possible by

OpenNet VM’s support for a high-performance. For packet

management, their recommended NF handler takes full

advantage of the service chain.

Maksymyuk [86] introduced an industrial 5G touch

Internet solution based on SDN NFV. The system utilizes a

layered architecture with cloud support and built-in intel-

ligence to automate physical network functions in

dynamically created, monitored, updated, and deleted

VNFs. The aim is to enhance IoT heterogeneity calculation

in industrial settings.

A virtualized SDN-compatible IoT architecture has been

described by Antonakakis [87]. They took advantage of the

edge SDN/NFV nodes hosting the VNFs. The platform

presented by the authors offers several benefits such as low

latency and the rapid deployment of IoT devices facilitated

by edge devices, thanks to its ability to provide granular

user context. The MANO plan is responsible for managing

network and infrastructure operations, while the creation of

virtual gateways through NFV allows for improved scala-

bility, portability, and speed of deployment. While the

theoretical models presented in this article are promising,

there is currently no evidence of their practical imple-

mentation or testing.

An IoT traffic management prototype using contextual

forwarding/processing was discussed by Du [88]. Contex-

tual data delivered from sensor and application layers in

IoT networks reduces scalability, security, reliability, and

computational limitations. Thus, software-defined data

plane services are possible using programmable switches.

The FLARE Platform IoT Gateway software provides

contextual packet forwarding/processing, IoT device

identification, and connectivity.
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The authors [89] provide a new technique that connects

each cluster of patients using e-health IoT devices to an

SDN edge node based on their similarity and distance from

each other to facilitate effective caching using spectral

clustering. To improve QoS, the suggested MFO-Edge

Caching algorithm is considered for taking the near-opti-

mal data alternatives for caching based on evaluated cri-

teria. The suggested method has been shown to improve the

cache hit rate and reduce the average time to retrieve data

by 76% in experimental settings. The strategy outperforms

competing approaches, demonstrating the value of SDN-

Edge caching and clustering in maximizing the efficiency

of e-health networks.

The authors [90] presented a safe and energy-conscious

design for fog computing, and we devised a load-balancing

method to maximize efficiency in an SDN-enabled fog

setting. A Deep Belief Network (DBN)-based intrusion

detection system was built to reduce reduced delays in

communication between tasks in the fog layer. Based on

simulation results, it was determined that the suggested

approach offered a successful technique of load balancing

in a fog environment, with improvements of 15% in

average reaction time, 23% in average energy usage, and

10% in communication latency over current methods.

The author [38] introduced a novel framework known as

software-defined edge cloudlet (SDEC), which is based on

RL optimization framework. This framework aims to solve

the problem of task offloading and resource allocation in

wireless MEC. The recommended strategies for addressing

the complex issue include the utilization of Q-learning and

cooperative Q-learning-based reinforcement learning

techniques. The simulation results indicate that the sug-

gested approach effectively decreases the summation

latency by 31.39% and 62.10% in comparison to alterna-

tive benchmark approaches, such as classic Q-learning with

a random algorithm and Q-learning with epsilon greedy.

The author [91] proposed a load-balancing scheme for

machine-to-machine (M2M) networks that takes into

account traffic conditions. This scheme utilizes SDN

technology. To handle the high demand caused by sudden

bursts of traffic, load balancing techniques play a crucial

role in M2M networks. By utilizing the power of SDN to

observe and manage the network, the suggested load bal-

ancing method can meet various quality of service needs by

identifying and redirecting traffic.

The author [92] introduced a technology called Fiber-

Wireless (FiWi) that can enhance VECNs (Vehicular EC

Networks). FiWi technology has advantages like central-

ized network management and the ability to support mul-

tiple communication techniques. The author developed a

scheme to reduce the time it takes for vehicles to process

their tasks. The scheme uses SDN and load-balancing to

offload tasks. This is done in a FiWi-enhanced VECN

environment, where SDN helps manage the network and

vehicle information centrally. Some of the recent opti-

mization studies in which SDN integrates with EC and

their findings, contributions, and results are discussed in

Table 6.

5.4 SDN-based IoT-edge management

IoT-Edge management using SDN [93] involves using a

centralized controller to manage and orchestrate the net-

work traffic between IoT devices and EC resources. This

approach enables organizations to optimize their IoT and

EC infrastructure, improving the performance, scalability,

and security of their applications

The management of IoT and edge computing infras-

tructure involves several key tasks, including:

Device discovery and configuration IoT devices need to be

discovered and configured on the network before they can be

used. This involves assigning IP addresses, setting up security

credentials, and configuring device-specific settings.

Resource allocation and optimization EC resources need

to be allocated and optimized based on the needs of the IoT

devices. This involves monitoring resource utilization [94],

identifying bottlenecks, and dynamically adjusting

resource allocation based on changing demands.

Network security and compliance IoT devices and EC

resources need to be secured and compliant with organi-

zational policies and regulations. This involves imple-

menting security controls, monitoring network traffic, and

enforcing security policies [85].

Network monitoring and troubleshooting The network

needs to be monitored and troubleshooted to ensure that it

is performing as expected. This involves collecting net-

work data, analyzing network traffic, and identifying and

resolving issues as they arise.

SDN can help to address these management tasks by

providing a centralized controller that manages and

orchestrates the network traffic between IoT devices and

edge computing resources. The SDN controller can provide

a unified view of the network, enabling organizations to

optimize their resources and manage security policies more

effectively.

5.4.1 IoT-edge management

IoT-Edge management is the art of overseeing devices and

applications stationed at the fringes of the network [95].

This includes closely monitoring the gadgets, collating

information, and maintaining the applications running on

the devices. Edge management plays a crucial role in the

world of IoT, as it allows for immediate decision-making

in real-time and minimizes the volume of data that must be

sent to the cloud for analysis.
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However, managing the IoT-Edge comes with its own

set of challenges. The devices and protocols employed in

IoT are highly diverse, ranging from MQTT to CoAP and

HTTP. This heterogeneity makes it incredibly difficult to

regulate these devices in a cohesive and streamlined fash-

ion. Fortunately, SDN can come to the rescue by providing

a unified control plane for the network [96].

By managing the edge, IoT systems can optimize their

operations, detect and correct errors quickly, and improve

overall performance. Besides, SDN allows for better man-

agement of IoT devices and applications, enabling organiza-

tions to better leverage their investments in IoT technologies.

5.4.2 SDN for IoT-Edge management

SDN can be used for IoT edge management [97] in several

ways. SDN is capable of managing the network

infrastructure, including the switches, routers, and gate-

ways that connect the IoT devices. SDN can be used to

provision, configure, and manage these devices, facilitating

the deployment and administration of IoT edge networks.

Additionally, SDN can manage the IoT applications

running on edge devices. SDN can be used to orchestrate

the deployment of these applications, ensuring that they are

deployed to the appropriate devices and are running cor-

rectly. SDN can also monitor the performance of these

applications and to make changes to the deployment as

needed [98].

Besides, SDN handles the traffic flow between IoT

devices and the cloud. It can be used to optimize the traffic

flow, ensuring that data is sent to the cloud in the most

efficient manner possible. SDN manages the security of the

network, ensuring that only authorized devices are allowed

to communicate with the cloud.

Table 6 Related work on optimization in SDN

Year &

Reference

Findings/outcomes Limitations Research contribution Results Optimized

parameters

2023,

[89]

The performance and

reliability of IoT

healthcare systems are

enhanced by the

centralized management

and dynamic caching

technique. This makes it

possible for medical

professionals to give

patients with better

treatment.

If there are any sudden

changes in network

configurations and

settings, IoT devices might

have problems working

together.

The MFO-Edge Caching

algorithm is regarded as

an approach for selecting

near-optimal data

alternatives for caching,

utilizing evaluated

criteria.

Improved quality

of service and

minimized the

average data

retrieval time.

Cache Rate,

Delay Time,

Performance

QoS, and

Average time.

2022,

[90]

A deep belief network

(DBN) helps to reduce the

response time and average

energy consumption with

efficient load balancing.

Improve integration of IoT

while integrating with

computing technologies

like Edge and Fog to

reduce workload. Security

is also not considered.

SDN-enabled fog

environment used for

implementation of load

balancing algorithms.

Minimized

energy

consumption

and

communication

delay.

Energy,

Execution time,

Response Time,

Average cost,

Performance,

and Average

Load

2019,

[38]

The RL and QL are also

used for solving the delay

minimization problems.

Security is a main concern

while the agents are

working on multi-layered

architecture.

A resource allocation and

computational offloading

scheme is proposed in

MEC for SDN-based

wireless networks.

Minimized delay,

improved

efficiency, and

utilization of

the system

Total Delay and

Efficiency

2019,

[92]

The integration of SDN with

fiWi technology is used to

enhance vehicle

computing-intensive tasks

Lack of adaptability to real-

world scenarios and

scalability issues.

Better task offloading and

load balancing improve

the efficiency of the

system.

Reduction in

process delays

by utilizing

edge servers

and improved

resource

utilization

Process Delay,

Running Time,

and Average

Utilization

2018,

[91]

The capability of SDN

improves the system

efficiency by monitoring

and controlling the

network.

The incorporation of

Security parameters in

such environments is still a

challenge

A load-balancing scheme is
utilized for SDN-based

M2M networks.

Improved QoS of

the system and

provided

benefits of load

balancing.

Response Time,

CPU workload,

and resource

utilization.
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IoT edge management is critical for ensuring that IoT

devices operate correctly and efficiently. SDN can be used

to provide a centralized management framework for IoT

edge networks, making it easier to deploy, manage, and

optimize these networks. SDN can manage the network

infrastructure, the IoT applications running on the edge

devices, and the flow of traffic between the devices and the

cloud servers. With the increasing proliferation of IoT

devices, network-edge devices will be managed more

effectively with the increasing influence of SDN.

5.5 SDN and NFV

NFV is another significant concept in the context of SDN.

NFV is a technology that works well with SDN. It takes

network functionalities and puts them into software, mak-

ing them easier to manage and use. By adopting this

approach, it becomes possible to isolate network functions

like routing choices from local devices and execute them

on distant servers or in the cloud. SDN and NFV [99] have

a symbiotic relationship, meaning they can both benefit

from each other, but they don’t rely on each other to

function. Specifically, the virtualization and deployment of

network functions can occur independently of SDN, and

vice-versa. NFV has the potential to bring numerous ben-

efits, ranging from reducing costs to increasing system

openness.

In [6] author introduced a new architecture that focuses

on flexible resource management and achieving a balanced

utilization of resources. The architecture combines SDN

and MEC to allocate bandwidth and computing/storage

resources efficiently. The SDN control modules that are

present in the cloud/MEC servers allow multiple wireless

access networks to work together efficiently and manage

the large amount of data being handled. The computing and

storage capabilities used at the MEC allow us to meet

different quality of service requirements. For example, it is

important to have a quick response time for safe and

cooperative driving. In the new architecture, different ways

of managing resources are designed as an optimization

problem. This is done to improve the utilization of com-

puting power, storage, and bandwidth resources. The MEC

controller utilizes SDN and NFV regulate modules to

efficiently distribute bandwidth resources across multiple

access technologies and base stations. This improves the

utilization of bandwidth.

The future of communication networks is expected to

rely on virtualized infrastructures, which will provide

customized services to meet dynamic traffic demands while

supporting heterogeneity and diversity. SDN and NFV

[100], technologies offer significant benefits, such as

reducing operational costs and enabling better resource

utilization. They are gaining momentum and are expected

to play a critical role in shaping the future of communi-

cation networks [101]. The authors [102] propose a

resource consolidation scheme that utilizes SDN control

features to implement network resource management

concepts.

[103] presents a scalable NFV orchestration system that

allows for variable distribution of cloud and broadband

resources. Also, an SDN-based security architecture for 5G

networks is proposed to solve the underlying security

problem. SDN-based MEC architecture effectively

addresses the challenge of selecting intelligent MEC ser-

vers and offloading data.

5.6 Resource provisioning at edge

EC is a viable paradigm for processing data closer to its

source, rather than sending it to centralized data centers or

clouds, and is resource provisioning at the edge. Advan-

tages of EC include increased reliability, reduced latency,

privacy, and security.

Several factors need to be considered for resource pro-

visioning at the edge, including the location and charac-

teristics of the devices, the network connectivity, available

bandwidth, and the requirements of the applications run-

ning on the devices. For example, devices with limited

processing power or storage capacity may require

offloading of some of their computational tasks to nearby

edge servers/cloud, while applications that require low

latency or real-time processing may need to be run entirely

at the edge.

There are several approaches to resource provisioning at

the edge, including centralized, distributed, and hybrid

management. In centralized management, resources are

managed from a central location, such as a cloud or data

center, and allocated to devices at the edge as needed. In

distributed management, resources are managed locally on

each device, with coordination between devices to ensure

efficient resource utilization. Hybrid management involves

a combination of centralized and distributed management,

with some resources managed centrally and others man-

aged locally.

There are several challenges associated with resource

provisioning at the edge, such as the dynamic nature of

edge networks and the need to balance resource availability

and energy efficiency. These challenges have led to the

development of several resource provisioning frameworks

and techniques, such as edge caching, load balancing, and

resource prediction. Some notable research works on

resource provisioning at the edge are also discussed.

Chen [104] introduced a framework for resource allo-

cation and task scheduling in edge systems. This frame-

work considered energy efficiency and resource
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availability of the devices at the edge, ensuring that they

are put to optimal use.

In the same vein, Zhang [105] introduced a deep rein-

forcement learning-based approach that strives to optimize

the balance between performance and energy consumption

in resource allocation for EC. This approach is a remark-

able innovation that could potentially revolutionize how

resource allocation is done in EC.

Lastly, Sun [106] also made a significant contribution to

the field of EC by introducing a load-balancing approach.

Their approach takes into consideration the heterogeneity

of devices and applications at the edge, aiming to maxi-

mize resource utilization while keeping latency to a mini-

mum. These studies highlight the importance of effective

resource provisioning at the edge and provide insights into

the challenges and opportunities in this area.

5.7 Resource management on edge using SDN

Resource management on the edge is a realm of cutting-

edge research that delves into the optimization of resource

allocation and utilization in distributed EC environments.

In this paper, we shall plunge into the depths of recent

developments in resource management on the edge using

SDN [107].

EC, a paradigm shift in computing, is a representation of

the technological prowess that enables the analysis and

processing of data to be carried out close to the data source

rather than being restricted to a centralized data center.

Nonetheless, managing resources in distributed EC envi-

ronments can be a formidable undertaking, owing to the

ever-evolving nature of edge devices and fluctuating

workloads.

SDN is a revolutionary network framework that sepa-

rates the control plane and data plane of a network. This

innovative approach gives network administrators the

ability to dynamically and centrally control network

behavior. SDN has the capability to address the obstacles

associated with resource management in EC by providing a

centralized control plane that effectively supervises the

network and its resources [6]. This renders SDN the

quintessential candidate for resource management on the

edge. The following sections explain individually the

dynamic resource management, resource allocation

aspects, and resource management aspects of SDN..

5.7.1 Dynamic resource management in EC using SDN

A framework for dynamic resource management in EC

using SDN was proposed in a recent research paper [105].

The framework uses SDN to dynamically allocate resour-

ces to edge devices based on their workload and avail-

ability. The framework uses a reinforcement learning

algorithm to optimize resource allocation based on the

current workload and network conditions. The proposed

framework consists of three components: the SDN con-

troller, edge devices, and a learning agent. The SDN con-

troller is responsible for managing the network and

resources, while the edge devices perform the computation

and storage tasks. The learning agent uses a Q-learning

algorithm to learn the optimal resource allocation policy

based on the current network conditions.

The proposed framework was evaluated using a simu-

lation environment with multiple edge devices and varying

workloads. The results showed that the framework could

improve resource utilization by up to 60% compared to a

static allocation policy. The framework could also adapt to

changes in the workload and network conditions, demon-

strating its effectiveness in dynamic environments.

5.7.2 Resource allocation in multi-access edge computing
using SDN

Multi-Access EC is an emerging paradigm that enables

mobile network operators to deploy compute and storage

resources at the edge of the network, closer to the end-

users. A recent research paper [106] proposed an SDN-

based resource allocation scheme for Multi-Access EC

environments. The scheme uses a game-theoretic approach

to allocate resources among multiple edge devices while

ensuring fairness and efficiency.

The proposed scheme consists of three components: the

SDN controller, edge devices, and a resource allocation

module. The resource allocation module uses a Stackelberg

game model to allocate resources among the edge devices.

The model considers the utility of each edge device and the

cost of resource allocation. The proposed scheme was

evaluated using a simulation environment with multiple

edge devices and varying workload. The results showed

that the scheme could achieve higher resource utilization

compared to a static allocation policy. The scheme could

also ensure fairness among the edge devices, demonstrating

its effectiveness in a multi-user environment.

5.7.3 Resource management for latency-sensitive
applications in edge computing using SDN

Latency-sensitive applications, such as augmented reality

and virtual reality, require low latency to provide a seam-

less user experience. The scheme uses a ML algorithm to

predict the latency of each application and allocates

resources accordingly.

The proposed scheme consists of three components: the

SDN controller, edge devices, and a machine learning

module. The ML module uses a Random Forest algorithm

to predict the latency of each application based on the
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workload and network conditions. The SDN controller uses

the latency prediction to allocate resources to the edge

devices. The proposed scheme was evaluated using a

simulation environment with multiple edge devices and

varying workload. Some of the proposed algorithms in

SDN based EC with their Optimization parameters and

platforms are discussed in Table 7 and Comparison

between optimized parameters is shown in the Fig. 8.

6 Open issues, challenges, and current
trends for the integration of SDN-based
edge and IoT

There are a number of unresolved problems, issues, and

emerging trends in the integration of SDN-based edge

paradigms and other integrated technologies like Cloud

Computing(CC) and IoT [108]. Some essential factors to

consider in this area are discussed below:

Scalability and heterogeneity IoT-Edge-CC ecosystems

are made up of an enormous number of heterogeneous IoT

devices, each with a different set of capabilities, protocols,

and connection needs [109]. Scalability and maintaining a

variety of device kinds are issues when integrating SDN

with Edge-IoT. A major issue still lies in ensuring seamless

interoperability and effective resource management across

such a wide and varied ecosystem [114].

Security and privacy Security and privacy are of utmost

importance in the IoT-Edge due to the proliferation of

linked devices. To secure sensitive [115] data, SDN-based

integration must take into account concerns like authenti-

cation, access control, data integrity, and encryption. The

vast volumes of personal data that IoT devices create also

raise privacy issues, necessitating careful design and

deployment of privacy-preserving methods.

Network latency and dependabilityThe applications

often have severe requirements for network latency and

dependability [116]. The dynamic nature of IoT devices,

changing network circumstances, and the need for in-the-

moment data processing must all be taken into account

when integrating SDN with IoT-CC. In a dynamic CC

context, achieving low-latency communication, depend-

able connection, and effective routing techniques is still

difficult

Resource management and orchestration It’s crucial to

effectively manage and coordinate resources in a Edge-CC

ecosystem. SDN may provide centralized management and

programmability, but controlling traffic flows, distributing

network [117] and computing resources to IoT devices, and

optimizing resource use are continuous issues. Critical

issues that must be addressed include load balancing, QoS

assurances, and dynamic resource allocation.

Interoperability issues arise because Edge, CC and the

IoT use a variety of communication technologies, stan-

dards, and protocols. The heterogeneity of devices must be

addressed in order to provide smooth communication

across various platforms, networks, and applications. To

provide standard protocols, interfaces, and data models for

effective integration, standardization activities are

necessary.

The following are current developments in CC and IoT

integration using SDN.

EC and fog networking When combining SDN with CC,

EC and fog networking paradigms are often used to over-

come latency and reliability issues. Therefore, it is possible

to minimize data transmission, speed up reaction times, and

Table 7 Summary of the studies proposed algorithms in SDN-based edge computing

Author, Year &

Reference

Proposed algorithm Key concept Optimized parameter Platform

Skondras,2019

[108]

FLSA-CC QoS Task Scheduling,

Resource Allocation

Throughput, Waiting

Time

Lte-Sim Simulator, iCan

cloud, Omnet ??

Zhang, 2020

[109]

Online efficient energy approach Task offloading, Task

Scheduling

Energy, Running time Realtime

Guo, 2016 [110] SDN-based TCP Aggregation/

scheduling smart grid framework

Aggregation and

Scheduling

Throughput, Performance,

Fairness

Smartgrid environment

Scenario

Feng, 2014

[111]

Joint allocation model in SDN,

Popular flow scheduling policy

Resource allocation and

scheduling

Delay time, bandwidth,

throughput

Mininet

A.Sharma,2021

[112]

Priority based context information Pr-

CAI algorithm

Task Scheduling and

Resource scheduling

Delay time, Performance Omnet ??, Sumo

Chen, 2022

[113]

Design and effective flow scheduling

system

Task scheduling,

Resource allocation

Cost, throughput,

performance,

complexity

Realtime
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enhance performance by moving processing power closer

to the network’s edge [118].

Machine learning and AI-driven management It is

becoming more popular to use machine learning and arti-

ficial intelligence to manage and optimize SDN-based edge

networks. To properly manage the dynamic nature of IoT

settings, these technologies may allow proactive resource

management, predictive analytics, and automated decision-

making.

Edge intelligence and analytics It’s crucial to conduct

data analytics and intelligence at the network’s edge. SDN-

based edge systems may extract useful insights in real-

time, minimize data transfer to the cloud, and improve

privacy and security by processing data locally on edge

devices.

Edge security using blockchain To improve security,

trust, and data integrity in CC, edge and IoT contexts,

blockchain technology is being investigated. SDN-based

edge systems may provide decentralized authentication,

secure data exchange, and transparent transactional records

by using blockchain-based solutions.

5G and network slicing The introduction of 5G networks

and network slicing tools [119] opens up a lot of possi-

bilities for SDN-based Edge and IoT integration. The

performance and flexibility of IoT applications are

improved by 5G’s increased bandwidth, ultra-low latency,

and network slicing, which enables the construction of

virtualized networks customized to their unique

requirements.

The effective and safe integration of SDN-based Edge

and IoT ecosystems will be greatly aided by addressing

these open concerns and difficulties while using existing

trends.

7 Conclusion

SDN is a promising extension of EC due to its specific

management attributes and solutions for the needs of

emerging technologies. The present study analyzed some

of the new state-of-the-art findings in Edge, SDN, and their

integration. We have majorly classified the objectives of

resource optimization in edge computing by utilizing load

balancing, computation offloading, resource allocation, and

task scheduling. Additional categorizations are considering

the function of SDN in the optimization of edge comput-

ing. The considered methodology defined the magnitude of

the problem formulation, particularly for the scenario and

underlying assumptions. Besides, this paper presents an

analysis of the discussion and research problems, followed

by the proposal of three recommendations. Firstly, it is

necessary to take into account the gains, limitations, and

optimization of resources in both paradigms to effectively

employ the end devices. Furthermore, the issue of resource

orchestration among multiple providers can be effectively

addressed by the implementation of a multiparadigm sys-

tem that combines SDN with NFV. And lastly, it is crucial

to incorporate dynamism into the scenario to replicate true

situations of real-time computing systems. It has also been

observed that the utilization of SDN-based technology can

effectively resolve various unresolved matters pertaining to

effective resource allocation in MEC.

Some future scopes of study are mentioned below:

• Resource allocation and load balancing strategies to

enhance resource utilization in SDN-based EC could be

developed.

• Researchers can implement efficient energy-aware task

scheduling methods to reduce power consumption and

operational costs in SDN-based EC.

Fig. 8 Optimized parameters
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• Several security measures can be considered for robust,

efficient SDN-based EC systems to provide a secure

architecture with enhanced QoS parameters.
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