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Abstract
In peer-to-peer(P2P) networks, content delivery is very critical, but there are not many relevant research results in content

delivery technology. In this paper, in order to simulate content delivery in P2P mode, the number of online players is

abstracted into the number of servers that can provide services, the peers write content to buffer is abstracted into the

arrival of customers, and the players read content from buffer is abstracted into the service process of the servers. Based on

the consideration of the effect of the number of P2P online players on energy consumption, an M/M/c queueing model with

random variation in the number of servers is developed, and negative customers and preemptive priority policies are

introduced. The matrix–geometric solution method and Gauss-Seidel iterative method are used to derive the performance

measures of the system at steady state for two types of contents. And some numerical examples are given using Matlab for

analyzing the trend of performance measures in P2P networks with parameters. The benefit function is established to obtain

the parameter values that make the social benefit optimal by Nash equilibrium and social optimal strategy, and provide the

theoretical basis for the scheduling of P2P peers.

Keywords P2P networks � Content delivery � Preemptive priority � M/M/c queue � Matrix–geometric solution method

1 Introduction

P2P networks break the traditional client/server model of

the Internet, where each peer in P2P networks is equal and

there is no central peer, it can serve as a requester of net-

work services and respond to requests from other com-

puters to provide resources and services. Therefore, the

implementation of P2P applications has high scalability

and low deployment costs, giving a huge space for Internet

publishing and sharing (Loo et al. [1], Luo et al. [2], Chen

et al. [3]).

In fact, P2P networks have already occupied a dominant

position in the early Internet, and with the rapid increase of

users, the resources and service capabilities of the system

are expanding simultaneously, which makes P2P networks

have an ‘‘inherent‘‘ scalability. Zhou et al. [4] proposed a

hybrid P2P strategy of Rarest First and Greedy in order to

balance start-up latency and continuity, and to ensure

scalability, an algorithm was designed to dynamically

adapt to the size of the peer population while retaining

some peers to ensure real-time playback requirements and

low start-up latency. Most P2P applications use multiple

chunks when sharing files, Susitaival and Aalto [5] pro-

posed a detailed Markov model based on how files are

divided into chunks and how the chunk selection strategy

used affects the performance of the P2P file sharing system,

and compared different chunk selection strategies. The

results show that splitting the file from one block to two

blocks significantly improves the performance of the sys-

tem. Guo et al. [6] proposed an adaptive queue-based

chunk scheduling method, which can achieve high band-

width utilization and optimal streaming rate in P2P
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streaming media, and evaluated the scheme in a real net-

work, the results show that the adaptive queue-based chunk

scheduling method can achieve near-optimal streaming

rate, and can well adapt to the changes of peers and the

dynamic changes of the underlying network.

Load optimization plays a vital role in cloud computing,

which represents the system performance, and the best

optimization technology goal is to effectively meet the

needs of users with the least resources and processing time.

Priya and Gnanasekaran [7] provided a data center resource

allocation method based on load prediction in order to

optimize different hybrid P2P cloud data center regions and

different users in the cloud environment, it enhances load

optimization by maintaining the reliability and stability

between the user group and the data center during data

transmission. Compared with the traditional methods, the

proposed algorithm also reduces the resource utilization

and response time. Du et al. [8] proposed an interference-

constrained routing scheme on a P2P-shared multi-hop

device-to-device(D2D) network, which accelerate the

average download rate of sub users within the limits of

interference in the mobile network. To provide better

performance, a routing scheme with coverage-based P2P-

share(R-CPS) scheme was also developed, which can

effectively exploit the broadcast characteristics of the

wireless channel to ensure that each route can cover other

users. A routing scheme with a location-aware P2P sharing

mechanism was also proposed, whose core idea was to find

a route that detours through or directly passes through other

users, and simulation evaluations showed that both

schemes have the ability to effectively improve data

download rates.

Nowadays, P2P networking technologies are gaining

more and more attention, such as in file sharing and

streaming live media systems. P2P has become an almost

indispensable technology as user requirements for file

download rates and streaming quality continue to increase.

Sun et al. [9] proposed a P2P transaction mechanism based

on carbon emission flow and utilized the alternating

direction method of multipliers (ADMM) algorithm to

protect the privacy of users in the P2P transaction process.

It is also becoming popular to use P2P technology to

provide security, high availability, and persistent data

access services between servers for load balancing. Among

the various P2P file sharing protocols, BitTorrent is the

most common and popular one, which focuses on illegal

sharing of some copyrighted files. Nowadays, many anti-

P2P companies have started to launch attacks on BitTorrent

networks. Fattaholmanan and Rabiee [10] analyzed the

fragmentation attacks on BitTorrent and set up the validity

of the attacks, which were found to be effective in com-

bating illegal BitTorrent sharing through experiments.

Sankar et al. [11] verified the blocks in the network and

achieved data security by using private blockchain in

software-defined networks(SDN) and peer-to-peer com-

munication in public blockchain. To increase confiden-

tiality, the sender signs specific operations while

transferring data from one user to another. The results

showed that security was enhanced, throughput and

response time were improved, end-to-end latency and

expenses were reduced during data transfer. Bradai et al.

[12] proposed a layered P2P streaming mechanism which

relies on an algorithm that enables each peer to select the

right streaming layer and to find the right peer to serve

them. The mechanism also efficiently utilized network

resources and provided high system throughput, and the

results showed that the mechanism improved the video

quality while reducing the number of layer changes and

useless blocks.

With the continuous development of queueing theory,

classical queueing systems have been extensively resear-

ched and their results have received wide attention and

have been applied to many fields. Xu et al. [13] analyzed

the multi-server working vacation queueing system with

negative customers, its quasi-birth and death (QBD) pro-

cess and generating matrix were derived from the multiple

vacation model, and then the steady-state distribution

expression of the system queue length and certain system

indicators were given by using the matrix–geometric

solution method. Ma et al. [14] studied the discrete work-

ing vacation queue with non-preemptive priority and

variable service rate, gave the stationary distribution of the

system and analyzed the equilibrium behavior of two types

of customers. Wang et al. [15] established a synchronous

multiple vacation queueing model based on the sleep

mechanism of the standby module and studied a MEC task

offloading strategy incorporating virtual machine clustering

and sleep mechanisms. By setting up the main module

which was always active and the standby module which

can sleep in time in the server, the energy saving rate of the

system was derived by using quasi-birth and death process

and matrix–geometry solution method, and the effective-

ness of the task offloading strategy was verified. Chen and

Chen [16] established a queuing model for stopping and

dropping out in the queuing process based on the large

number of people and service interruptions that exist dur-

ing manual customer service consultation, derived the

steady-state distribution through matrix analysis, and gave

control suggestions for system optimization through

numerical experiments. GnanaSekar and Kandaiyan [17]

studied a single-server retry queuing system with delayed

repair and feedback in a work vacation queue, derived the

steady-state probability function of the system using the

complementary variables method, and analyzed the impact

of some key metrics of the system on the performance

metrics. Singla and Kaur [18] studied a two-stage queueing
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model with impatient customers and feedback, where

customers arrive and depart with a certain probability, and

analyzed the parameter changes through numerical results.

Ye and Chen [19] studied a M/M/1 retrial queuing system

with working breakdowns and compared the spectral

expansion method with the matrix geometric solution

method.

In real life, queue with preemptive priority strategies is a

broader and more complex class of queueing systems,

which is an extension and expansion of classical queueing

systems. In addition, many scholars at home and abroad

have applied feedback strategies, thresholds and working

vacations to multi-server systems. Pandey and Pal [20]

studied the discrete-time queueing system with non-pre-

emptive priority, and obtained the steady-state distribution

and the average waiting queue length of the system.

Aibatov [21] introduced unreliable servers and preemptive

priority in the queueing system and obtained the conditions

that make the system reach steady state. Ma et al. [22]

studied the M/M/c queueing model with preemptive pri-

ority and synchronous multiple working vacations, gave

the steady-state indexes of two types of customers and the

disappearance rate of high-priority customers, and finally

described the impact of parameter changes on the system

performance measure. Valentina [23] studied a single ser-

ver queueing model with a finite buffer that described the

operation of the system using a multi-dimensional Markov

chain, calculated the smooth distribution of the system and

several performance characteristics. Bian et al. [24] applied

the Laplace transform and inverse transform to find the

density function and distribution function of the system in a

queueing system with priority queueing but non-preemp-

tive service after M/M/1 feedback, and finally verified the

obtained results by using the properties of the Laplace

transform. Zhao et al. [25] set up a certain number of

channels based on the idle time in the system, introduced

variable transmission rates in discrete queue, and investi-

gated the effect of buffer capacity on each index.

In daily life, the feature of variable number of servers

also has many applications. For example, Zhao et al. [26]

proposed a cloud service system with variable number of

servers based on the feature that virtual machines in the

cloud service system can be migrated, gave the approxi-

mate lower bound of virtual machines needed to be turned

on in the steady state, and analyzed the impact of parameter

changes on the number of virtual machines in the on state.

Based on the fact that the number of customers may exceed

the set queue threshold during busy periods, Zang and Li

[27] introduced concepts such as customer patience and

found that the introduction of queue thresholds effectively

improved the system efficiency when compared with the

traditional queuing model (Table 1).

Currently, almost all of the global providers of broad-

band content, that is, high-traffic content, are resorting to

P2P technology to solve the problem of resource delivery.

With the popularity of these bandwidth-intensive P2P

applications, P2P traffic continues to grow rapidly, con-

suming a large amount of network bandwidth resources and

even causing network traffic congestion, which has a

negative effect on the normal operation of the Internet. It is

particularly important to model the P2P content delivery

process to improve the service performance, reduce energy

consumption and analyze how to optimize the social ben-

efit. The above literatures have studied P2P networks in

terms of scalability, system performance, bandwidth allo-

cation, and load optimization, but almost no literature has

modeled and studied the feature that P2P peers change

randomly. In this paper, based on the P2P network content

delivery technology, the negative customer, preemptive

priority and the number of servers randomly varying

strategies are introduced into the classical M/M/c queueing

to model and study content delivery in P2P networks.

There are three main contributions of this paper.

• In order to ensure the stability of the P2P content

delivery process and optimize the social benefits of the

system, the behavior of peers is analyzed and a

preemptive priority M/M/c queuing model with nega-

tive customer and randomly varying number of servers

is established. The main purpose of this paper is to

investigate how the arrival rate, service rate and the

number of online servers in P2P systems affect the

energy consumption of the content delivery process and

how to make the delivery process maximally socially

beneficial.

• A three-dimensional Markov model is established, and

performance measures such as the average queue length

of the two types of customer, and the utilization rate of

the server are obtained using the matrix–geometric

solution method and the Gauss-Seidel iteration method.

• The individual and social benefit functions are defined,

the effects of parameter changes on performance

measures as well as Nash equilibrium and socially

optimal strategies are derived through numerical

analysis.

The rest of this paper is organized as follows. In Sect. 2,

real-time streaming delivery techniques are combined with

queuing models to model the P2P networks. In Sect. 3, the

steady-state system is analyzed and some performance

measures at steady state are obtained. In Sect. 4, the impact

of some parameters varying on system performance mea-

sures is analyzed and the optimal arrival rate in Nash

equilibrium is analyzed by constructing individual and

social benefit for two types of customer. Section 5 are the

conclusions.
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2 P2P network model description

In P2P networks, the transmission of real-time content is

generally one-way, in line with the principles of real-time

streaming transmission systems. In real-time streaming

applications, there are some storage locations called buffer,

which are used to store peers. Peers keep writing to buffer

through P2P networks, while players keep reading from

buffer. The organization of buffer can be described by a

circular queue, the length of the queue is the number of

blocks it can hold. As shown in Fig. 1, there are two

pointers in this queue, one is pointing to the storage loca-

tion of the latest arriving content, called the latest content

block pointer; the other is pointing to the storage location

of the content currently read by the player, called the

current playing block. The content between the current

playing block along the counterclockwise direction to the

latest content block is called the playable content. When a

new content block arrives, the latest content block pointer

Table 1 Comparison of researches work on scheduling strategy

Authors Approach Priority Load balancing Reliability Resource minimization Refs

Loo et al. (2004) An alternate approach based on

Distributed Hash Tables (DHTs) engine

No Yes Yes No [1]

Priya et al. (2020) Load optimization and resource

Minimization (ELORM) algorithm

No Yes Yes Yes [7]

Du et al. (2017) The interference-constrained routing

Schemes over peer-to-peer (P2P)

Share enabled multi-hop D2D networks

No Yes Yes No [8]

Sankar et al. (2021) Implements data security by

Employing private blockchain in

SDN and public blockchain

For peer to peer communication

No Yes Yes No [10]

Ma et al. (2018) Matrix–geometric solution method

and Gauss-Seidel iterative method

Yes Yes No Yes [13]

Wang et al. (2021) Quasi-birth-and-death process

And matrix–geometric solution

No Yes No Yes [14]

Chen et al. (2022) Matrix analytical method No No Yes Yes [15]

GnanaSekar et al. (2022) The approach of supplementary variables No Yes No No [16]

Singla et al. (2021) The difference-differential equations

Laplace transform

Yes Yes No No [17]

Aibatov et al. (2016) Laplace-stieltjes transform Yes No No No [19]

Ma et al. (2018) Quasi-birth-and-death

Process and matrix–geometric

Solution method

Yes No Yes Yes [20]

Valentina et al. (2022) Multidimensional markov chain No Yes No No [21]

Zang et al. (2021) Simulate the overall performance

Of the contact center queueing

Model using ProModel software

No Yes No Yes [25]

Fig. 1 Content delivery mechanism diagram

2904 Cluster Computing (2024) 27:2901–2915

123



moves counterclockwise by one grid, and when the player

finishes playing a content block, the current playing block

pointer moves counterclockwise by one grid.

To analyze this delivery process, two relevant parame-

ters are introduced: one is the code stream speed of the

real-time content, which corresponds to the service rate of

the server; the other is the speed at which the peer acquires

the content, which corresponds to the speed at which the

customer arrives. In P2P networks, the number of online

peers is abstracted into the number of servers that can

provide services, the peer writes to buffer is abstracted into

the arrival of customers, and the player reads from buffer is

abstracted into the service process. Thus build a preemptive

queueing model with negative customer and random vari-

ation in the number of servers. Assuming that a negative

customer is an insecure element in the network, its arrival

causes corruption of the content being played at the top of

the queue. In order to facilitate readers’ better under-

standing, in the following section denoting the player in

P2P network by the server, and Type I customer and Type

II customer denoting Type I content and Type II content.

1. Based on the particularity that P2P peers can arrive and

depart at any time, a time-continuous queueing model

with the number of online servers in P2P networks

varying randomly is established. When the number of

online servers at one moment is jð1� j� c� 1Þ, the

number of online servers at the next moment may be

jþ 1, j� 1 and j. Specially, when the number of online

servers at one moment is 0, the number of online

servers at the next moment may be 0 and 1; when the

number of online servers at one moment is c, the

number of online servers at the next moment may be

c� 1 and c. The online process of servers in P2P

networks follows a Poisson process with the parameter

ks, and the online time follows an exponential distri-

bution with parameter ls. The time when the server

turns from offline to online is random, and the online

time is also random. Therefore, the number of online

servers at any moment is a random variable.

2. Assuming that there are two types of customer in P2P

networks, Type I customer is a common event in real-

time streaming, Type II customer is a sudden emer-

gency or major event in real-time streaming, so Type II

customer has preemptive priority over Type I cus-

tomer, which means that when Type II customer enters

the buffer, if some online servers are found to be

serving Type I customer and there is no idle online

server, Type I customer in front of the line is

interrupted at this time, and the interrupted Type I

customer will be replayed only when there is an idle

server in P2P networks again. Both types of customer

are arranged in a single queue upon arrival, and the

storage space for Type I customer is infinite, and the

maximum storage space for Type II customer is c.

When all online servers are serving Type II customer,

the latest arrival of Type II customer no longer enters

into the system, and the server goes offline while the

corresponding Type II customer being served stops

serving. The arrival intervals of Type I customer and

Type II customer follow exponential distributions with

parameters k1 and k2 respectively. The service rate of

Type I customer and Type II customer follow expo-

nential distributions with parameters l1 and l2,

respectively.

3. The arrival interval of the negative customer follows an

exponential distribution with parameter k�, the nega-

tive customer priority damage Type I customer being

served at the head of the queue. When there is no

customer to serve in P2P networks, the arriving

negative customer disappear automatically and the

negative customer only attack the customer and don’t

attack the server.

4. Both types of customer in the system follow the First-

Come-First-Served (FCFS) rule. The arrival interval,

the service time, and the process of serving the

customer by any two online servers are independent

of each other, and the maximum number of online

servers is c. The P2P network operation diagram is

shown in Fig. 2.

3 Model analysis

3.1 State transfer rate matrix

Let L1ðtÞ ¼ i; i� 0 denotes that there are i Type I cus-

tomers in the P2P network at moment t, L2ðtÞ ¼
l; 0� l� c denotes that there are lType II customers in the

P2P network at moment t, and JðtÞ ¼ j; 0� j� c denotes

that there are j online servers in the P2P network at moment

t, thus L1ðtÞ;L2ðtÞ; JðtÞð Þ; t� 0gf is a three-dimensional

Markov process, and there is a state space

X ¼ fði; l; jÞ; i� 0; 0� l� c; l� j� cg: ð1Þ

the state set ði; 0; 0Þ; ði; 0; 1Þ; � � �; ði; 0; cÞ; ði; 1; 1Þ; ði; 1; 2Þ;
� � �; ði; 1; cÞ; ði; 2; 2Þ; ði; 2; 3Þ; � � �; ði; 2; cÞ; � � �; ði; c� 1; c�
1Þ; ði; c� 1; cÞ; ði; c; cÞ is called level i, where i� 0.

Specifically, the state transfer diagram when c ¼ 3 is

shown in Fig. 3.

Arranging the states of the system in lexicographic

order, the transfer rate matrix can be expressed in the

following form
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Fig. 2 P2P network operation

mechanism
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Fig. 3 State transfer diagram of queueing model
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Q ¼

A0 C

B1 A1 C

B2 A2 C

. .
. . .

. . .
.

Bc�1 Ac�1 C

B A C

. .
. . .

. . .
.

2
6666666666664

3
7777777777775

: ð2Þ

where A0;Aið1� i� c� 1Þ;A;Bið1� i� c� 1Þ;B;C
denote the inter-level transfer rate matrix respectively. And

A0;Aið1� i� c� 1Þ;A;Bið1� i� c� 1Þ;B;C are all ðcþ
1Þ � ðcþ 2Þ=2 dimensional block square matrix. To

express the matrix easily, the following symbols are

defined.

When 1� l� c;

d0;l;j¼
�ððj� 1Þksþðc� jþ 1Þlsþðc� lÞl2þk1þk2Þ; 1� j� l;

�ðlks þ ðc� lÞls þ ðc� lÞl2 þ k1Þ; j ¼ lþ 1:

�

ð3Þ

When 1� l� c; 1� j� l;

di;l;j ¼

�ððj� 1Þks þ ðc� jþ 1Þls þ ðc� lÞl2 þ k1 þ k2þ
minði; l� jþ 1Þðl1 þ k�ÞÞ; 1� i� c� 1;

�ððj� 1Þks þ ðc� jþ 1Þls þ ðc� lÞl2 þ k1 þ k2þ
ðl� jþ 1Þðl1 þ k�ÞÞ; i ¼ c:

8>>><
>>>:

ð4Þ

When 1� i� c; 1� l� c;

di;l;lþ1 ¼ �ðlks þ ðc� lÞls þ ðc� lÞl2 þ k1 þ k�Þ: ð5Þ

When 1� l� c;

ni;l;j ¼
minði; l� jþ 1Þðl1 þ k�Þ; 1� i� c� 1; 1� j� l;

k�; 1� i� c; j ¼ lþ 1;

ðl� jþ 1Þðl1 þ k�Þ; i ¼ c; 1� j� l:

8><
>:

ð6Þ

In order to represent the sub-block matrix of matrix Q, the

following matrix is defined according to the above men-

tioned notations

Di;lþ1¼
�ðcls þ cl2 þ k1Þ; i ¼ 0; l ¼ 0;

�ðcls þ cl2 þ k1 þ k�Þ; 1� i� c; l ¼ 0;

Tlþ1þdiag(di;l;lþ1,di;l;l; � � �; di;l;1) ;0� i� c; 1� l� c;

8><
>:

ð7Þ

where the lþ 1 dimensional square matrix Tlþ1ð1� l� cÞ
is represented as follows

Tlþ1¼

0 lks
ðc� lþ 1Þls 0 ðl� 1Þks

ðc� lþ 2Þls 0 ðl� 2Þks
. .
. . .

. . .
.

ðc� 1Þls 0 ks
cls 0

2
6666666664

3
7777777775

:

ð8Þ

ulþ1;l;wl;lþ1 and Fi;lþ1 are defined as follows:

ulþ1;l ¼

0 0 � � � 0

k2 0 � � � 0

0 k2 � � � 0

0 0 . .
.

0

0 0 � � � k2

2
66666664

3
77777775
ðlþ1Þ�l

; 1� l� c; ð9Þ

wl;lþ1 ¼

lls ll2 0 � � � 0

0 0 ll2 � � � 0

..

.
0 0 . .

.
0

0 0 0 0 ll2

2
66664

3
77775
l�ðlþ1Þ

; 1� l� c;

ð10Þ

when 1� i� c; 1� l� c,

Fi;lþ1 ¼ diagðni;l;lþ1; ni;l;l; � � �; ni;l;2; ni;l;1Þ:

Thus, the sub-block matrix of matrix Q is expressed as

follows:

A0 ¼

D0;cþ1 ucþ1;c

wc;cþ1 D0;c uc;c�1

. .
. . .

. . .
.

w2;3 D0;2 u2;1

w1;2 D0;1

2
66666664

3
77777775
; ð11Þ

Ai ¼

Di;cþ1 ucþ1;c

wc;cþ1 Di;c uc;c�1

. .
. . .

. . .
.

w2;3 Di;2 u2;1

w1;2 Di;1

2
66666664

3
77777775
; 1� i� c� 1;

ð12Þ

A ¼

Dc;cþ1 ucþ1;c

wc;cþ1 Dc;c uc;c�1

. .
. . .

. . .
.

w2;3 Dc;2 u2;1

w1;2 Dc;1

2
66666664

3
77777775
; ð13Þ
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Bi ¼

Fi;cþ1

Fi;c

. .
.

Fi;2

k�

2
66666664

3
77777775
; 1� i� c� 1;

ð14Þ

B ¼

Fc;cþ1

Fc;c

. .
.

Fc;2

k�

2
66666664

3
77777775
; ð15Þ

C ¼

k1

k1

. .
.

k1

2
66664

3
77775
: ð16Þ

3.2 System steady-state analysis

The structure of the matrix Q indicates that the Markov

process fðL1ðtÞ; L2ðtÞ; JðtÞÞ; t� 0g is QBD. When the

process is positive recurrent, the steady-state distribution is

defined as follows:

pi;l;j ¼ lim
t!1

PfL1ðtÞ ¼ i; L2ðtÞ ¼ l; JðtÞ ¼ jg; ði; l; jÞ 2 X

pi¼ðpi;0;0; pi;0;1;� � �; pi;0;c; pi;1;1; pi;1;2; � � �; pi;1;c; pi;2;2; pi;2;3;

� ��; pi;2;c; � � �; pi;c�1;c�1; pi;c�1;c; pi;c;cÞ; i� 0;

ð17Þ

P ¼ ðp0; p1; p2; � � �Þ: ð18Þ

The sufficient and necessary conditions that QBD

fðL1ðtÞ; L2ðtÞ; JðtÞÞ; t� 0g is positive recurrent is that the

matrix quadratic equation

R2Bþ RAþ C ¼ 0 ð19Þ

has a minimum non-negative solution, and the spectral

radius SPðRÞ\1, ðcþ 1Þ2 � ðcþ 2Þ=2 dimensional

stochastic matrix

B½R� ¼

A0 C

B1 A1 C

B2 A2 C

. .
. . .

. . .
.

Bc�1 Ac�1 C

B RBþ A

2
6666666664

3
7777777775

ð20Þ

has left-zero vector. When the process is positive recurrent,

the steady-state distribution satisfies the following

equations

ðp0; p1; � � �; pcÞB½R� ¼ 0;

Xc�1

i¼0

pieþ pcðI � RÞ�1e ¼ 1;

pi ¼ pcR
i�c; i� c

8>>>>><
>>>>>:

ð21Þ

where e denotes a ðcþ 1Þ � ðcþ 2Þ=2 dimensional column

vector which all elements are 1, and I denotes a ðcþ 1Þ �
ðcþ 2Þ=2 dimensional unit matrix.

The proof process of the above conclusion uses matrix–

geometric solution method, and the specific proof process

of matrix–geometric solution form of the steady-state dis-

tribution can refer to Neuts [26] and Vinod [29]. Since the

matrices A;B;C are complex, the solution R of the equa-

tion R2Bþ RAþ C ¼ 0 is expressed in implicit form, and

the Gauss-Seidel iterative method is used here to solve the

approximate solution of the rate matrix R, the main steps of

the algorithm are shown in Algorithm 1, and the accuracy e
of the algorithm is given here, and the approximate solu-

tion of the rate matrix R is obtained when Rn � Rn�1kk \e.
The specific steps of the iterative algorithm are as follows.

Algorithm1. Itreative algorithm for rate matrix R

Step 1. Input the error precision eðe ¼ 10�5Þ; c; k1; k2,

ks; k
�;l1;l2;ls and rate matrix R ¼ 0.

Step 2. Input A;B;C,

Step 3. Define n ¼ 1,

Rn�1 ¼ R,

Rn ¼ �ðRn�1
2Bþ CÞA�1.

Step 4. While Rn � Rn�1k k1 [ e,

n ¼ nþ 1,

Go to Step 3,

else,

Go to Step 5.

Step 5. R ¼ Rn.
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3.3 System performance measures

Based on the above analysis, the following expressions of

the system can be obtained under the condition that the

steady-state distribution of the P2P network exists.

1. The average queue length of Type I customer is given

by

EðL1Þ ¼
X1
i¼0

iPðL1 ¼ iÞ ¼
X1
i¼1

i
Xc
l¼0

Xc
j¼l

pi;l;j

 !
:

ð22Þ

2. The average queue length of Type II customer is given

by

EðL2Þ ¼
Xc
l¼0

lPðL2 ¼ lÞ ¼
Xc
l¼1

l
X1
i¼0

Xc
j¼l

pi;l;j

 !
:

ð23Þ

3. The average delay of Type I customer is given by

EðW1Þ ¼
1

k1

EðL1Þ ¼
1

k1

X1
i¼1

i
Xc
l¼0

Xc
j¼l

pi;l;j

 !
: ð24Þ

4. The average delay of Type II customer is given by

EðW2Þ ¼
1

k2

EðL2Þ ¼
1

k2

Xc
l¼1

l
X1
i¼0

Xc
j¼l

pi;l;j

 !
: ð25Þ

5. The probability that Type II customer is lost is given by

Pd ¼
X1
i¼0

pi;c;c: ð26Þ

6. The utilization rate of the server is given by

Pu ¼
minfEðL1Þ þ EðL2Þ; cg

c
: ð27Þ

7. The activation rate of the server (Jin et al. [30]) (the

probability that a server is online in steady state) is

given by

b ¼ ks
ks þ ls

: ð28Þ

4 Numerical experiments

The minimum non-negative solution R of the matrix

quadratic equation is obtained by Gauss-Seidel iterative

method, and the numerical results of pi;l;j are obtained by

solving the equation of steady-state distribution, and then

the P2P system performance measures are obtained. In this

section, Matlab is used to program the image of the system

performance measures with parameters variation and ana-

lyze the influence of system parameters on the performance

measures, construct individual benefit functions for two

types of customer and social benefit function, analyze the

Nash equilibrium between individual benefit and perfor-

mance measures, and the parameter values that make social

benefit optimal, so as to provide a theoretical basis for the

scheduling strategy of P2P peers and improve the perfor-

mance of the system.

4.1 Impact of parameter variation on P2P
systematic performance measures

Based on the expressions of the system performance

measures obtained above, assuming some parameters k1 ¼
6MB=s;k3 ¼1MB=s;ks¼2MB=s;l1 ¼3MB=s;ls¼1MB=s .

Assuming k2 ¼ 3MB=s, Fig. 4 reflects the trend of the

average queue length EðL1Þ of Type I customer in the

system with the service rate l2 of Type II customer and the

number c of online servers. When the number c of online

servers is constant, as the service rate l2 increases, the

speed of the server serving Type I customer becomes lar-

ger, so the average queue length EðL1Þ of Type I customer

decreases. When the service rate l2 is constant, as the

number c of online servers increases, the chance of the

server serving Type I customer becomes larger, so the

average queue length EðL1Þ of Type I customer decreases.

Assuming c ¼ 8, Fig. 5 reflects the trend of the average

queue length EðL2Þ of Type II customer in the system with

the arrival rate k2 of Type II customer and the service rate

l2 of Type II customer. When the arrival rate k2 is con-

stant, the average queue length EðL2Þ of Type II customer

decreases as the service rate l2 increases, mainly because

the average queue length EðL2Þ of Type II customer
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decreases when its service rate becomes faster. When the

service rate l2 is constant, the average queue length EðL2Þ
of Type II customer keeps increasing as the arrival rate k2

increases.

Figure 6 reflects the trend of the average delay EðW1Þ of

Type I customer in the system with the arrival rate k2 of

Type II customer, the service rate l2 of Type II customer,

and the number c of online servers. When the number c of

online servers and service rate l2 are constant, the average

delay EðW1Þ of Type I customer increases with the

increase of arrival rate k2. The main reason is that as the

arrival rate k2 increases, more Type II customer in the

system will preempt the server that is serving Type I cus-

tomer, which leads to the increase of the average queue

length of Type I customer, and therefore the average delay

EðW1Þ of Type I customer also increases. When the arrival

rate k2 and service rate l2 are constant, as the number c of

online servers increases, the system has more opportunities

to serve Type I customer, and thus the average delay

EðW1Þ of Type I customer decreases. When the arrival rate

k2 and the number c of online servers are constant, as the

service rate l2 increases, the system can serve Type I

customer faster, and thus the average delay EðW1Þ of Type

I customer decreases. When the arrival rate of Type II

customer increases by 20 times, the average delay of the

system increases by about 1 to 7 percent; when the service

rate of Type II customer increases by 50 percent, the

average delay of the system decreases by about 3 to 8

percent; when the number of online servers increases by

one, the average delay of the system decreases by about 2

to 6 percent. The numerical results of the system’s average

delay regarding the arrival and service rates of Type II

customer and the number of online servers are shown in

Table 2.

Assuming k2 ¼ 3MB=s, Fig. 7 reflects the trend of the

utilization Pu of the server with the service rate l2 and the

number c of online servers for Type II customer. When the

number c of online servers is constant, the utilization Pu of

the server shows a decreasing trend as the service rate l2

increases. When the service rate l2 is constant, the uti-

lization Pu of the server tends to decrease as the number c

of online servers increases. The main reason is that when

Fig. 5 The relationship between

EðL2Þ and k2, l2
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the number c of online servers becomes larger, the number

c of online servers in the system is more likely to be idle,

and thus the utilization Pu of the server decreases. The

numerical results of the utilization rate of Type II customer

and the number of online servers are shown in Table 3.

Assuming c ¼ 6, Fig. 8 reflects the trend that the

probability Pd of losing Type II customer in the system

varies with the arrival rate k2 of Type II customer and the

service rate l2 of Type II customer. When the service rate

l2 is constant, the probability Pd of losing Type II cus-

tomer gradually increases as the arrival rate k2 increases.

The main reason is that when the service rate l2 is constant

and the arrival rate k2 increases, more Type II customers in

the system occupy the server, so the probability of the

number of Type II customers reaching the maximum

number of servers increases, thus the probability Pd of

losing Type II customers increases. When the arrival rate

k2 is constant, the probability Pd of losing Type II customer

decreases as the service rate l2 increases. This is mainly

because as the service rate l2 becomes faster, the average

delay of Type II customer decreases, therefore the proba-

bility Pd of losing Type II customer decreases.

4.2 Nash equilibrium and social optimum

By constructing the individual and social benefit functions

of Type I and Type II customer, it is analyzed that the

optimal arrival rate of two types of customer under the

Nash equilibrium strategy and the arrival rate and sevice

rate of Type II customer under the social optimum.

Assuming R1, R2 denote the benefits after serving Type I

customer and Type II customer respectively, C1, C2 denote

the unit waiting cost produced by Type I customer and

Type II customer in the system due to delay respectively,

C3 denotes the cost produced per unit time when the server

is online, and b denotes the activation rate of the server.

According to the above assumptions, the individual benefit

Table 2 The values of EðW1Þ
on parameters k2, c, and l2

EðW1Þ

k2 ¼ 0:1 k2 ¼ 1:1 k2 ¼ 2:1 k2 ¼ 3:1 k2 ¼ 3:6 k2 ¼ 4:1

c ¼ 7; l2 ¼ 4 0.2621 0.2700 0.2806 0.2942 0.3023 0.3113

c ¼ 7; l2 ¼ 6 0.2619 0.2666 0.2724 0.2793 0.2833 0.2876

c ¼ 8; l2 ¼ 6 0.2557 0.2581 0.2611 0.2648 0.2670 0.2693
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Table 3 The values of Pu on parameters l2 and c

Pu

l2 ¼ 2 l2 ¼ 4 l2 ¼ 5:2 l2 ¼ 6 l2 ¼ 7:2 l2 ¼ 8

c ¼ 10 0.4091 0.3302 0.3031 0.2896 0.2739 0.2657

c ¼ 11 0.3591 0.2908 0.2670 0.2551 0.2414 0.2341

c ¼ 12 0.3255 0.2626 0.2407 0.2298 0.2172 0.2107
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of Type I customer and Type II customer are defined as U1

and U2 respectively. Then there have

U1 ¼ R1 � C1EðW1Þ � C3b; ð29Þ

U2 ¼ R2 � C2EðW2Þ � C3b: ð30Þ

Assuming c ¼ 7, R1 ¼ 15, C1 ¼ 12, C3 ¼ 1, Fig. 9

reflects the trend of the individual benefit U1 of Type I

customer in the system with the arrival rate k2 of Type II

customer and the service rate of Type II customer. When

the service rate l2 is constant, the individual benefit U1 of

Type I customer decreases as the arrival rate k2 increases.

When the arrival rate k2 is constant, the individual benefit

U1 of Type I customer keeps increasing as the service rate

l2 increases. The main reason is that when the arrival rate

k2 increases, more servers will serve Type II customer first,

and thus the average delay of Type I customer becomes

larger, so the individual benefit U1 of Type I customer

shows a decreasing trend. When the arrival rate k2 is

constant and the service rate l2 increases, more servers will

serve Type I customer, and thus the average delay of Type

I customer becomes smaller, so the individual benefit U1 of

Type I customer keeps increasing as the service rate l2

increases. The point when the value of the individual

benefit U1 of Type I customer is 0 is the Nash equilibrium

point, and the arrival rate at this point is the Nash equi-

librium arrival rate. From Table 4,it can be seen that when

l2 ¼ 3:0MB=s, the Nash equilibrium arrival rate is

between k2 ¼ 8:7MB=s and k2 ¼ 9MB=s; when

l2 ¼ 3:5MB=s, the Nash equilibrium arrival rate is

between k2 ¼ 10:2MB=s and k2 ¼ 10:5MB=s; and when

l2 ¼ 4:0MB=s, the Nash equilibrium arrival rate is

between k2 ¼ 11:7MB=s and k2 ¼ 12MB=s.

Assuming c ¼ 8, R2 ¼ 36, C2 ¼ 2, C3 ¼ 1, Fig. 10

reflects the trend of the individual benefit U2 of Type II

customer in the system with the arrival rate k2 and the

service rate l2 of Type II customer. When the service rate

l2 is constant, the individual benefit U2 of Type II cus-

tomer decreases with the increases of arrival rate k2. When

the arrival rate k2 is constant, the individual benefit U2 of

Type II customer increases with the increase of service rate

l2. The main reason is that when the arrival rate k2

increases, the individual benefit U2 of Type II customer

increases with the increase of service rate l2. The main

reason is that when the arrival rate k2 increases, the average

delay of Type II customer becomes larger, and thus the

individual benefit U2 of Type II customer decreases. When

the service rate l2 increases, the average delay of Type II

customer becomes smaller, and thus the individual benefit

U2 of Type II customer increases. From Fig. 10, it can be

known that when k2 ¼ 2MB=s, l2 ¼ 15MB=s, there exists

a maximum value of individual benefit U2 ¼ 268:0662.

To discuss the optimal social benefit of the system,

assuming that R0 denotes the average benefit gained by the

server after serving two types of customer, C4 denotes the

cost of the server serving one customer per unit of time,

and Cd denotes the loss of the system when a Type II

customer lost, the social benefit Us is defined as

Us ¼ kmðR0 � C4EðWmÞ � C3bÞ � CdPd: ð31Þ

where km ¼ ðk1 þ k2Þ=2, EðWmÞ ¼ ðEðW1Þ þ EðW2ÞÞ=2.

Assuming c ¼ 8, R0 ¼ 14, C3 ¼ 1, C4 ¼ 1:2, b ¼ 0:7,

Cd ¼ 26, Fig. 11 reflects the trend of the social benefit Us

in the system with the arrival rate k2 of Type II customer

and the service rate l2 of Type II customer. When the

service rate l2 is constant, the social benefit Us shows a

trend of increasing and then decreasing with the increase of

the arrival rate k2. When the arrival rate k2 is constant, the
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Table 4 The values of U1 on

parameters k2 and l2

U1

k2 ¼ 8:7 k2 ¼ 9 k2 ¼ 10:2 k2 ¼ 10:5 k2 ¼ 11:7 k2 ¼ 12

l2 ¼ 3:0 0.0822 �0.2898 �2.1582 �2.7507 �5.9330 �7.0221

l2 ¼ 3:5 1.3784 1.1480 0.0552 �0.2701 �1.8606 �2.3505

l2 ¼ 4:0 2.1302 1.9706 1.2365 1.0253 0.0388 �0.2501
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social benefit Us shows a trend of increasing and then

decreasing with the increase of the arrival rate k2. When

the arrival rate k2 is constant, the corresponding social benefit

Us increases as the service rate l2 increases. The main reason

is that the increase of arrival ratek2 will makekm also increase,

and thus Us will keep increasing, when the arrival rate k2

increases to a certain level, it will make the average delay of

Type II customer increase, and thus the social benefit Us will

show a trend of increasing and then decreasing. When the

service rate l2 increases, the average delay of Type II cus-

tomer decreases, and thus the social benefit Us keeps

increasing. By comparing the data in the diagram, it is

obtained that when l2 ¼ 6MB=s, k2 ¼ 33MB=s, Us reaches

the maximum; whenl2 ¼ 6:1MB=s, k2 ¼ 33:5MB=s, Us

reaches the maximum; when l2 ¼ 6:2MB=s, k2 ¼ 34MB=s,

Us reaches the maximum.

5 Conclusion and future work

Real-time content delivery in P2P networks is analyzed

based on the player online mechanism in P2P networks,

and a preemptive queueing model with random changes in

the number of servers and negative customer is established.

A three-dimensional Markov chain is constructed based on

the model assumptions, and the matrix–geometric form of

the rate matrix and the steady-state distribution of the

system is obtained by using quasi-birth and death process

and the matrix–geometric solution method, then the per-

formance measures such as the average queue length of

two types of customer in the system and the average delay

are obtained. The effect of parameter variation on each

measure is analyzed by numerical experiments. Finally, the

Nash equilibrium between the arrival rate and individual

benefit of Type II customer and the parameter values that

make the social benefit optimal are analyzed by con-

structing the individual benefit function and the social

benefit function of the two types of customer.

In the future, it can be considered to expand the appli-

cation of queueing system in content delivery by extending

the arrival interval and playback time of content during

Fig. 10 The relationship

between U2 and k2, l2
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P2P network content delivery and the process of playing

content by any two online players to discrete time distri-

bution. In the numerical experimental part, analyzing the

impact on performance measures using the throughput of

peers, while simulation experiments on system perfor-

mance measures are conducted to provide more accurate

theoretical guidance for the scheduling of P2P nodes.
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