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Abstract
Heart disease is a complex disease, and many people around the world suffer from this disease. Due to the lack of a healthy

lifestyle, it is the most common cause of death worldwide. Machine learning plays an important role in medical treatment.

The goal of this research is to develop a machine learning model to help diagnose heart disease quickly and accurately. In

this article, an effective and improved machine learning method is proposed to diagnose heart disease. We designed a novel

and robust ensemble model that combines the top three classifiers, namely Random Forest, XGBoost and Gradient

Boosting Machine, to effectively diagnose heart disease. We used an ensemble voting method to combine the results of the

top three classifiers to improve the prediction of heart disease. We used a combined heart disease dataset containing five

different datasets (Hungary, Statlog, Switzerland, VA Long Beach and Cleveland). Feature selection algorithms (Pearson

Correlation, Univariate Feature Selection, Recursive Feature Elimination, Boruta Feature Selection, Random forest, and

LightGBM) are used to select highly relevant features based on rankings to improve classification accuracy. The proposed

ensemble model is designed using seven highly relevant features, and a comparison of machine learning algorithms and

ensemble learning techniques is applied to the selected features. Different performance evaluation methods are used to

evaluate the proposed model: accuracy, sensitivity, precision, F1-score, MCC, NPV and AUC. Results analysis shows that

the ensemble model achieves excellent classification accuracy, sensitivity, and precision of 96.17%, 98.37%, and 94.53%.

Our proposed model performs better than existing models and individual classifiers. The results show that the proposed

ensemble method can effectively predict the risk of heart disease.
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1 Introduction

In today’s world, heart disease is complex and one of the

leading causes of death in the world. According to the

World Health Organization (WHO) [1], 17.7 million peo-

ple died in 2016 from heart disease, which accounts for

about 31% of the world’s deaths. A huge number of deaths

are common in low- and middle-income countries. In the

United States and other developed countries, about half of

all deaths are caused by heart disease. Also, one-third of

the deaths of all people in the world are associated with

heart disease. Heart disease affects the regular function of

the heart. Blockage of the coronary arteries is the most

common cause of heart disease because it supplies blood to

the heart itself. It is estimated that over 30 million people

will die from heart disease by 2040. Heart diseases affect

the country’s economy as well as human health. The
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increasing incidence of high-mortality cardiovascular dis-

ease poses significant risks and burdens to healthcare sys-

tems around the world. Researchers are trying to find an

effective method for detecting heart disease because cur-

rent methods of diagnosing heart disease are not very

effective at early detection for several reasons, such as

accuracy [2]. Several tests are required to predict heart

disease. Lack of experience of medical personnel can lead

to erroneous predictions [3]. Diagnosis and treatment of

heart disease can be very difficult, especially in developing

countries where the trained medical professionals and other

resources needed for proper diagnosis and care of patients

with heart disease are lacking [4]. In this case, early

diagnosis of heart disease and proper dosing will improve

patient safety.

Machine learning (ML) techniques are applied in many

fields of medical science. However, researchers are always

looking for ways to optimize these techniques. Ensemble

learning is one such approach that has been shown to

improve ML problems [5]. An ensemble classifier is a

process of combining multiple models (such as majority

voting) to solve specific computational intelligence prob-

lems. Research shows that ensemble classifiers generally

have better performance than conventional classifiers [6].

ML prediction models require appropriate data for training

and testing. When trained with appropriate data, ML

algorithms can effectively identify diseases [7]. The per-

formance of a ML model can be improved by using a

balanced dataset to train and test the model. In addition, the

predictive capabilities of the model can be improved by

using the appropriate relevant features from the data.

Therefore, feature selection and data balancing are very

important to improve model performance. It is essential to

select important features that can be used as risk factors in

the prediction. The right combination of features helps to

develop accurate predictive models. Researchers have

proposed various diagnostic methods, but these methods do

not effectively diagnose heart disease. Data preprocessing

is a crucial step, and it is essential for data standardization

to improve predictability.

In order to obtain good results, a suitable ML model

must be used. Obviously, a good L model is one that works

well not only with training data, but also with testing data.

In addition, when the model is trained and tested on the

data set, appropriate feature selection techniques and per-

formance evaluation metrics are critical to the model. ML

techniques can be used to identify several diseases, but the

diagnosis of heart disease is the main goal of this article.

Researchers have applied a variety of techniques to predict

heart disease, either as individual classifiers or hybrid [8].

There are still many problems that may not accurately

predict heart disease, such as limited medical data sets,

feature selection and ML techniques. One of the major

issues encountered in previous approaches is low accuracy,

which may be attributed to the utilization of irrelevant

features in the dataset. To address these problems and

improve the accuracy of heart disease detection, new

methods are required.

In our previous study in May 2021 [9], we used six ML

algorithms and several evaluation techniques were used to

evaluate the performance of each algorithm. We used UCI

Cleveland heart disease dataset for the training and testing

purpose. We proposed ensemble classifier by combining

KNN, XGBoost and Logistic Regression and yields the

accuracy of 92%, precision of 91.1%, recall of 94% and

F1-score of 93%. Since the data in previous work was

limited, this motivated us to further research and develop a

more robust model with reduced feature set based on the

ensemble learning technique by increasing the amount of

data to identify patients infected with heart disease to help

healthcare professionals. This work is an updated version

of our previous work, but the method has been greatly

expanded and improved. Ensemble Algorithm and several

algorithms, such as logistic regression (LR), XG Boost

(XGB), k nearest neighbor (KNN), gradient boosting

machine (GBM), decision tree (DT), AdaBoost, Naive

Bayes (NB) and Random Forest (RF) are used to classify

whether people have heart disease. The purpose of this

study is to develop effective methods for predicting heart

disease as accurately as possible. The main contributions of

this research are summarized as follows:

• Five publicly available datasets are combined to create

a larger, more reliable dataset that is used for evalua-

tion, and comparisons are made using existing state of

art methods.

• Nine different state-of-the-art ML methods are tested

for heart disease classification: k-nearest neighbors

(KNN), XG boost (XGB), logistic regression (LR),

gradient boosting machine (GBM), Multi-Layer Per-

ceptron (MLP), decision Tree (DT), Naive Bayes (NB),

AdaBoost and Random Forest (RF).

• The heart disease diagnostic dataset has 11 features.

Feature selection techniques are used to select impor-

tant features from a dataset for automated heart disease

diagnosis.

• For comparison, all ML classifiers are evaluated for

comparative studies using evaluation metrics such as

accuracy, sensitivity, precision, F1-score, Matthews’s

correlation coefficient (MCC), negative predictive

value (NPV), and area under the curve.

• We have proposed ensemble classifier with a reduced

subset of features constructed using three classifiers,

namely Random Forest, XGBoost, and GBM, and the

results of the classifiers are combined using a voting

method to predict early stage heart disease.
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• A comparative study is conducted with recent scholarly

works and other well-known ML algorithms.

2 Related work

Artificial intelligence and ML algorithm applications have

become very popular in recent years due to their improved

performance in making predictions. ML models are widely

used to predict and identify the risk of heart disease.

Smoking, age, tobacco, high blood cholesterol, diabetes,

overweight, and high blood pressure are considered risk

factors for heart and vascular disease [10]. To accurately

and efficiently predict coronary heart disease, researchers

consider a variety of ML-based diagnostic techniques for

predicting heart disease, either as individual classifiers or

ensemble classifiers. This study presents some of the

existing L diagnostic methods carried out on the classifi-

cation of heart disease to explain the importance of the

proposed work.

Amin et al. [11] used a variety of feature extraction

methods to identify key features for predicting heart dis-

ease. Atallah and Al-Mousa [12] proposed ensemble

learning model based on different ML classifiers to predict

heart disease. The best accuracy achieved is 90%. Kannan

and Vasanthi [13] predicted heart disease using four ML

algorithms: and achieved the highest classification accu-

racy of 86.5%. Gudadhe et al. [14] used multilayer Per-

ceptron and SVM algorithms for a heart disease diagnostic

system and achieved an accuracy of 80.41%. Prasad et al.

[15] proposed a LR predictive mechanism for heart disease

and achieved an accuracy of 79%, while KNN achieved an

accuracy of 78%. Melillo et al. [16] proposed an automatic

classifier to classify patients with heart disease. In their

study, CART performed best with a sensitivity of 93.3%

and a specificity of 63.5%. Nalluri et al. [17] used two ML

classifiers to improve the classification accuracy. The

results show that the accuracy of LR is 85.68%, which is

better than XGBoost, reaching an accuracy of 84.46%.

Sapra et al. [18] uses two data sets (Z-Alizadesh Sani and

Cleveland Heart Disease Data Set), which are used to train

ML classifiers for the prediction of heart disease. The

results show that compared with other algorithms, the

gradient boosting tree achieves the best accuracy of 84%.

Raza proposed an ensemble architecture using majority

voting [19]. It combines LR, MLP and NB to predict the

patient’s heart disease. The ensemble method achieves

88.88% classification accuracy. Mohan et al. [20] com-

bined RF with linear models and proposed an ensemble

method. The proposed method achieves a classification

accuracy of 88.7% on the test set. The author in [21]

proposed a hybrid PSO algorithm for diagnosing heart

disease. This study used 13 feature attributes to predict

heart disease with an accuracy of 84.25%. Geweid and

Abdallah [22] used ECG signals to design an optimized

and improved SVM model for the identification of heart

diseases. Haq et al. [23] used seven ML algorithms with

three feature selection methods for predicting heart disease.

The highest classification accuracy of 89% was achieved.

Rashmi et al. [24] experimented with the Cleveland data-

set. The proposed DT algorithm obtained an accuracy of

75.55%. Sharma et al. [25] and Dwivedi et al. [26] used the

same data set to train the KNN algorithm. They have

achieved classification accuracy of 90.16% and 80%

respectively. The author of [27] used SMO, NN, bagging

and NB. SMO achieved the highest accuracy of 94.08%.

Guidi et al. [28] used different ML classifiers in their

research and compared their performance. Random forest

and CART have the best results, with an accuracy of

87.6%. Liu et al. [10] have proposed a classification system

for heart disease using the rough set technique. The pro-

posed method provided a classification accuracy of

92.32%. The author in [29] proposed a nested ensemble

algorithm with feature selection and data balance. The

classification accuracy of the algorithm on the balanced

data set reached 94.66%. In [30], multiple feature selection

algorithm are used to propose an ensemble model, which

achieved 93.7% accuracy in the prediction of heart disease.

Abdar et al. [31] proposed a novel method called

N2Genetic optimizer. Then, nuSVM is used to predict

heart disease patients. The accuracy of the proposed

detection method on the data set is 93.08%. Shah et al. [32]

proposed a system to study different conditions that may

affect the heart and the main factors of death. DT, NB, RF

and KNN are used. Of the 76 attributes, only 14 attributes

were used. KNN performs better than other classifiers.

Latha and Jeeva [33] developed an ensemble architecture

to improve the accuracy of heart disease prediction. Their

approach yielded a significant improvement, achieving an

accuracy of 85.48%. E. Nasarian et al. [34] introduced a

hybrid feature selection algorithm for coronary artery dis-

ease. To address the issue of data imbalance, they applied

an oversampling method. Their approach resulted in an

impressive accuracy of 92.58%.

All studies presented in the review used different

methods for detecting heart disease in the early stages.

However, all of these methods lack the accuracy of pre-

dicting heart disease. The accuracy of the heart disease

classifier needs to be further improved for accurate detec-

tion at an early stage. Due to the use of irrelevant features

in the data set, the previous methods are less accurate. To

address these limitations, the aim of this study is to develop

an ensemble classifier with a reduced feature dataset built

using three base classifiers, namely XGBoost, Random

forest and Gradient Boosting Machine (GBM) for
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predicting heart disease. Experiments are also performed to

identify the most important features using a variety of

feature selection techniques. Publicly available heart dis-

ease datasets are used for evaluation and compare the

performance achieved by the proposed classifier with

existing state-of-the-art methods.

3 Materials and methods

The purpose of this study is to improve the classification

performance of patients suffering from heart disease. Fig-

ure 1 illustrates the workflow of the proposed ensemble

classification algorithm for the prediction of heart disease.

It consists of various submodules including data collection,

data preprocessing, model training and testing, feature

selection, ensemble model prediction and performance

evaluation. The five heart disease data sets discussed later

are integrated into one training data set. First, we apply

nine modern classification algorithms separately. The fea-

ture selection methods are then used separately to find the

most important features. After feature selection, ML clas-

sifiers are trained to evaluate the performance of the clas-

sifiers using the selected features. Three classification

algorithms are selected based on the best performance to

propose a new ensemble classification method. The clas-

sification results of the three best classifiers (XGBoost, RF

and GBM) are combined with a ensemble technique for the

final classification result of heart disease.

3.1 Dataset

The heart disease data set used in this study was collected

from the ML database [35] of the University of California,

Irvine (UCI). The heart disease dataset [36] is used to train

and evaluate the models. This heart disease dataset is

curated by combining five popular heart disease datasets

that are already available independently (Cleveland, Hun-

garian, Switzerland, VA Long Beach and Statlog). The

dataset contains medical records of 1190 patients, and all

patient profiles have 11 clinical features and one target

variable. Table 1 depicts the features and complete

description of the data set.

3.2 Data preprocessing

The performance of any classification problem depends on

the standard of the data set. The real-time dataset requires

preprocessing before training models to make predictions

robust. Preprocessing techniques (such as data splitting,

data standardization, handling missing values) have been

applied to the data set.

3.2.1 Handling missing values

During data preprocessing, missing values in the combined

dataset are analyzed. We found that the heart disease

dataset contained some missing values across individual

features. There are many ways to deal with missing values,

such as ignoring the missing value completely and

replacing the missing value with some numeric value.

These data need to be cleaned up for noise and missing

values for accurate and effective results. Therefore, we

deleted 18 records with missing values.

3.2.2 Data standardization

Data sets need to be standardized when the units of mea-

sure are different. By applying the min-max scaling tech-

nique, the entire data set can be normalized within the

minimum and maximum scaling range of each feature. The

main goal is that all features are in the range of 0 to 1.

3.2.3 Data splitting

In this step, 80% (937 instances) of the heart disease

dataset is used to train the models, and the remaining 20%

(235 instances) is used to evaluate the performance of the

models on the heart disease data set.

Fig. 1 The architecture of the proposed heart disease prediction

system
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3.3 Feature selection techniques

Feature selection is very important in handling redundant

features. This is the concept of improving model perfor-

mance through the use of ML. Some irrelevant input fea-

tures can reduce the performance of the classifier.

Therefore, it is difficult to select important features for the

prediction task from a particular set of features. In this

paper, we used six feature selection methods (Recursive

feature selection, Univariate feature selection, Pearson

correlation, Boruta feature selection, Random forest,

LightGBM) to select related features from a dataset.

3.3.1 Recursive Feature Elimination (RFE)

RFE is a popular wrapper-based feature selection method

that also uses filter-based feature selection internally. RFE

is popular because it is effective in selecting those features

in the training dataset that are more important in predicting

the target variable. The working principle of RFE is to start

with all the features in the training data set, and then

remove the weakest feature until it has a specified number

of features. This is achieved by first building a model on a

complete set of elements, ranking the elements by impor-

tance, eliminating the weakest elements and rebuilding the

model. Repeat this process until the specified number of

features are retained.

3.3.2 Univariate feature selection

Univariates or x2(chi-square) are filter-based feature

selection method and only indicate the importance of each

of the original features. We compute the chi-square to

select the features between each feature and the target

class, and select the number of features with the best chi-

square score. Based on this, we can choose to keep the

most important features and discard the least important

ones. It is very fast in calculation and provides a way to

quickly filter features.

3.3.3 Pearson correlation

The Pearson correlation coefficient (PCC) is a filter-based

feature selection method used to measure the strength of

the linear relationship between two sets of data. It is known

as the best way to find the relationship between two vari-

ables because it is based on the method of covariance. The

PCC value ranges from - 1 to ? 1. 1 represents positive

correlation, -1 represents negative correlation, and 0 means

no correlation.

Table 1 Features and description of heart disease dataset

No. Features Description Type

1 Age Age of Patients (Age in years) Numeric

2 Sex Gender (1 = male, 0 = female) Binary

3 Chest Pain Type Value 1: typical angina

Value 2: atypical angina

Value 3: non-anginal pain

Value 4: asymptomatic

Nominal

4 Resting Blood Pressure Resting blood pressure in mmHg Numeric

5 Serum Cholesterol Serum cholesterol in mg/dl Numeric

6 Fasting Blood Sugar (fasting blood sugar[ 120 mg/dl) (1 = true; 0 = false) Binary

7 Resting Electrocardiogram Results Value 0: normal

Value 1: having ST-T wave abnormality (T wave inversions

and/or ST elevation or depression of[ 0.05 mV)

Value 2: showing probable or definite left ventricular hypertrophy by Estes’ criteria

Nominal

8 Maximum Heart Rate Achieved Maximum heart rate achieved Numeric

9 Exercise Induced Angina 1 = yes; 0 = no Binary

10 OldPeak = ST ST depression induced by exercise relative to rest Numeric

11 Slope of the Peak Exercise ST Segment Value 1: upsloping

Value 2: flat

Value 3: downsloping

Nominal

12 Class 1 = Heart disease, 0 = Normal Binary
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3.3.4 Boruta feature selection

Boruta is a wrapper algorithm for all relevant feature

selection built around the RF algorithm [37]. The RF

classification algorithm can usually be executed without

setting parameters. First, it duplicates the dataset and cre-

ates shuffled copies of all features, which are called shadow

features. Then train a classifier, such as a RF classifier, on

the dataset and apply feature importance measurements

such as mean decrease accuracy to assess the importance of

each feature. The Boruta algorithm always removes fea-

tures that are considered insignificant. On the other hand,

features that are far superior to shadows are admitted to be

confirmed.

The Boruta algorithm includes the following steps:

1. Add shadow attributes and shuffle the values in each

column.

2. During each iteration, the Z-scores of the shuffled

copies and original features are evaluated to see if the

latter perform better than the former. In this case, the

algorithm will mark the feature as important.

3. Features whose importance is much lower than the Z

score are considered ‘‘unimportant’’ and are perma-

nently deleted from the information system.

4. The feature becomes important when its Z-score is

higher.

5. Remove all shadow attributes.

6. Finally, when all the features are confirmed or rejected,

the Boruta algorithm will stop.

3.3.5 Random Forest (RF)

Random forests also provide excellent feature selection

indicators. It is the most flexible and easy-to-use algorithm.

Random forest is a collection of multiple decision trees.

This is a better correlation integration method than deep

decision trees and avoids overfitting by generating trees on

random subsets. Random forest uses Gini index or mean

decrease impurity (MDI) to calculates each feature’s

importance. Gini Importance or MDI will calculate the

importance of each feature as the sum of the number of

samples that contain the feature, and it is proportional to

the number of samples it divides. The more the Gini index

decreases for a feature, the more significant the feature is.

3.3.6 LightGBM

LightGBM (Light Gradient Boosting Machine) is a fast and

effective framework that uses tree-based learning algo-

rithms. Unlike other ensemble techniques, LGBM grows

trees leaf by leaf, reducing losses during the sequential

boost process. The importance of each feature can be

derived from the feature_importances_ attribute built into

the algorithm. LightGBM accelerates learning rates and

reduce memory usage by segmenting the values of

sequential features.

3.4 Machine learning classifiers

This section discusses various ML classifiers used to pre-

dict results based on data. This work proposes a technique

that uses classification methods to predict heart disease,

and uses an ensemble of classifiers to improve the classi-

fication accuracy. The details of several ML classifiers are

discussed below.

3.4.1 K-Nearest Neighbors (KNN)

KNN is one of the simplest ML algorithms based on

supervised learning techniques. It classifies objects based

on the nearest neighbor. This is a nonparametric algorithm,

which means that it does not assume the underlying data. It

is called the Lazy Learner algorithm because it does not

learn immediately and can be used for classification and

regression. In KNN, k is used to indicate the number of

nearest neighbors, and better performance can be obtained

by choosing a suitable value of k.

3.4.2 Random Forest (RF)

RF named random decision forests to perform a ML role

that can be used to solve classification and regression

problems. RF is an easy-to-use algorithm that produces

excellent results without adjusting hyperparameters in most

cases. It contains many decision trees on each subset of a

given data set and averages them to improve performance.

It is an effective method for assessing missing data and

maintaining accuracy when most of the data is missing.

3.4.3 Decision Tree Classifier (DTC)

Decision trees can be used to solve regression and classi-

fication problems. In the DTC, we start with the root node

and then we expand it to more branches and hence it forms

a tree-like structure. In a decision tree (DTC), if we want to

make a prediction of the class from a given dataset. We

start from the root node, and then the algorithm makes the

comparison of the values of the root attribute with the real

dataset attribute. On the basis of this comparison, the

algorithm decides the branch and then moves to the next

node. From the nested node, it again makes a comparison

of the attribute values with the other sub-nodes and then

jumps next. This process continues until it reaches the leaf

node of the tree.
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3.4.4 XGBoost

XGBoost is an implementation of gradient boosting deci-

sion tree, which aims to improve efficiency and compact-

ness. XGBoost provides a parallel tree boosting, which can

quickly and accurately solve many data science problems.

When it comes to computational efficiency (memory usage,

speed, performance, etc.), XGBoost is better than GBM. In

addition, it utilizes a more normalized model, which min-

imizes model complexity and improves prediction accu-

racy. It has a wide range of configurable parameters and is

effective with large datasets. XGBoost does not need nor-

malized features. If the data is non-linear, it can work well.

3.4.5 Gradient Boosting Machine (GBM)

Gradient boosting is mostly used for classification prob-

lems where many weak classifiers work together to create

powerful learning model. GBM consists of three main

components: a loss function calculated by gradient descent

method, a weak learner for prediction, and an additive

model to minimize losses by implementing more decision

trees. It can deal with missing data values very efficiently.

3.4.6 Multilayer Perceptron (MLP)

MLP is a deep artificial neural network that contains many

perceptron’s. It traditionally consists of three groups of

layers: an input layer for receiving a signal, an output layer

that makes a decision, but may have several hidden layers

in between the aforementioned layers, which are the true

computational mechanism of MLP. MLPs are applied to

supervised learning problems and often train models based

on the correlation between input and output variables. MLP

is designed to approximate any continuous function and

classify data sets that cannot be linearly separated. The

main purpose of MLP is classification, recognition and

prediction.

3.4.7 Logistic Regression (LR)

LR is one of the most common and useful classification

algorithms in ML and belongs to a supervised learning

technique. LR predicts the output of a categorical depen-

dent variable, it works when the dependent variable is 0 or

1, which contains 1 for a positive class and 0 for a negative

class. Linear and logistic regressions differ in the depen-

dent variable. Linear regression is a more suitable method

for continuous variables. In LR, we fit an S-shaped logistic

function that predicts two maximum values. It is an

important algorithm because it can use continuous data sets

to determine probabilities and classify new data.

3.4.8 AdaBoost

The AdaBoost algorithm or Adaptive Boosting is a

boosting technique used to improve the performance of

decision trees, which is based on the problem of binary

classification. Weak models are trained using weighted

training data and added sequentially to make the classifier

more robust. One of the main advantages of the AdaBoost

algorithm is its speed, simplicity and ease of programming.

This is an algorithm for constructing a ‘‘strong’’ classifier

in the form of a linear combination of simple weak

classifiers.

3.4.9 Naı̈ve Bayes

Naive Bayes classification algorithms are generally known

for its simplicity and effectiveness. This is a supervised

learning algorithm used to solve classification problems

based on Bayes’ theorem. It can be constructed quickly and

make quick predictions. It is scalable, requiring multiple

linear parameters for different parameters in the training

task. It is a probabilistic classifier, which learns the prob-

abilities of the features according to the target class.

3.5 Hyperparameter tuning

In our proposed system, the best training hyperparameters

for each classifier are obtained using GridSearchCV to get

higher accuracy. The GridSearchCV is used to train a ML

model with multiple combinations of training hyperpa-

rameters, and the best parameter values are extracted,

which optimizes the evaluation metric. Tuning is a fun-

damental part of all types of classifiers to get accurate

predictions. As a result, we configured our 9 classifiers

including KNN, RF, DTC, XGB, GBM, MLP, LR, Ada-

Boost and NB. The model parameters used are shown in

Table 2.

3.6 Proposed ensemble method for predicting
heart disease

An ensemble is a ML model that combines predictions

from two or more models. This is an effective classification

method that combines weak classifiers with strong classi-

fiers to improve efficiency. The utilization of ensemble

models, as opposed to single models, offers several

advantages, including enhanced prediction accuracy and

improved overall performance. In this paper, we propose a

novel ensemble method specifically designed for diagnos-

ing heart disease. Our approach involves the selection of

relevant attributes followed by a comprehensive evaluation

of nine ML classification algorithms for heart disease
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classification. These classifiers are rigorously assessed, and

based on their accuracy, we identify the three most

promising classification algorithms for inclusion in our

ensemble model. To construct our ensemble model, we

employ a voting ensemble technique that combines the

results of the selected classifiers to determine the final

classification outcome for heart disease diagnosis. We

investigate two distinct voting mechanisms: majority-based

voting and soft voting. Majority-based voting involves

aggregating the predictions from the three selected classi-

fiers and selecting the class that receives the majority of

votes. On the other hand, soft voting assigns weights to

each classifier’s predictions based on their confidence

levels, and the final classification decision is made by

summing these weighted predictions. To implement the

ensemble model, each selected classifier undergoes a

comprehensive training process using a suitable dataset for

heart disease diagnosis. We fine-tune the hyperparameters

of each classifier to optimize their performance. The indi-

vidual classifiers are then combined within the ensemble

framework, leveraging their collective intelligence to pro-

duce a more robust and accurate prediction model. The

primary objective of combining multiple algorithms within

our ensemble framework, as opposed to relying solely on

individual classifiers, is to harness the complementary

strengths of each algorithm. By exploiting the diversity of

the selected classifiers, we aim to mitigate the limitations

and biases inherent in any single classifier. The ensemble

model capitalizes on the varying decision boundaries and

feature representations learned by each classifier, ulti-

mately leading to improved overall performance and

diagnostic accuracy for heart disease.

We evaluate the performance of our ensemble model

using a comprehensive set of evaluation metrics specifi-

cally tailored for heart disease diagnosis. These metrics

include but are not limited to accuracy, precision, recall,

and F1 score. By considering multiple evaluation metrics,

we gain a holistic understanding of the ensemble model’s

performance and its capability to accurately predict the

presence or absence of heart disease. Overall, our proposed

ensemble model represents a significant advancement in

the diagnosis of heart disease by effectively combining the

strengths of multiple ML classifiers. The comprehensive

evaluation, selection, and integration of the classifiers

within the ensemble framework, along with the utilization

of voting mechanisms, contribute to superior performance

and improved accuracy in heart disease diagnosis. Figure 2

shows how the ensemble approach is being used to

improve the diagnosis of heart disease.

3.6.1 Majority voting

In majority voting, the classification of samples is deter-

mined by aggregating the votes received from multiple

classifiers, denoted as C, for a specific class. The category

label y is predicted based on the mode of the individual

classifier predictions. This can be mathematically expres-

sed using Eq. 1.

y ¼ modeðC1 Xð Þ þ C2 Xð Þ þ ::::: þ Cn Xð ÞÞ ð1Þ

By employing the majority voting mechanism, the

ensemble model takes advantage of the collective decision-

making of the individual classifiers. It leverages the idea

that diverse classifiers may capture different aspects of the

data and contribute varied insights, leading to a more

robust and accurate prediction.

3.6.2 Soft voting

In soft voting, the output class prediction is determined by

averaging the probabilities assigned by each individual

classifier. The category label y is calculated as the average

of the predictions from all classifiers, as shown in Eq. 2. By

using soft voting, the ensemble model considers the con-

fidence levels or probabilities of the individual classifier

predictions, rather than simply the class labels. This

approach considers the certainty or uncertainty associated

with each classifier’s prediction, resulting in a more

probabilistic final prediction.

Table 2 The parameters of the

model
Model name Parameters

KNN n_neighbors = 11, p = 1, weights = distance

RF criterion = gini, n_estimators = 200

DTC criterion = entropy, max_features = auto, min_sample_leaf = 1

XGB learning_rate = 0.1, max_depth = 5, n_estimators = 300, seed = 10

GBM learning_rate = 0.1, max_depth = 14, max_features = sqrt,

MLP max_iter = 100, random_state = 42

LR max_iter = 100, penalty = l2

AdaBoost n_estimators = 500, learning_rate = 0.1

NB parameters = default
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y ¼ AVERAGEðC1 Xð Þ þ C2 Xð Þ þ :::::þ Cn Xð ÞÞ ð2Þ

4 Experimental results and discussion

This section discusses the experimental design and results

of all experiments to predict the survival of cardiac

patients. First, we present the results with a complete fea-

ture set, and then present the results with an important

feature set. We then discuss the experiments carried out to

evaluate the effectiveness of the proposed ensemble tech-

nique. In the end, this section compares the proposed

approach to the existing approach.

4.1 Experimental setup

The experimental results were implemented in the Python

environment using various libraries. Experiments are car-

ried out on an Intel � Core TM i5-4300U @ 2.50 GHz

processor with 8 GB of RAM running Windows 7 to

evaluate the performance of the algorithms.

4.2 Evaluation Metrics

To assess the performance and effectiveness of the pro-

posed model, various evaluation indicators are used, such

as sensitivity, accuracy, precision, f1-score, negative pre-

dictive value (NPV) and Matthews correlation coefficient

(MCC). These metrics are calculated using a confusion

matrix. The confusion matrix helps to calculate all four

indicators. These definitions are as follows:

• TP = True Positive (Correctly Identified Positive

Class).

• TN = True Negative (Correctly Identified Negative

Class).

• FP = False Positive (Incorrectly Identified Positive

Class).

• FN = False Negative (Incorrectly Identified Positive

Class).

Taking into account the counts of TP, TN, FP, and FN,

the following performance evaluation metrics are

calculated:

Accuracy ¼ TPþ TN

TPþ TN þ FPþ FN
ð3Þ

Senstivity ¼ TP

TPþ TN
ð4Þ

Precision ¼ TP

TPþ FP
ð5Þ

F1 � Score ¼ 2 � Precision� Recall

Precisionþ Recall
ð6Þ

NPV ¼ TN

FN þ TN
ð7Þ

MCC ¼ TP� TNð Þ � ðFP� FNÞ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðTPþ FPÞðTPþ FNÞðTN þ FPÞðTN þ FNÞ
p

ð8Þ

Fig. 2 An ensemble process workflow for predicting heart disease
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In addition, another metric, area under the curve (AUC),

was also used in this study to distinguish between classes.

The higher the AUC, the more efficient the model is in

distinguishing between positive and negative classes.

4.3 Results of feature selection processes

Table 3 shows the features selected by RF, Boruta and

LightGBM feature selection methods. We used six feature

selection techniques. Using these techniques, we reduced the

dataset and selected the seven most important features from

11 attributes for diagnosing heart disease. The selected fea-

tures will help doctors understand the significance of the

differences in the selected features. The most important

features selected by Pearson Correlation are shown in Fig. 3.

The most important features predicting heart disease are St

slop, depression, and exercise-induced angina. According to

the findings, the ranking scores for these features are 0.517,

0404, and 0.484, respectively. We used six different feature

selection methods to estimate whether different features

would be selected by different methods. For this, we used

inspection methods to find the most frequent attributes across

the features. This process is mentioned in Table 4. We tick

(H) the most frequently occurring features. In Table 4, we

finally obtained 7 features from analysis. Now, these 7 (? 1

target) features will be used for further analysis, and a

comparative study with all the features will be performed to

obtain the improved accuracy of the classifier.

The highest rankings are age, cholesterol, heart rate,

depression, blood pressure, exercise-induced angina and St

slope.

4.4 Comparison of various ML algorithms
on different features

A comparative analysis of ML classifiers was performed on

various input features of the heart disease dataset. First,

nine ML classifiers were applied to all features of the heart

disease dataset. Second, six feature selection methods were

implemented to extract some of the relevant features, and

the same nine ML classifiers were applied again to conduct

a comparative study. Some classifiers performed well on

the evaluation metrics, but some classifiers performed

poorly. The three best classifiers that perform well on the

selected features are selected to propose a new ensemble

classification method.

4.4.1 Classifiers performance comparison based
on accuracy

The accuracy rate can be obtained by dividing the number

of all correct predictions by the total number of predictions.

Figure 4 shows the accuracy of the performance of dif-

ferent types of classifiers on a data set with 11 features and

a data subset with 7 features. The most accurate prediction

is 94.46% obtained from XGBoost, while the accuracy of

KNN using 11 features is 93.19%. The accuracy of GBM

and RF are very similar (94.04%). The RF accuracy result

showed an improvement of 1.27% with 7 significant fea-

tures and achieved an accuracy of 95.31%. XGB showed a

significant improvement using 7 important features and

showed a 1.28% improvement in accuracy and reached an

accuracy of 95.74%. The NB Classifier produces the lowest

accuracy of 79.57%. The GBM, KNN, MLP, and AdaBoost

classifiers provide 94.46%, 92.76%, 84.68%, and 86.8%

accuracy, respectively.

4.4.2 Classifiers performance comparison based
on sensitivity

Recognizing the authenticity of all relevant instances is the

complete ability of the model. The sensitivity score is an

important performance matrix because it is very important

to accurately classify patients with heart disease. Figure 5

shows the sensitivity scores of the various classifiers using

the full set of features and the seven key features. Con-

sidering 13 features, the highest sensitivity score of 94.3%

was obtained from KNN and RF Classifier. We obtained

90.24%, 92.68%, 92.68%, 84.55%, 85.36%, 84.55%,

83.73% sensitivity scores of DTC, XGB, GBM, MLP, LR,

Table 3 Features selected by

three feature selection methods
RF Boruta feature selection LightGBM

St slope flat Age St slope flat

Depression Blood pressure Depression

Maximum heart rate Cholesterol Maximum heart rate

Exercise induced angina Maximum heart rate Exercise induced angina

Cholesterol Exercise induced angina Cholesterol

Age Depression Age

Blood pressure St slope flat Blood pressure

St slope unsloping St slope unsloping
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AdaBoost, and NB classifiers respectively. XGB sensitivity

improved by 5.69% with seven key features, achieving

98.37% sensitivity. GBM has shown significant improve-

ments using seven key features, with a 4% increase in

sensitivity and a 96.74% sensitivity. A very low sensitivity

score of 82.92% was obtained with the NB algorithm. All

ML classifiers except NB and DTC have excellent per-

formance on 7 selected features, rather than a complete

feature set.

4.4.3 Classifiers performance comparison based
on precision

Precision is the ratio between true positives and all posi-

tives. For our problem statement, precision is also used to

evaluate the performance of the classifier. The XGB model

gave outstanding results of over 96%, and the NB model

had the lowest accuracy score of 86.55% using the 11

features of the dataset. When applied to seven selected

features, the DTC gave the highest precision (94.82%) and

the NB classifier gave the lowest precision (79%). We

obtained 91.4%, 93.75%, 93.79%, 92.96%, 83.72%,

82.22%, 83.82% precision scores of KNN, RF, XGB,

GBM, MLP, LR, and AdaBoost classifiers respectively.

Figure 6 shows a performance comparison of the precision

of a full set of features with seven key features.

4.4.4 Classifiers performance comparison based on F1-
score

F-score is a way to combine the precision and recall of the

model, and is defined as the harmonic average of Precision

and Recall. The F1 score reaches the highest value at 1 and

the lowest value at 0. For 11 features, XGB achieved the

Fig. 3 Important features

extracted by Pearson correlation

coefficient

Table 4 Determine the top

features from the features of the

entire dataset and extract the

highest ranked features

Features Pearson Chi-2 RFE RF LightGBM Boruta Feature Selection Rank

Age 4 4 4 4 4 4 6

Sex 4 4 4 9 9 9 3

Chest pain 9 4 4 9 9 9 2

Blood pressure 4 9 9 4 4 4 4

Cholesterol 9 9 4 4 4 4 4

Blood sugar 4 4 4 9 9 9 3

Resting ECG 9 9 9 9 9 9 0

Maximum heart rate 9 4 4 4 4 4 5

Depression 4 4 4 4 4 4 6

St slope 4 4 4 4 4 4 6

Exercise induced angina 4 4 4 4 4 4 6
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highest F1 score of 94.6%. NB has the lowest F1 score for

11 features (85.12%), and the results of KNN, RF, DTC,

and GBM classifiers are 93.54%, 94.3%, 90.61%, and

94.21%, respectively. After reducing the number of fea-

tures, the F1 score increased. For seven features, the XGB

score was the highest, and most other classifiers also had

better F1 score. Considering 7 important features, the

highest F1 score was obtained with the XGB model, which

gives the highest f1-score of 96%, and RF gives the second

highest score, which is exactly 95.6%. Other classifiers

such as KNN, DTC, GBM, MLP, LR, and AdaBoost

obtained 93.22%, 92.05%, 94.82%, 85.71%, 86.04%, and

88.03% of f1-score respectively. The f1 score of the NB

model is the lowest at 80.95%. Figure 7 compares the

performance of all classifiers in terms of F1 scores.

4.4.5 Classifiers performance comparison based on MCC

MCC measures the correlation between the true category

and the predicted label. The higher the correlation between

the true value and the predicted value, the better the pre-

diction. The MCC is a more reliable statistical rate that

gives a high score only if the prediction performs well in all

Fig. 4 Accuracy comparison of

classifiers using full-set of

features and 7 significant

features

Fig. 5 Sensitivity comparison of

ML classifiers
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four categories of the confusion matrix. The MCC of var-

ious algorithms is explained before and after feature

selection. The MCC of various classifiers are depicted in

Fig. 8. Considering 11 features, the highest MCC of 89%

was obtained from XGB Classifier. We obtained 86.35%,

88.05%, 80.39%, 88.12%, 72.86%, 73.67%, 73.76%,

69.38% MCC of KNN, RF, DTC, GBM, MLP, LR, Ada-

Boost, and NB classifiers respectively. After decreasing the

number of features, the MCC increased. For 7 features, the

highest MCC of 91.57% is achieved with XGB, which

outperforms all other algorithms. RF provides the second

highest MCC which is exactly 90.68%.

4.4.6 Classifiers performance comparison based on NPV

NPV is the percentage of test-negative patients who do not

have the disease. Figure 9 shows the NPV of different

Fig. 6 Precision comparison of

ML classifiers

Fig. 7 F1-score of algorithms

for the classification of heart

diseases
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algorithms and feature sets. The NB algorithm achieved a

very poor NPV of 82.76%, while RF achieved the highest

NPV of 93.75% when applied to the original 11 features.

The NPV of KNN, XGB, and GBM based on 11 features

are 93.64%, 92.31%, and 92.17%, respectively. For seven

features, the best NPV of 98.11% was achieved using

XGB, which is superior to all other algorithms. RF pro-

vides the second highest NPV, which is exactly 97.2%.

Other classifiers such as KNN, DTC, GBM, MLP, LR, and

AdaBoost obtained 94.39%, 89.08%, 90.27%, 87.62%,

88%, and 90.91% of NPV respectively.

4.4.7 Classifiers performance comparison based on AUC

The AUC curve is a performance measure of a classifica-

tion problem with various threshold settings. It is usually

used to measure the quality of the classification model; it is

a probability curve that plots the true positive rate (TPR)

and false positive rate (FPR). The outcomes for AUC are

depicted in Fig. 10. For 11 features, the highest AUC of

94.55% is achieved with XGB. NB had the lowest AUC for

11 features (84.72%). After reducing the number of fea-

tures, AUC increases. For 7 features, XGB has the highest

Fig. 8 MCC of ML classifiers

Fig. 9 NPV comparison of ML

classifiers
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AUC (95.61%), and most other classifiers have AUC better

than 13 features.

4.5 Performance comparison of the proposed
ensemble method with different classifiers

After analyzing the results described above in Sect. 4.4, the

three best classifiers are selected based on various evalu-

ation metrics such as RF, XGB, GBM, and the classifica-

tion results are passed to different voting mechanisms to

make the final predictions. To check the effectiveness of

the proposed method, a comparative study with other well-

known ML methods is carried out. Methods include KNN,

RF, DTC, XGB, GBM, MLP, LR, AdaBoost, and NB.

Table 5 shows a comparison of the results of the proposed

ensemble model with various other ML classifiers. The

experimental results demonstrate that the proposed

ensemble model outperforms other methods in terms of

accuracy, sensitivity, precision, F1-score, NPV, AUC, and

MCC. Among the ensemble models developed for predic-

tion, the majority voting technique proves to be highly

effective, achieving remarkable performance with 96.17%

classification accuracy, 98.37% sensitivity, 94.53% preci-

sion, 96.41% F1-score, and 98.13% NPV. The proposed

ensemble algorithm significantly enhances the prediction

accuracy by utilizing only seven features, surpassing the

classification accuracy of all individual classifiers. This

improvement is particularly noteworthy in the context of

medical diagnostic systems, where high sensitivity is cru-

cial for accurately identifying heart disease patients. The

proposed model not only achieves high sensitivity and

specificity but also demonstrates superior ability in distin-

guishing disease data with enhanced accuracy. In sum-

mary, the experimental results highlight the superiority of

the proposed ensemble model in terms of its comprehen-

sive performance metrics, particularly in the heart disease

diagnosis where accurate disease identification is of utmost

importance. The model’s ability to leverage a minimal set

of features while achieving superior classification accuracy

makes it a promising approach for effective and efficient

heart disease diagnosis. The confusion matrix of the pro-

posed ensemble model, specifically the Majority Voting

and Soft Voting techniques, is illustrated in Fig. 11. It

reveals that the Majority Voting ensemble method achieves

a relatively low misclassification rate. Out of a total of 235

cases, the Majority Voting ensemble successfully classifies

226 samples. This implies that the ensemble model accu-

rately assigns these samples to their respective classes

based on the majority decision from the individual classi-

fiers. By aggregating the predictions of multiple classifiers,

the ensemble model effectively reduces errors and enhan-

ces the overall classification performance. The high success

rate of 226 out of 235 samples demonstrates the robustness

and efficacy of the Majority Voting ensemble method. It

showcases the model’s ability to make accurate predictions

by leveraging the collective knowledge and diverse per-

spectives of the individual classifiers. The Majority Voting

ensemble method minimizes the impact of outliers or

individual classifier biases, resulting in improved classifi-

cation accuracy and reliable predictions.

Fig. 10 Obtained AUC
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4.6 Comparative analysis with previously
reported methods

In this section, the experimental results of the proposed

method are compared with the experimental results of other

methods described in the literature. Performance of the

proposed method in terms of accuracy compared to

existing methods in the heart disease diagnosis literature.

Thus, Table 6 summarizes the predictive accuracy of our

proposed method with other well-performing methods

proposed in the recent literature. The table presents a

summary of our proposed method performance compared

to other relevant studies. Table 6 demonstrates the excel-

lent performance of the proposed ensemble model com-

pared to previous studies. The results highlight the model’s

Table 5 Performance comparison of the proposed ensemble method and all ML classifiers (ACC – Accuracy, Pre – Precision, Sen – Sensitivity,

F1 – F1-score)

Algorithms ACC Pre Sen F1 NPV MCC AUC

11 Features KNN 93.19 92.80 94.30 93.54 93.64 86.35 93.13

RF 94.04 94.30 94.30 94.30 93.75 88.05 94.02

DTC 90.21 90.98 90.24 90.61 89.38 80.39 90.25

XGB 94.46 96.61 92.68 94.60 92.31 89.01 94.55

GBM 94.04 95.79 92.68 94.21 92.17 88.12 94.10

MLP 86.38 88.88 84.55 86.66 84.00 72.86 86.47

LR 86.80 88.98 85.36 87.13 84.62 73.67 86.87

AdaBoost 86.80 89.65 84.55 87.02 84.03 73.76 86.91

NB 86.68 86.55 83.73 85.12 82.76 69.38 84.72

7 Features KNN 92.76 91.40 95.12 93.22 94.39 85.54 92.65

RF 95.31 93.75 97.56 95.61 97.20 90.68 95.20

DTC 91.91 94.82 89.43 92.05 89.08 81.23 89.08

XGB 95.74 93.79 98.37 96.03 98.11 91.57 95.61

GBM 94.46 92.96 96.74 94.82 90.27 88.97 94.35

MLP 84.68 83.72 87.80 85.71 87.62 73.61 86.83

LR 84.68 82.22 90.24 86.04 88.00 69.51 84.40

AdaBoost 86.80 83.82 92.68 88.03 90.91 82.08 91.02

NB 79.57 79.06 82.92 80.95 80.19 66.16 82.66

Proposed Method Majority Voting Ensemble 96.17 94.53 98.37 96.41 98.13 92.39 96.06

Soft Voting Ensemble 95.31 93.07 98.37 95.65 98.09 90.75 95.16

Bold values represent the highest values

Fig. 11 Confusion matrix of the

proposed ensemble

model. a Majority voting,

b Soft voting
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ability to accurately diagnose heart disease, making it a

valuable tool in the field of healthcare. The robust perfor-

mance of the proposed ensemble model, as showcased by

its high accuracy, surpasses the results reported in prior

research. Previous models for identifying and predicting

heart failure disease have not achieved the same level of

accuracy. However, the newly proposed ensemble model

improved predictive accuracy by utilizing only 7 features

and outperformed existing techniques in terms of classifi-

cation accuracy. This indicates the model’s superiority in

accurately identifying and classifying heart disease cases.

Furthermore, the proposed method offers practical advan-

tages in terms of implementation within healthcare orga-

nizations. Its effectiveness and accuracy make it a reliable

diagnostic system that can be readily integrated into

existing healthcare infrastructures. The ease of implemen-

tation ensures that healthcare professionals can easily adopt

and utilize the proposed system for efficient and accurate

diagnosis of heart disease.

5 Conclusion

Heart disease is very complicated and causes many deaths

every year. If the early symptoms of heart disease are

ignored, patients may have serious health problems. Early

diagnosis helps prevent the progression of the disease. In

this study, we proposed an improved ensemble-based

model for detecting heart disease. We reported the per-

formance of nine ML classifiers on a full dataset using

various performance metrics such as accuracy, precision,

sensitivity, F1-score, NPV, MCC, AUC. We used six fea-

ture selection techniques and select 7 features based on

feature importance and rank. The comparison between the

ensemble method and nine classifiers (KNN, RF, DTC,

XGB, GBM, MLP, LR, AdaBoost, and NB) is applied to

the full set of features and selected features in the heart

disease dataset. Compared to other ML methods and recent

scientific work, the proposed ensemble classifier shows

better performance and is able to detect heart disease with

an accuracy of 96.17% and a sensitivity of 98.37%. We

also know that irrelevant features also reduce the perfor-

mance of the diagnostic system. Therefore, another inno-

vation of our study was to use a feature selection algorithm

to select the appropriate features which improved the per-

formance of the diagnostic system. This work has the

potential to improve the healthcare system, and can be used

to predict heart disease risks and effectively assist clinical

consultations.
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Table 6 Comparison of the proposed method with other existing methods in terms of accuracy

Authors Method Dataset Accuracy

(%)

Latha and Jeeva [33] Majority vote with NB, BN, RF, and MLP Cleveland dataset 85.48

Mohan et al. [20] HRFLM Cleveland dataset 88.40

S. Bashir et al. [38] Weighted vote-based classifier Cleveland, Hungarian, Switzerland, VA Long Beach and

Statlog

72.70

A. K. Dwivedi [26] Logistic regression StatLog Dataset 85.00

E. Nasarian et al. [34] Hybrid

FSA ? FA ? ETCA ? XGB ? SMOTE

Hungarian dataset, VA Long Beach, and Z-Alizadeh Sani

dataset

92.58

Ali L et al. [39] L1 Linear SVM ? L2 Linear & RBF SVM VA Long Beach and Cleveland dataset 92.22

Amin et al. [11] Vote with NB and LR Cleveland dataset 87.41

Paul et al. [40] Weighted fuzzy system ensemble Cleveland, Hungarian, Switzerland, VA Long Beach and

Statlog

92.31

Dinesh et al. [41] GB Cleveland, Hungarian, Switzerland, VA Long Beach and

Statlog

84.27

Our Proposed
Method

Voting Ensemble Classifier Cleveland, Hungarian, Switzerland, VA Long Beach and

Statlog

96.17

XGBoost Classifier 95.74

Bold values represent the highest values
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