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Abstract
Modern key-value (KV) storage systems adopt append-only writes to update KV pairs with the out-of-place manner,

because the performance of sequential accesses is much better than that of random accesses for HDDs. Compaction or GC

operations will be deployed by traditional KVs or KV separation schemes due to updating KV pairs via append-only writes.

Unfortunately, the system performance will be hurt because extra reads and writes are triggered during those operations,

especially under update-intensive workloads.We find that the performance gap for SSDs between sequential and random

accesses will get close when the request size becomes large in our experiments. Motivated by this, we propose InPlaceKV

built atop SSDs, which adopts an in-place large-update scheme with a hotness-aware method to update KV pairs rather than

use append-only writes with the LSM-tree. We further design the working flow of system operations with appropriate data

structures. Finally, we compare InPlaceKV with state-of-the-art KV storage systems via extensive experiments under

update-intensive workloads, and results validate the effectiveness of our design in improving the system throughput.
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1 Introduction

Key-value (KV) storage systems, which store massive data

as KV pairs, are an emerging storage engine and widely

used to support various big data applications and high

performance distributed computing environments, such as

LevelDB [1] for Chrome, RocksDB [2] for Facebook,

Redis [3] for Twitter, HTAP database [4], graph stores

[5, 6], search engine [7], and so on.

In order to fully utilize the performance of sequential

writes, modern KV storage systems [1, 2, 8–13] usually

adopt the Log-Structure Merge tree (LSM-tree) [14] as

their fundamental structure. The main idea is to buffer

random writes and turn them into a large sequential request

by an append-only write, while keeping KV pairs fully

sorted in this sequential request for efficient query opera-

tions. In particular, LSM-tree-based KV storage systems

need compaction operations to move KV pairs from higher

level of LSM tree to lower level and reclaim those invalid

KV pairs. Readers can refer to Sect. 2 for the detailed

description of LSM-tree-based KV storage systems. Due to

tremendous extra I/Os caused by compaction, we empha-

size that LSM-tree-based KV storage systems will suffer
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from read and write amplification, thus reducing

throughput.

Though relaxing the degree of fully-sorted ordering

(e.g., PebblesDB [8] and Dostoevsky [9]) for each level of

an LSM-tree can alleviate read and write amplification, it

can not completely eliminate the compaction overheads

because KV storage systems still need compaction opera-

tions to move KV pairs from higher levels to lower levels.

KV separation (e.g., WiscKey [10], DiffKV [11], HashKV

[12] and FenceKV [13]) is a direction to reduce the com-

paction overheads, whose main idea is to keep keys and

metadata information in the LSM-tree while storing values

separately in a value log (short for vLog) via append-only

writes. Because the size of keys is much smaller than that

of values, the compaction overheads caused by the LSM-

tree is negligible. Unfortunately, KV separation suffers

from severe garbage collection (GC) overheads because it

needs extra I/Os to reclaim space occupied by invalid

values in the vLog. Additionally, KV separation may need

more I/Os when responding query operations due to the

segregated storage of keys and values, thus also degrading

the system throughput.

In short, append-only writes make LSM-tree-based KVs

(KV pairs are fully-sorted or partially-sorted) and KV

separations deploy compaction operation and GC opera-

tion, respectively, thus causing these two kinds of KV

storage systems to face the challenge of throughput

degradation, especially when the amount of updated KV

pairs becomes tremendous. In fact, update intensive

workloads are common in many storage scenarios, such as

online transaction processing [15] and enterprise servers

[16].

There is an interesting question that whether it is still

necessary to adopt append-only writes for KV storage

systems. The reason why adopting append-only write is

that the performance gap bweteen sequential and random

operations is quite large for traditional hard disk drives

(HDDs). However, this performance gap for modern SSDs

is not as large as that for HDDs [10, 17, 18]. In order to

exploit the performance of SSDs, we have conducted IOPS

evaluations with an NVMe SSD by varying the request size

from 4KB to 512KB. Figure 1 shows the performance

comparison between sequential and random accesses with

different request size. As shown in this figure, the perfor-

mance gap between sequential and random access is get-

ting smaller and smaller when the request size ranges from

4KB to 512KB. Furthermore, the IOPS of random write is

almost same as that of sequential write when the request

size is larger than 128KB.

How to make the best of the large random access per-

formance in SSDs to perform in-place-update, rather than

append-only writes, in KV storage systems for less read/

write amplification still remains as an interesting research

problem. In this paper, we propose a novel KV design, built

atop modern SSDs, with hotness-aware in-place updates to

overwrite invalid data, called InPlaceKV. Based on this

design, InPlaceKV adopts a log structure with in-place

updates instead of the LSM-tree structure to eliminate the

read/write amplification caused by compaction, so as to

improve the system throughput. In particular, we make the

following contributions in this paper.

• We first propose an in-place large-update scheme for

SSD-based KV storage systems while traditional KVs

adopt out-of-place update via append-only writes. The

key idea of this scheme is to take advantage of the large

random access performance of SSDs to update KV pairs

with a large unit in place rather than use append-only

writes with the LSM-tree. Therefore, SSD-based KV

storage systems with this scheme will alleviate the read

and write amplification caused by compaction or GC

compared to those KV storage systems using append-

only writes to update KV pairs in an out-of-place

manner.

• In order to trigger in-place large-updates, we adopt a

hotness-aware method to group KV pairs according to

their hotness. Specifically, we first calculate the hotness

of each KV pair as the number of times that a KV pair

has been accessed. Then, KV pairs are sorted by

hotness, and those KV pairs with similar hotness are

grouped and stored in the same data block. There is a

high probability to update together for those KV pairs

with similar hotness. Thus, we can conduct the in-place

update in a large unit because the cost of large random

access is similar to that of large sequential access in

modern SSDs. Additionally, grouping KV pairs with

similar hotness will help prolong the lifetime of SSDs.

• Based on the design above, we deploy the working flow

of system operations with appropriate data structures in

main memory and SSDs. Finally, we provide the system

robustness and implement the InPlaceKV prototype on

LevelDB. We validate the effectiveness of InPlaceKV

Fig. 1 Performance comparison between sequential and random

access with different request size for SSDs
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in improving system throughput with update-intensive

workloads. Results show that compared to LevelDB,

RocksDB and DiffKV, InPlaceKV achieves 1.2�14.6�
throughput over those KV storage systems under

generated and YCSB core workloads.

The rest of this paper is organized as follows. Section 2

introduces the necessary background on LSM-tree-based

KV storage systems, and gives the motivation of our

design. Section 3 describes the detailed design of our

InPlaceKV. Sect. 4 presents an in-depth evaluation to

validate the effectiveness of our design. Section 5 presents

related work and Sect. 6 concludes the paper and shows the

future work.

2 Background

In this section, we first review the background on LSM-

tree-based KV storage systems, then discuss the overheads

caused by append-only writes, and finally motivate the

design of our InPlaceKV.

2.1 Background on LSM-tree-based KV Systems

We use LevelDB [1] as a representative example to

introduce the background of LSM-tree-based KV systems.

Figure 2 shows the architecture of LevelDB. Similar to

most KV storage systems, LevelDB supports read, write,

update, delete and range scan operations. Among them,

write, update and delete operations are implemented using

append-only writes. When a key-value pair is written, it is

appended to a MemTable, an in-memory data structure.

When the size of the MemTable reaches its limitation, it is

converted to an Immutable MemTable, with all key-value

pairs sorted. The Immutable MemTable is read-only and

flushed to an external storage device (e.g., SSD). The same

process is applied to update operations which use a global

sequence number to ensure that the latest version of KV

pairs can be requested. Differently, delete operations will

adopt an append write to add a deletion mark for a certain

KV pair. For read operations, LevelDB firstly searches the

MemTable and Immutable MemTable, then looks up from

Level 0, and goes through each level until the target KV

pair is found or the lowest level is reached.

When KV pairs are flushed to the external storage

device, they are formed as an SST file and written in Level

0 of the LSM-tree. The structure of an SST file is shown in

Fig. 2. All KV pairs in one SST are sorted and stored in

Data Blocks, each with a typical size of 4KB. Subse-

quently, KV pairs are merged and moved to a lower level

via compaction when the number of SST files in Level 0

reaches a certain limitation. Specifically, one compaction

operation firstly reads several SST files from Level 0 and

all the overlapped SST files from Level 1; Then, all valid

KV pairs are sorted by keys and formed as new SST files

while those invalid KV pairs (e.g., deleted or old version

KV pairs) are discarded; Finally, those new SST files are

flushed into Level 1. Similarly, if Level i (where i � 1) is

full, KV pairs are merged and moved to Level i?1 via

reading one SST file from level i and all the overlapped

SST files from Level i?1. Note that all KV pairs are

globally sorted by keys within each level, except Level 0,

in which KV pairs are only sorted in each SST file.

Compaction maintains the hierarchy of the LSM-tree and

allows to reclaim the storage space occupied by invalid or

old version KV pairs.

2.2 Overheads caused by append-only writes

As we stated in Sect. 1, both LSM-tree-based KVs and KV

separations suffer throughput degradation caused by read/

write amplification due to append-only writes. Figure 3

illustrates the read/write amplification problem of LSM-

tree-based KVs and KV separations. In this example, we

suppose that KV pairs, (K1,V1), (K2,V2), (K3,V3),

(K4,V4), (K7,V7), (K8,V8), (K9,V9), (K10,V10),

(K1,V1’), (K2,V2’), (K7,V7’), and (K9,V9’), are sequen-

tially written into a KV storage system. Among them,

(K1,V1’), (K2,V2’), (K7,V7’), and (K9,V9’) change V1 to

V1’, V2 to V2’, V7 to V7’, and V9 to V9’, respectively.

Due to append-only writes, LSM-tree-based KVs need

compaction to reclaim the space occupied by those invalid

or old version KV pairs. In Fig. 3(a), we assume that each

SST file contains 4 KV pairs. (K1,V1), (K2,V2), (K3,V3)

and (K4,V4) are stored in SST 2, (K7,V7), (K8,V8),

(K9,V9) and (K10,V10) are stored in SST 3, and (K1,V1’),

(K2,V2’), (K7,V7’), and (K9,V9’) are stored in SST 1. SST

2 and SST 3 are in Level i?1, while SST 1 is in Level i.

During compaction, the system needs to read SST 1, SST 2

and SST 3 into memory, discard old version values V1, V2,Fig. 2 The architecture of LevelDB
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V7 and V9, sort all valid KV pairs, regenerate new SST

files, flush SST 4 and SST 7 into Level i?1, and delete SST

1, SST2 and SST 3. In this example, additional 12 KV-pair

reads and 8 KV-pair writes are introduced.

As we described before, KV separations keep keys and

metadata information in the LSM-tree while storing values

separately in a vLog via append-only writes. In a system

with KV separation, compaction is needed to move keys

from higher levels to lower levels in the LSM-tree, but the

overheads is small. For vLog, the system still requires

additional operations, called GC, to reclaim those invalid

KV pairs. Figure 3(b) shows an example of GC triggered

on vLog. There are two pointers (head and tail) used for

vLog. New values are appended in the head pointer, while

the tail pointer tells us where to start freeing space when

GC is triggered. When triggering one GC, the system reads

several KV pairs from vLog, and checks whether those KV

pair are valid or not by querying keys in the LSM-tree.

Finally, valid KV pairs are appended back to the head of

vLog. For ease of illustration, we only show values in vLog

for Fig. 3(b). In this example, additional 7 KV-pair reads

and 3 KV-pair writes are needed during this GC operation.

Furthermore, some query and compaction overheads are

introduced for the LSM-tree.

2.3 Motivation

Append-only writes make traditional KV stores with LSM-

tree and KV separations generate compaction operations

and GC operations, respectively, thus leading them to face

the challenge of throughput degradation, especially when

the amount of updated KV pairs becomes tremendous.

The reason why adopting append-only writes in KV

storage systems is that the performance gap between

sequential access and random access is quite large for

HDDs. The throughput of sequential access can reach

several hundred MB per second for HDDs, while that of

random access is several MB per second. However, SSDs,

receiving lots of attention in research [19–22], are gradu-

ally replacing HDDs in storage systems and its perfor-

mance gap between sequential access and random access is

not as large as that of HDDs. Furthermore, the result of our

evaluations shown in Fig. 1 indicates that the performance

of sequential and random accesses are almost the same

when the request size is large.

From the above discussions, we find that how to make

the best of the SSD’s performance of large random access

to perform in-place updates rather than updating with

append-only writes in KV storage systems is an interesting

problem. On the one hand, in-place updates via large ran-

dom access will only lead to little performance degradation

compared to out-of-place update via append-only writes

according to the result shown in Fig. 1. On the other hand,

discarding append-only writes will improve system per-

formance because overheads caused by compaction or GC

can be avoided. In this paper, we address the problem

above by developing InPlaceKV, which performs in-place

updates with a hotness-aware scheme via large random

accesses, and we present the design details in the next

section.

3 Design

In this section, we first state our design objectives. Then,

we present the architecture, data structure and working

flow of InPlaceKV. Finally, we discuss several issues in

practical implementation.

3.1 Design objectives

InPlaceKV mainly aims for improving system performance

via performing in-place updates with large random acces-

ses. Thus, it focuses on the following three design

objectives.

• Eliminating write/read amplification caused by append-

only writes. As we discussed above, append-only writes

Fig. 3 Overheads caused by append writes
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in KV storage systems will lead to write/read amplifi-

cation, thus degrading system performance. Therefore,

our first objective is to use in-place updates with large

random accesses to replace append-only writes in KV

storage system which is built atop modern SSDs.

• Proposing appropriate design for better performance.

A KV storage system adopting in-place updates with

large random accesses is quite different from traditional

one. Therefore, we must propose appropriate data

structures and working flows for better performance.

• Improving system robustness. Though we propose to

use in-place updates with large random accesses, there

are still a few KV pairs staying in valid state within a

large unit of in-place update. Because it is not possible

that all KV pairs are invalid when each large unit of in-

place update is created. Thus, we must design carefully

to improve system robustness.

3.2 InPlaceKV overview

The main idea of our InPlaceKV is to update KV pairs in

place with a large unit rather than using append-only

writes. To reduce the overheads of in-place large updates,

KV pairs, via a hotness-aware method, are grouped into a

large unit (e.g., 128KB) which is called Data Block. Pre-

cisely, KV pairs are sorted by hotness, and those with

similar hotness are stored in the same Data Block. Figure 4

shows our InPlaceKV architecture. The main data struc-

tures and working flows in InPlaceKV will be introduced in

the next two subsections.

3.3 Data structure

3.3.1 In-memory data structures

Write_MemTable and Update_MemTable play a role as

cache for newly written and updated KV pairs, respec-

tively. In these two structures, a skiplist [23] is used to

record inserted KV pairs. When the size of

Write_MemTable or Update_MemTable reaches a prede-

fined threshold (e.g., 4MB in a default configuration), the

KV pairs within Write_MemTable or

Update_MemTable will be sorted according to their hot-

ness with the help of a Frequency_Table and flushed to the

SSD.

A Frequency_Table will be created as soon as a new

Write_MemTable or Update_MemTable is generated, and

deleted after the corresponding KV pairs are stored on the

SSD. In our hotness-aware design, the hotness of a KV pair

is easily defined as the number of times that the KV pair

has been accessed. Therefore, Frequency_Table records the

access number for each KV pairs in a certain

Write_MemTable or Update_MemTable.

A globally ordered B-tree [24] in memory is used as the

index. Note that the address of each KV pair is stored in the

B-tree after KV pairs are flushed to the SSD, so that a

certain Data Block storing the target KV pair can be read

directly. Also, range query operations can be performed via

this B-tree.

FreeList records the space occupied by a certain KV pair

which has been deleted or its new version data has been

grouped with other KV pairs and overwritten to another

Data Block due to change of its hotness. For example, we

suppose that KV pairs A, B, C and D are stored in Data

Block 1 at first. Then, the new version of KV pair A is

grouped with E, F and G, and written to Data Block 2.

Thus, A’ old version address is recorded in FreeList, which

means that those space in FreeList can be reused in the near

future.

3.3.2 KVLog for external storage

Different from LSM-tree-based KVs, InPlaceKV adopts

KVLog to store KV pairs. Each KVLog consists of several

Data Blocks. KV pairs are stored in Data Blocks in a fully

sorted order according their hotness as we described above.

The format of Data Block is setting as

ðks; k; vs; vÞ1; ðks; k; vs; vÞ2; :::; ðks; k; vs; vÞn, where k and

v represent the key and value, ks and vs mean the size of the

key and value, respectively.

3.4 Working flows

In this subsection, we present the working flows of system

operations in InPlaceKV, including write, update, read,

scan and delete.

Fig. 4 Architecture of InPlaceKV
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3.4.1 Write operation

When handling a write operation for one new KV pair,

InPlaceKV will first check B-tree in memory via the cor-

responding key. B-tree will return NULL and inform

InPlaceKV to buffer this new KV pair in the Write_-

MemTable. At the same time, the corresponding Fre-

quency_Table will be updated. If the Write_MemTable is

full, all KV pairs in this Write_MemTable will be merged

because there may be several versions of one KV pairs

(Please refer to Update Operation), then sorted according to

their hotness recorded in the Frequency_Table, and finally

flushed to the SSD as a KVLog.

3.4.2 Update operation

When handling an update operation for one KV pair,

InPlaceKV will also check the B-tree first. If the B-tree

returns a key without its corresponding address, it means an

old version of this KV pair has been written and buffered in

the Write_MemTable. Otherwise, an old version of this KV

pair has been flushed to the SSD. For the former situation,

InPlaceKV buffers this updated KV pair in the

Write_MemTable as handling a new write operation. For

the latter one, this updated KV pair is buffered in the

Update_MemTable. If the Update_MemTable is full, KV

pairs will be merged, sorted, and flushed to the SSD

according to the Flush-from-Update_MemTable flow

shown in Algorithm 1, which presents the in-place large-

update scheme for InPlaceKV.

In particular, an iterator is first created for all hotness-

sorted KV pairs. Those KV pairs are divided into several

logical Data_Blocks (abbreviated for LDB) which will be

flushed as a large unit. When the size of a logical Data_-

Block reaches the Update_Unit which is a configurable

threshold (typically 4KB in our evaluations), we will cal-

culate how many updated KV pairs belong to one certain

physical Data_Block (short for PDB) stored on the SSD.

After that, InPlaceKV will choose a PDB in which there are

the most updated KV pairs, and get the Update_Rate which

is defined as
NPDB
KVs

NKVs
, where NPDB

KVs means the number of

updated KV pairs whose old versions belong to one certain

PDB and NKVs is the total number of updated KV pairs in

this LDB. For different Update_Rates, InPlaceKV will

perform different operations:

• If the Update_Rate is equal to 1, which means all KV

pairs in the PDB are updated simultaneously, InPla-

ceKV will trigger an in-place large-update for this PDB.

• If the Update_Rate is larger than TH (short for

threshold, e.g., 0.8 as we configure) and less than 1,

which indicates that most of KV pairs in the PDB

needed to be updated in concurrently, InPlaceKV will

migrate those valid KV pairs into a Write_MemTable,

add old addresses of KV pairs whose old versions do

not belong to the PDB to FreeList, and perform an in-

place large-update for this PDB.

• Otherwise, InPlaceKV will flush KV pairs into a new

empty PDB and add all old addresses to FreeList. Note

that, a new empty PDB can be allocated from free space

of InPlaceKV or from one PDB whose proportion of

invalid KV pairs recorded in FreeList is larger than TH

(e.g., 0.8 as we configure). For the latter situation,

InPlaceKV will trigger a few migrations.

Finally, the B-tree must be modified after KV pairs in a

LDB are flushed into one PDB.

3.4.3 Read operation

When a query request for a KV pair comes, InPlaceKV will

first check the Write_MemTable and Update_MemTable.

If this KV pair does not exist in the Write_MemTable and

Update_MemTable, InPlaceKV will search the B-tree to

confirm whether the KV pair is stored in a certain Data_-

Block or not. As we described above, the address of each

pair is stored in the B-tree. Note that the structure of one

1532 Cluster Computing (2024) 27:1527–1540
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leaf node to record the address of one KV pair is (KVLog#,

DB_Size, DB_Offset, Start_Point), where KVLog# is the

number of KVLog, DB_Size means the size of a certain

Data_Block in which the KV pair is stored, DB_Offset is

the offset of the Data_Block, and Start_Point is the offset

of the KV pair in this Data_Block. It should be noted that

the DB_Size here is not equal to the update unit size set by

the system, but a specific value, which may be slightly

larger or smaller than the update unit. This setting is used

to handle the cases of different DB_Sizes due to variable

length key-value pairs. Therefore, InPlaceKV will directly

get the address of the required KV pair from the B-tree or

be informed from the B-tree that this KV pair does not exist

in this system. Finally, InPlaceKV will read a certain PDB,

and send the result to users.

3.4.4 Scan and delete

For a scan operation, InPlaceKV first checks the B-tree to

obtain leaf nodes in the range of this operation. Then,

InPlaceKV will read KV pairs from the SSD if the obtained

leaf nodes contain keys and addresses, simultaneously;

Otherwise, InPlaceKV will read KV pairs from the

Write_MemTable and Update_MemTable.

For a delete operation, InPlaceKV will add the address

of this KV pair to FreeList, and modify the B-tree to log-

ically delete the KV pair. Note that the space occupied by

the content of this KV pair will be overwritten during an

update operation in the near future.

3.5 Implementation issues

In this subsection, we present two implementation issues of

our InPlaceKV design. At first, we discuss the system

robustness, and then analyze the storage overheads of

InPlaceKV.

3.5.1 System robustness

Even though we adopt a hotness-aware method to group

KV pairs to trigger in-place large-updates, there still exist a

few valid KV pairs in a chosen PDB. For example, KV

pairs A, B, C and D are stored in PDB 1, E, F, G and H are

stored in PDB 2, respectively. We suppose that A, B and C

are updated to A’, B’ and C’, and are grouped with an

updated E’ to perform an in-place update in PDB 1. There

are three kinds of KV pairs needed to be processed. (1) KV

pair D, which is still a valid KV pair in PDB, must be

migrated to memory and its index must be modified in the

B-tree. (2) KV pairs A’, B’ and C’ are directly flushed in

place. (3) KV pair E’, whose old version is stored in PDB

2, is flushed with A’, B’ and C’ to overwrite PDB 1; Then,

the address of E must be added to FreeList; Finally, its

index must be modified in the B-tree. After updating PDB

1, we support that KV pair F’, G’, H’ and I will be updated

for PDB 2. Therefore, InPlaceKV will find that KV pair E

stored in PDB 2 is invalid by checking FreeList. In our

implementation, KV pairs in an Update_MemTable can be

grouped into several LDBs. To maintain data consistency

and reduce the costs of checking FreeList, a temporary

variable smallFreeList is set during the process of turning

those LDBs to corresponding PDBs, instead of directly

operating on FreeList. After one Update_MemTable is

fully flushed, the final smallFreeList is then merged into

FreeList.

3.5.2 Storage overheads

As we described in Fig. 4, the Frequency_Table, FreeList

and B-tree are additional data structures compared to tra-

ditional KV storage systems. One Frequency_Table is

created for a certain Write_MemTable or Update_Mem-

Table, and will be deleted when one Write_MemTable or

Update_MemTable has been flushed to the SSD. FreeList

records those invalid addresses for update and delete

operations, and an address will be removed from FreeList

when its physical space is used to be overwritten. There-

fore, the Frequency_Table and FreeList cost a few space in

main memory. As we present in Read Operation, the

structure of one leaf node in B-tree is (KVLog#, DB_Size,

DB_Offset, Start_Point). In our configuration, DB_Size

uses 3 Bytes (24 bits) to represent the size of a certain

Data_Block, which means the largest Data_Block we can

configure will reach 224B ¼ 16MB. Besides, we also use 3

Bytes to represent DB_Offset, as well as Start_Point and

KVLog#. Therefore, one leaf node in the B-tree as least

consumes 20B in main memory. If the average size of one

KV pair is 1KB, the storage overheads are less than 2% of

the size of total KVLogs. If the size of KV pair increases,

the overheads will be reduced. Additionally, we can flush

some cold indexes from the B-tree to the SSD to further

reduce the amount of memory consumption.

4 Evaluation

In this section, we evaluate and compare InPlaceKV with

LevelDB [1], RocksDB [2] and DiffKV [11]. LevelDB and

RocksDB are two well-known traditional KV storage sys-

tems, while DiffKV is the state-of-the-art KV separation

scheme.
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4.1 Setup

4.1.1 Testbed

Our experiments are conducted on an HP Z2 Tower G4

Workstation with an Inter(R) Core(TM) 3.20 GHz pro-

cessor, 8GB RAM, and a 512 G Intel 660P series SSD. The

machine runs Ubuntu 20.04 LTS with the Linux 5.11

kernel and ext4 file system.

4.1.2 Workload

The system performance was tested mainly using YCSB

[25] to generate workloads and YCSB core workloads. We

compare the system performance under update-intensive

workloads, thus our generated workloads include five

stages with a fixed KV size of 1KB. At first, 10 million KV

pairs are loaded randomly (denoted as Load stage). Then,

10 million read requests come into the systems (Read-1

stage). After that, we trigger two 10-million updates suc-

cessively (Update-1 and Update-2, respectively). Finally,

10 million reads are issued again (Read-2 stage). Each

stage in the above workloads are generated by YCSB with

Zipfian distribution, except the Load stage. Furthermore,

we also consider the YCSB core workloads, referred to

Table 1, to validate the effectiveness of InPlaceKV in

improving the system performance.

4.1.3 System configuration

For each KV storage system in our experiments, we set

MemTable size as 4MB, which is the same size as that of

the Write_MemTable and Update_MemTable in InPla-

ceKV. It should be noted that the InPlaceKV consumes

8MB because it has two caches for updates and writes

respectively. All systems are configured with a table cache

(1000 in a default configuration), and none has Bloom

filters turned on. We configure a large block cache of

500MB for LevelDB, RocksDB and DiffKV, while we run

InPlaceKV without block cache for fair comparison. The

reason is that the B-tree in InPlaceKV will consume

additional memory which is different to other three KV

storage systems.

4.2 Performance comparison

In this subsection, we compare the throughput of different

KV storage systems under our generated workloads. Fig-

ure 5 shows that InPlaceKV achieves a higher throughput

than LevelDB and RocksDB for each stage. Compared

with DiffKV, the throughput of InPlaceKV is better in the

Load, Update-1 and Update-2 stages.

Specifically, InPlaceKV achieves 5.1X, 4.9X and 4.8X

throughput in Load stage than LevelDB, RocksDB and

DiffKV, respectively. For Update-1 and Update-2 stages,

InPlaceKV achieves 1.2-1.4X throughput compared to

other three KV storage systems. The results validate that

InPlaceKV indeed improves the throughput under update-

intensive workloads because it adopts the in-place update

scheme rather than append-only writes, thus eliminating

the costs caused by compaction in traditional LSM-tree

KVs or GC in KV separations. For Read-1 and Read-2

stages, DiffKV and InPlaceKV achieve higher throughput

than LevelDB and RocksDB because InPlaceKV has a

globally indexed B-tree, while DiffKV applies a key-value

separation design. However, DiffKV manages values with

partially-sorted ordering while InPlaceKV just groups

values according to their hotness. Therefore, DiffKV

achieves better spatial locality, thus leading to better read

performance compared to InPlaceKV.

4.3 Throughput analysis

In this subsection, we analyze the throughput of InPla-

ceKV, LevelDB and RocksDB for each 0.2 million

requests during 5 stages in generated workloads. Each

subfigure in Fig. 6 shows the result for each stage.

Figure 6(a) shows that the throughput of InPlaceKV in

Load stage is significantly better than others. Because the

compaction operation has a very obvious impact on the

throughput of LevelDB and RocksDB, while InPlaceKV

Table 1 YCSB core workloads

Workload Features

Load 100% random inserts

A 50% reads and 50% updates

B 95% reads and 5% updates

C 100% reads

D 95% reads and 5% writes

F 50% reads and 50% read-modify-write

Fig. 5 Throughput of generated workloads
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always writes all new KV pairs to the SSD using append-

ing. Though the throughput of InPlaceKV will decrease as

the scale of B-tree increase, the overall throughput is still

much better than LevelDB and RocksDB.

InPlaceKV achieves a better throughput in two read

stages in Fig. 6(b, e). The main reason is that InPlaceKV

uses the address in the B-tree to read the target KV pair

directly with a small read amplification, while LevelDB

and RocksDB will cost more I/Os to respond a read

request. For Read-2 stage shown in Fig. 6(e) after two

update stages, the throughput of all KVs will get some

improvements, because updates will gather hot KV pairs in

the high level of LSM-tree for LevelDB and RocksDB, and

group KV pairs together with similar hotness in a PDB for

InPlaceKV. In addition, DiffKV has a superior read per-

formance with the application of key-value separation

technique, which has performance advantage for key

lookup of a smaller LSM tree. However, For Read-2 stage

shown in Fig. 6(e), it can be found that the read perfor-

mance of InPlaceKV is improved with the help of hot

aggregation and the system cache. The main reason is that

those data, in InPlaceKV, with the similar hotness are

grouped and stored in the same data block, thus leading to a

more efficient cache.

For Update-1 stage, Fig. 6(c) shows that InPlaceKV

achieves a little throughput improvement even though it

eliminates the overheads caused by append-only writes via

the in-place large-update scheme. The reason is that update

process of InPlaceKV is more complex, including B-tree

insertion, FreeList checking, valid data migration, B-tree

updating, and so on. In the consecutive update, Update-2

stage, Fig. 6 shows that InPlaceKV performs better. This is

(a) Load (b) Read-1

(c) Update-1 (d) Update-2

(e) Read-2

Fig. 6 Trends of throughput
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because the hotness-aware scheme works well to reduce

the overheads of update process in InPlaceKV after exe-

cution of Update-1 stage. For example, much more KV

pairs in one PDB will be updated locally in Update-2 stage.

4.4 Tunable parameter

We further study the impact of block size on the write/

update performance of InPlaceKV. In this subsection, we

vary the block size from 4KB to 256KB, and show the

throughput of InPlaceKV for Load stage, Update-1 stage,

and Update-2 stage in Fig. 7.

As we analyze and state in Sect. 1, the random perfor-

mance of SSD gradually increases as the request size

increases. With the increase of the update unit, block size,

the KOPS in Load, Update-1 and Update-2 stages,

increases gradually. For Load stage, because InPlaceKV

write new KV pairs via append writes, so block size does

not affect on the performance. For update stages, with the

increase of block size, InPlaceKV can obtain fewer random

writes and better random performance.

4.5 YCSB evaluation

The YCSB benchmark is widely used to evaluate NoSQL

databases with six different load settings. Among them,

Load workload contains 100% random inserts; A includes

50% reads and 50% updates; B consists of 95% reads and

5% updates; C contains 100% reads; D contains 95% reads

and 5% writes; F includes 50% reads and 50% read-mod-

ify-writes. We run LevelDB, RocksDB, DiffKV and

InPlaceKV under those workloads, and experimental

results are shown in Fig. 8.

For Load, the throughput of InPlaceKV is much higher

than other KV storage systems, e.g., 5.9X, 5.4X, and 3.7X

over LevelDB, RocksDB and DiffKV. For B, C and D,

which are read-intensive workloads, InPlaceKV outper-

forms 2-2.5X over LevelDB and RocksDB, while DiffKV

is better than InPlaceKV. As we mentioned above, the read

performance of DiffKV is better than that of InPlaceKV, so

DiffKV shows better throughput than InPlaceKV in read-

intensive workloads. For A and F with balanced read and

update operations, InPlaceKV outperforms 1.5-2.5X over

LevelDB, RocksDB. And due to the existence of garbage

collection mechanism in DiffKV, the performance of

DiffKV decreases in the case of an increased proportion of

update and write operations.

The experimental results show that InPlaceKV performs

better than LevelDB and RocksDB in read-intensive

workloads, because the indexes in the B-tree are used to

locate directly into the target data block, making the read

operations more efficient. However, DiffKV is better than

InPlaceKV under above workloads. InPlaceKV performs

better in workloads where write/update operations are more

intensive. The reason for this situation is that intensive

appending of KV pair will cause other three KVs to fre-

quently trigger compaction or GC that affects system per-

formance, while InPlaceKV can eliminate the overheads

caused by append-only writes. Furthermore, the update

performance for InPlaceKV is lower compared to the write

performance because the update process in InPlaceKV is

more complex.

5 Related work

Many research works focus on optimizing the write per-

formance for KV storage systems. LevelDB [1] and

RocksDB [2] adopt the traditional LSM-tree via append-

only writes and compaction operations to make KV pairs

fully-sorted in each level of LSM-tree. To reduce the

overheads caused by compactions, several works

[8, 9, 26–29] try to relax the degree of fully-sorted order-

ing. PebblesDB [8] proposes a Fragmented Log-Structure

Tree, which divides KV pairs into several segments for

each level, allows KV pairs in each segment to keep

unsorted, and ensures segments are not overlapped in each

level. Dostoevsky [9] proposes a lazy leveling scheme by

adopting tiering policy for all levels of LSM-tree except the

lowest level which is implemented leveling policy. The

idea of partially-sorted for the LSM-tree can also be found

in SlimDB [26], dCompaction [27], VT-tree [28], and

SifrDB [29]. Differently, InPlaceKV bulit atop on the SSD
Fig. 7 Throughput under different block sizes

Fig. 8 Throughput under YCSB benchmarks
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proposes an in-place large-update scheme instead of

updating via the LSM-tree for eliminating the overheads

caused by append-only writes, while maintaining similar

performance compared to sequential writes.

KV separation is a direction to reduce the compaction

overheads. WiscKey [10] is the first work of proposing the

idea which is to store values in the vLog via append-only

writes while keeping keys and metadata in the LSM-tree.

DiffKV [11] follows the idea of KV separation and intro-

duces a vTree for maintaining the values with partially-

sorted ordering. The ideas of KV separation are also found

in HashKV [12] and FenceKV [13]. As we discussed in

Sect. 2, KV separations will suffer overheads caused by

append-only writes because GC needs to be trigger to

reclaim the space occupied by those invalid values.

Because InPlaceKV updates KV pairs in an in-place

manner with large units rather than append-only writes, it

will eliminate the costs due to additional GC operations.

Besides, many works [30–37] focus on improving the

read and scan performance. bLSM [30] is the first work to

use Bloom Filter to boost read operations via eliminating

unnecessary read operations. Monkey [31] adopts differ-

entiated Bloom Filters in different levels in the LSM-tree,

and ElasticBF [32] proposes a fine-grained elastic Bloom

Filter method to improve read performance. Learning

models have also been applied to the optimal use of Bloom

Filters, such as L-FBF [33]. AC-Key [34] designs an

adaptive cache mechanism to accelerate read performance.

TridentKV [35] designs an adaptive learning index struc-

ture to speed up file indexing to improve read performance.

Rosetta [36] introduces a probabilistic range filter to bring

benefits for range queries without hurting point queries,

and REMIX [37] designs a compact multi-table index data

structure for fast range queries in LSM-trees. Compared to

those works, InPlaceKV focus on eliminating the over-

heads caused by append-only writes.

Unlike those works on performance improvement above

via data structure optimization, many researchers build

their KV storage systems on emerging hardware, such as

persistent memory (PM). The work [38] optimizes the

system performance via PMs. SLM-DB [39] designs a

Single-Level Merge DB which takes advantage of both the

B?-tree index and the LSM-tree by leveraging the fast PM.

FlatStore [40] is a PM-based KV storage system which

combines a persistent log structure and a volatile index for

efficient storing and fast indexing, respectively. HiLSM

[41] proposes a hybrid KV storage system with non-vola-

tile memory and SSD to provides a cost-efficient solution

for WAL synchronization, while SpanDB [42] uses SSDs

and a NVMe SSD to build a KV storage system which

provides high-speed parallel WAL. The idea of making use

of emerging hardware to build KV storage systems can also

be found in GearDB [43], SplinterDB [44], FlashKey [45],

LogStore [46]. Another research works, e.g., PLSC-tree

[47] and KVSSD [48], design a friendly key-value man-

agement for SSDs. Differently, InPlaceKV is just built atop

SSDs and make the best use of the performance of random

access with a large unit.

Actually, there are some works [17, 18] discussing the

issue of the performance gap of random accesses and

sequential accesses on SSDs and designed KV stores with

in-place update. However, their schemes of data aggrega-

tion for in-place update are different from InPlaceKV.

KVell [17] groups KV pairs with similar size, and stores

them in the same file according to writing order, while

TreeLine [18] captures the read benefits of a classical disk-

bsed B? tree and writes KV pairs by grouping logically

adjacent data together. Differently, InPlaceKV stores KV

pairs with similar hotness in the same data block in order to

make full use of the performance of large random access in

SSDs.

6 Conclusion and future work

Append-only writes make KV storage systems generate

compaction or GC operations during which the system

performance will be degraded due to extra reads and

writes, especially under update-intensive workloads. Our

experiments indicate that the SSD’s performance gap of

sequential and random accesses gets close when the request

size is large. Motivated by this, we propose InPlaceKV,

which is built atop SSDs, to improve system performance

via an in-place large-update scheme with a hotness-aware

method to update KV pairs. Its novelty lies in leveraging

the performance of random access with a large unit in

SSDs so as to group and flush updated KV pairs with an in-

place manner rather than using append-only write with the

LSM-tree. Our evaluations validate the effectiveness of

InPlaceKV in improving the system throughput with

update-intensive workloads.

In future work, we will limit the size of B-tree via

storing partial nodes of B-tree in the persistent memory

with hot-cold separation to reduce the memory consump-

tion and ensure data consistency when system crush hap-

pens. Furthermore, we plan to implement Parallel Scan

with multi-threading for InPlaceKV via making use of the

large degree of internal parallelism in SSDs. All those

efforts will further improve the performance of our

InPlaceKV.
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