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Abstract

A cloud data center provides various facilities such as storage, data accessibility, and running many specific applications on
cloud resources. The unpredictable demand for service requests in cloud workloads affects the availability of resources
during scheduling. It raises the issues of inaccurate workload prediction, lack of fulfillment in resource demands, load
unbalancing, high power consumption due to heavy loads, and problems of under and overutilization of resources.
Therefore, an efficient scheduling technique and an accurate forecasting model are needed to overcome these issues. Also,
to deal with these challenges and provide optimal solutions, researchers must have a robust knowledge of cloud workloads,
their types, issues, existing technologies, their advantages and disadvantages. However, previous research indicates limited
systematic review studies exist for cloud workload applications with prediction-based scheduling techniques. Therefore, a
survey is required that provides information related to cloud workload. To fulfill this requirement, the current study collects
the related articles published in the past years. This paper is a systematic review study of prediction-based scheduling
techniques that extract and evaluate data based on five criteria. It includes the datasets of different workload applications,
resources, current prediction and scheduling techniques, and their related parameters. The survey is quite useful for
academicians who want to select the problem and develop new techniques for issues related to cloud workload applica-
tions. It also gives an idea of existing approaches that are already implemented and employed.

Keywords Cloud workload - Data centers - Resources - Prediction-based scheduling - Resource allocation -
Load balancing

1 Introduction

Nowadays, many traditional businesses are moving their
workloads to Cloud Data Centers (CDCs) [1]. These
businesses are experiencing the advantages offered by
Cloud Service Providers (CSPs), like cost savings, relia-
bility, performance improvement, scalability, and flexibil-
ity. CSPs run the CDC and provide pay-per-use access to
computing resources [2, 3] as well as a variety of other
services to customers. They operate data centers (DCs) in
multiple geographic locations [4], allowing them to provide
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redundant infrastructure [5] and backup systems [6] to
ensure that services remain available even in the event of a
failure or outage [7]. Many processes exist to secure data
and applications from unauthorized access [6] and other
security risks [8] inside the CDCs. These include firewalls
[9], access controls [10], encryption [11], and intrusion
detection/prevention systems [12]. These advantages have
led to a meteoric rise in the number of CSPs and the range
of services accessible in the cloud [13].

This rapid growth generates problems like fluctuating
demand for resources [14], a lack of Quality of Service
(QoS) [15], an uneven distribution of work [16—-18], energy
efficiency [19, 20], and many others. The dynamism and
unpredictability of the resource’s demand influence their
accessibility during scheduling [21]. Hence, effective
resource management is required so that work can be
planned according to their execution demands [22, 23]. The
QoS is the assessment of an entire service’s performance. It
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is directly affected by the increase in service requests and
the exponential growth of cloud users. To tackle these
challenges, efficient prediction-based scheduling is
required [24, 25]. Irregular load distribution across Virtual
Machines (VMs) leads to inefficient utilization of resour-
ces, which affects the scheduling. A prediction-based
scheduling scheme that handles the unbalancing of data is
required [26, 27].

The scheduling of resources in a Cloud Workload (CW)
is not only one of the fundamental difficulties in comput-
ing, but it also impacts the primary interests of cloud
regulars and facility providers [28]. In fact, this issue is an
NP-hard multi-constraint and multi-objective optimization
problem [29, 30]. This signifies that finding the optimal
solution is very difficult. To overcome these challenges,
many researchers are working on integration of prediction
methods with heuristic, meta-heuristic and hybrid algo-
rithms [8, 27, 31]. The prediction method helps to estimate
the future workload placed on a data center and provides
the possible resource consumption patterns. And these
patterns provide us appropriate resources and a significant
step to building a resource-efficient scheduling method.
Therefore, accurate forecasting is essential for preventing
performance decline and reducing resource wastage, both
of which improve revenue [32]. In CW, managing
resources properly allows activities to be scheduled based
on execution situations [23].

Many business sectors currently rely on cloud-based
workloads [33, 34] and here optimizing resource con-
sumption [33, 35, 36], is an essential component in this
context. Hence, it is vital to understand which workloads
are appropriate for customers and CSPs to make optimal
use of available resources. Next, the delivery of computer
resources (such as CPU, memory, network, virtualized
servers, etc.) via the internet using cloud computing has
become the trend [25, 37, 38]. For the purpose of offering
these resources as a service in the cloud market, the CSPs
have their own optimization goals. These objectives
include limiting maintenance costs and boosting the money
produced by underlying computer resources. Furthermore,
in order to achieve these objectives, individual resource
utilization needs to be predicted and the demanding
resources must be deployed properly in the operational
environment. However, in this perspective, workload pre-
diction gives more definite or deterministic future knowl-
edge about resource demands. Also, it allows for making
appropriate choices to optimize resources in cloud data
centers.

The above paragraphs conclude that accurate prediction
and optimum scheduling are the most important aspects in
achieving the optimization goal. A lot of researches
[23, 39-47] have been done to work on these two tech-
niques that help cloud users and providers to make better
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decisions for accurate load distribution. Also, researchers
need to have a complete knowledge of workload and
techniques that helps to enhance its performance. In the
literature, various intelligent methods and algorithms are
reviewed for the selection of best techniques from a large
pool of options. Various researchers come up with different
ways to solve the problem, and each suggests that their
approach is the best. For further clarity, in this survey a
Systematic Review Study (SRS) has been conducted. The
current research aim is to compares several existing
methods for making decisions to choose CW and its suit-
able techniques. The work also lists the pros and cons of
each method and future research directions. Consequently,
our research examines the robust specifications of several
Cloud Workload Applications (CWASs). This study dis-
cusses the theoretical background, current methodologies,
and performance metrics of the research topic. This
research is anticipated to benefit both scholars and business
professionals.

1.1 Motivation

In the present time, many researchers are continuously
working to find an optimal solution for their respective
fields and coming up with new ideas. For CW, the
approaches such as scheduling and prediction plays very
important role by ensuring that resources are efficiently
allocated to execution requirements of cloud users
[25, 40, 48, 49]. Also, these techniques helps to solve the
problem of resource allocation [50], inaccurate prediction
[51], improper load distribution [52], also improvement in
cost [34] and performance optimization of the system [53].

An example is discussed considering a CWDC having
multiple virtual machines (VMs) that execute different
workloads. The CWDC is equipped with the following
resources: 64 GB of RAM, 16 CPU cores, 1 TB of storage,
and 1 Gbps network bandwidth. Now, let’s suppose there
are four VMs running in the DC, and each of them needs
the following resources:

VMI1: RAM = 16 GB, CORE =4, STORAGE = 250
GB, 200 Mbps network bandwidth.
VM2: RAM =8 GB, CORE =2,
GB, 50 Mbps network bandwidth.

VM3: RAM = 32 GB, CORE =6, STORAGE = 500
GB, 500 Mbps network bandwidth.
VM4: RAM =8 GB, CORE =2,
GB, 250 Mbps network bandwidth.

STORAGE = 100

STORAGE = 150

To allocate resources to these VMs, CW can use a
resource management mechanism such as a hypervisor or
container orchestrator. It can be configured to optimize
efficiency, reliability, and affordability while allocating
resources. Here scheduling technique is required for
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allocation of resources to the particular task and prediction
helps to predict the resources to improve system perfor-
mance. In the above example during allocation process, if
VMI and VM3 are given the resources they need to per-
form their workloads, while VM2 and VM4 are given
fewer resources as they have lower resource requirements.
This allocation also ensures that there is enough network
bandwidth available for all VMs to communicate with each
other and the outside world. Therefore, resource allocation
can be a complex process in a CWDC, especially when
there are many VMs running different workloads with
varying resource requirements. A good resource manage-
ment technique such as prediction-based scheduling can
help to ensure that resources are allocated in a way that
optimizes performance, availability, and cost.

From the previous studies found that limited surveys are
conducted for CWAs. Also, there is a lack of information
related to its dataset, resources, prediction techniques,
scheduling algorithms, and their associated factors.
Therefore, this study addresses challenges and motivates us
to conduct the survey. The current work covers information
related to similar types of CWA and details using various
approaches with their appropriate solutions. It also includes
the research questions related to the CW. In existing study,
prediction models and scheduling techniques have been
implemented in different applications of the cloud for
proper utilization of resources. Hence the current research
aims to address the requirement for a SRS for prediction-
based scheduling techniques in CW.

1.2 Contribution

The contribution of current SRS is mentioned as follows:

e Review existing survey papers related to prediction-
based scheduling techniques for CW and highlighted
their issues.Provides research questions related to the
problem and gives appropriate solutions.

e Various criteria for extraction and evaluation of data in
CW are discussed and analyzed.

e Selected workload is analyzed for prediction and
scheduling-based strategies with associated metrics.

e The research challenges are discussed with future
directions in prediction-based scheduling techniques.

The remaining parts of this research are organized into
the following categories: The methodology of the study is
discussed in Sect. 2. The description of the theoretical
background of the topic can be found in Sect. 3. The
research questions are answered in Sect. 4 by doing an
analysis of the chosen publications, and the material that is
necessary for this study is supplied. The research problems
and possible future directions are presented in Sect. 5.

2 Research methodology

The purpose of a systematic literature review (SLR) is to
search, examine, and draw conclusions from all published
works in a certain field of study. The term SRS is a kind of
SLR in which latest research material is compiled and
organized to provide a comprehensive description of a
particular domain through a uniform and efficient research
methodology. In this survey, the objective of SRS is to
gather and evaluate past research on prediction-based
scheduling techniques in CW. Inspired by survey paper
[21], the Research Questions (RQ) are formulated at the
beginning to serve as a framework for the creation of
search strings. An appropriate examination of digital
libraries is performed based on a search string to provide
an answer to the RQ stated in the first step.

2.1 Research questions (RQ)

In SRS, preparation of RQ is one of the most essential
steps, as research findings are examined in the considera-
tion of these questions. This study is intended to answer
some RQ. To obtain clarification, a comprehensive litera-
ture review has been conducted. This section is devoted to
identifying six survey questions. The aim is to find answers
to these RQ by examining related papers. The RQs gen-
erated with the help of SRS are given below:

RQIl: How to identify dataset and appropriate
resources related to CW? (Answered in Sect. 4.1)
RQ2: What are the existing studies that address the
issues of CW using predictive models and also
mention its parameters? (Answered in Sect. 4.2)
RQ3: What are the current scheduling techniques and
parameters that are working to increase performance
of the system? (Answered in Sect. 4.3)

RQ4: What are the recent works of prediction-based
scheduling related to CWs? (Answered in Sect. 4.4)

2.2 Article search strategy

This section describes the SRS article search strategy. The
criteria for articles selection is choosing those studies
which are related to CW. Finding relevant studies in digital
libraries serves as a preliminary step in conducting a sys-
tematic review of the available literature. In SRS, the
search technique is essential and has an impact on general
performance. This investigation searches published publi-
cations from 2015 to the present in two phases: generalized
and targeted. As illustrated in Fig. 1, the article search
strategy is separated into three stages.
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Fig. 1 Stages of article search strategy

2.2.1 STAGE 1: Start searching by entering relevant strings
and keywords

The search for strings and keywords is carried out in two
stages: generalized and targeted. Google Scholar is used to
identifying papers pertinent to the study issue throughout
the generalized research phase. The targeted phase identi-
fied relevant research articles in four digital libraries
(IEEEXplore, SpringerLink, Wiley, and Elsevier). The
main actions are carried out during this phase:

Step 1: Building strings and keywords from RQ is the
initial stage in the article search strategy. Strings
are generated by concatenating the keywords
workload prediction, cloud scheduling, resource
allocation, resource management, prediction-
based scheduling, cloud resources, load balanc-
ing, resource overutilization, resource underuti-
lization, and quality of service.

Second, we performed both generalized and
targeted searches for keywords and strings to
identify relevant articles. The search returned
15,639 journal, book, conference paper, note,
and chapter, etc. publications that included the
previously defined keywords or phrases.

Step 2:

2.2.2 STAGE 2: Eliminating unnecessary and redundant
contents

Considering problems related to research, only called high-
research articles for our analysis. Also, we place a signif-
icant amount of importance on works that have been
published in English and have appeared in reputable jour-
nals or conferences. Furthermore, unpublished work,
reports, publication notes, and book articles are not added
in the SRS. Cloud and similar principles include papers
selected based on their titles in prestigious journals and
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conferences that deal with prediction-based scheduling.
The following actions are performed during this phase:

Step 3:  Third, we filter out results that have already been
chosen in the first two steps (generalized and
targeted). (6478 papers removed)

Step 4: The fourth step involves sorting the chosen

publications by their titles and removing those
that don’t belong. Finally, it is concluded that
8024 studies have been collected in Stage 2.

2.2.3 STAGE 3: Paper selection based on quality
and relevance of data

At this step, the entire texts and abstracts of the chosen
papers were reviewed to determine their relevance to the
RQ. The participation of each paper was determined by the
research problem’s relevance and the year of publication.
For additional analysis, the abstracts and keywords of the
chosen publications were entered into spreadsheets.

Step 5: At this phase, papers are rejected if their
abstracts don’t have any relevance to the subject
under study. (Removed 3997 articles).

Step 6: In this stage, the author studied the whole text of

each article. The rejection of articles that failed
to address the RQ (described in Section 2.1).
(Excluded 3886 articles).

In conclusion, the selected papers are submitted to three
phases of review, and only relevant research studies cap-
able of addressing the research questions are selected for
further examination. Through this procedure, 15,497 pub-
lications were eliminated. In the end, 141 research papers
were chosen for the SRS from a total of 15,639 research
articles.
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3 Theoretical background

This section provides the information related to CW which
includes definition, importance, different reasons to adopt
CW, types, and challenges.

3.1 Cloud workload (CW)

It is refers to the total amount of work to be performed,
whether it in real-time by users interacting with cloud
services, or in batches [54]. Also it is a collection of
application resources that support a common business goal
with multiple services, such as data stores and APIs,
functioning together to deliver exact end-to-end function-
ality [55].

3.2 Importance of cloud workload

Today, a lot of businesses are transferring traditional
workload to the cloud [8]. The Cloud Security Alliance
(CSA) published its study on January 11, 2019, which
examined the condition of cloud adoption and the effect of
the cloud on enterprise resource planning applications [56].
Almost 70% of organizations asked questions associated to
move, are in the process of enterprise resource planning
(ERP) data and analyzing the time of workloads to cloud
environments, although most of them are concerned to
move [39, 57]. Experts mentioned the main advantages of
migration toward ERP schemes to cloud paradigms:

e Scalability: (65% of respondents) the primary advan-
tage of cloud migration for new technologies.

e Lower cost: (61% of respondents) lower ownership
costs are a significant benefit of cloud computing.

e Security: (49% of respondents) update and regular
service upgrades are a strong reason for migrating to the
cloud.

3.3 Reason to adopt cloud workload

In article [58] Gartner suggested some key points why
enterprise workloads moving to the public cloud given
below:

e Mobility: Mobile technologies and apps make remote
work much easier. The adaptable cloud approach is an
excellent choice for mobile solutions.

e Disaster recovery: Cloud-based disaster recovery is
both cost-effective and safe. It also saves business costs
and efforts of maintaining redundant production-quality
infrastructure in a different location.

e Web conferencing: Due to the pandemic, this virtual
meeting facilitator has become a significant operational

role. With the varying networking bandwidth needs,
large enterprise cloud providers can reliably supply
videoconferencing solutions.

e C(Collaborative effort and information management:
Collaboration is an effective way whereby persons
collectively work on a common problem to achieve
business benefit. This demonstrates the cloud’s useful-
ness for business productivity software

e Remote workstation management and virtual desktops:
A depend-able Virtual Desktop Infrastructure (VDI) is
essential for allowing remote work. Cloud-based virtu-
alization and Desktop as a Service (DaaS) are now
commonplace, offering a scalable and secure alternative
to traditional DC based solutions.

3.4 Challenges in cloud workload

With the advancements and development of cloud com-
puting services, businesses confront a variety of cloud
computing issues. The cloud provides businesses with
advantages, but resource management is not a simple
procedure. The dynamic workload may lead following
issues with associated to cloud-hosted services. The points
mentioned below are the hurdles that must be overcome to
use the cloud benefits efficiently.

e Dynamic environment: The business environment is
quickly changing that impact the market [23, 59, 60],
businesses have to incorporate these changes and
provide new ideas, solutions, and services to retain
technology and new developments.

e Understanding of resource demands: It may be danger-
ous to distribute resources arbitrarily without first
analyzing incoming requirements, identifying priorities,
or considering the organization’s goals [61, 62]. Before
distributing resources, it is essential to have full
awareness of coming demand and resource availability
according to matching skill sets and responsibilities.

e Over-provisioning: It can be a host or computational
node that has assigned unused computing resources
namely CPU, memory, I/O, disk, or network at peak
time [25, 63, 64].

e Under-provisioning: The issue of resource under-pro-
visioning occurs when service gives out fewer resources
than are needed, it won’t be able to provide a good
service to its users [51, 63, 64]. If there aren’t enough
resources for the website, it might seem slow or out of
reach. People stop using the Web, which means the
service provider loses customers.

e Oscillation: When oscillation (auto-scaling) is used, it
leads to both over-provisioning and under-provisioning
issues [65]. It is a combination of under-provisioning
and over-provisioning.
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e Inefficient prediction: This type of prediction leads to
unnecessary outcomes. Inaccurate prediction in the
cloud raises issues of resource allocation, load balanc-
ing, energy efficiency, and many more difficulties.
When training models formulate predictions, the
sequence establishes an order on the data that must be
maintained. In general, prediction issues involve a
sequence of data which raises prediction problems
[26, 27].

e Efficient Scheduling: This type of scheduling working
on these factors such as to maximize the quality
[18, 32, 66], service provider productivity [67], and
efficiency of the system [24, 68]. The objective of these
three factors helps to explore many businesses with
alternative methods. Inefficient scheduling can affect
each of the three goals.

3.5 Types of cloud workload

Depending on the purpose of the application, various types
of workloads are classified. They are:

3.5.1 Business-critical workload applications

These applications are required for survival and long-term
activities, although its failure does not necessarily result in
an instant disaster [61, 69]. During normal operations,
enterprises are using a broad range of apps, but not all of
them are necessary for immediate survival during power
failures and other disasters. Failure of a business-critical
application suffers from decreased user productivity and a
worse overall experience for those using the application
[39]. Although, the organization is required to perform
basic operation for limited hours, without causing serious
harm to operations and profits. In general, the organization
may continue the task with current resources or through
alternative ways to the unsuccessful system. Most of the
time, the applications on the list below are considered
business-critical, but this can be changed.

e Financial applications It gives a business a way to
handle money and information [8, 70]. Banks offer a
wide range of financial services, each of which is made
to meet a specific need. Each organization chooses the
financial application that best fits its needs. Then, each
application is categorized and given a priority based on
how it affects the organization. Most organizations need
a financial app to make sure they have a steady flow of
money coming in, but how the organization gets paid is
a key factor in how important these apps are. For
instance, a short interruption of service might not have a
big effect on a company that processes subscriptions
once a month at a certain time. If an ecommerce site
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that needs to process purchases during the holidays goes
down, even for a short time, it could lose a lot of
money. Also, organizations must follow the rules when
using financial applications to make sure that the
transactions are safe and that sensitive and personal
information stays private.

e Messaging systems It provides information between
workers, business partners, customers, and other stake-
holders. Organizations make use of a broad range of
communications technologies, such as email programs,
text messaging, and cross-functional platforms [71].
Messages often include critical information required for
typical corporate operations. Private and sensitive
information, proprietary data, and trade secrets may
also be included in messages. All of these interactions
and information exchanges are often necessary to keep
routine corporate activities running. These systems also
have security issues, for example, an Email system can
put the firm at risk of security. If threat actors acquire
access to email accounts, they may use them to steal
information, trick people into disclosing information,
use them as a gateway into the business network, and
engage in other criminal actions.

e Legacy systems A legacy system is usually found for a
long time within an organization’s ecosystem [72]. It is
a known methodology that has possibly been modified
to meet the company’s specific needs. These technolo-
gies come with a cost—the initial setup cost, followed
by the cost of continuous maintenance. Because many
legacy systems have not been designed to work in the
cloud, they must be significantly updated when trans-
ferred. When legacy systems are designated as busi-
ness-critical, they must be managed carefully to
minimize interruptions. As a result, many businesses
are still relying on old systems and are unwilling to shift
to the cloud.

3.5.2 Mission-critical workload applications

In this workload gathering of application resources are
described, which need to be extremely dependable on the
platform [73]. The workload is consecutively available,
quick recovery of failures, and quick operations. The
organizations depend on instance operations based on
mission-critical models and machines. With the condition
mission critical resource experience downtime, further in
brief, maybe a reason for the huge disruption and negative
impacts are shown at once in the short and long term.
Mission-critical machines and workloads deal with a
maximum priority that needs to be continued to guarantee
operations stay viable.
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3.5.3 Low-priority workload applications

Organizations categorize applications as low-priority or
non-critical, when they proceed with similar operations for
a large duration without making use of the application [74].
This application highlights the organization suffering
minimal consequences but alternatively performing the
entire necessary work. These are frequently adopted
because the system development simplifies operations and
is highly productive.

3.5.4 Scientific computing workload applications

Scientific computing workload applications are software
programs meant to do complex scientific computations and
simulations using advanced mathematical models and
methods [75-77]. These applications are often used in
domains such as physics, chemistry, biology, engineering,
finance, and weather forecasting, and need a huge amount
of computing power. Solving systems of equations,
numerical optimization, data analysis, and data visualiza-
tion are often involved. They also need access to massive
datasets and be able to effectively manage and modify
enormous volumes of data.

e High-performance computing applications Generally,
high-performance computing refers to the practice of
grouping computing power in a single technology [78].
It provides considerably higher performance than other
systems such as desktop computers or workstations to
resolve large issues in the field of engineering, science
or business [79]. It is the capacity to rapidly assimilate
data and do complex computations.

In the above paragraphs, various types of applications
are mentioned whose computing criteria are different from
each other. The applications such as databases and web
servers are referred to as business-critical workloads [31]
and can be recovered from any losses. A site transfer is
possible because the data for the business-critical job is
mirrored. When determining what should be prioritized, it
is common practice to use a relative measure that is
established and relevant to the specific demands of the
industry. For instance, one corporation may consider a
communications system to be mission crucial, but another
may consider it to be business-critical or even low priority.

4 Reporting of literature

This section provides the solution of RQ by analyzing the
selected papers with their discussions to resolve the issues.

4.1 Identify dataset and appropriate resources
for CW (RQ1)

In this section, datasets for CW from selected literature are
analyzed. Next, the resources used in previous studies are
examined based on their maximum utilization. The dataset
and resources both are analyzed; this process will help the
researcher for selection of dataset and choose appropriate
resources for their study.

Earlier research has demonstrated that the dataset is
generated either synthetic approach or real time approach.
Workload generators are used to produce synthetic work-
loads, though real workloads are collected via benchmark
datasets namely NASA dataset [80], Google Cluster Trace
[33, 60], etc., or recovered from existent cloud platforms.
To provide a better understanding, Table 1 lists the various
datasets in relationship to the CW categories also provides
its description.

Based on the data in the table, we can conclude that
category of business-critical workload has many traces
which comprise the same type of features. For example,
Materna, Bitbrain, Alibaba, and Google Cluster have cloud
resources-related features. Dynamic prediction and
scheduling can be computed by integrating these datasets.
The next category is a scientific workflow which is widely
used in a variety of fields, including physics, chemistry,
biology, and engineering. Last, the mission-critical work-
load is essential to the operation of a business, organiza-
tion, or system.

Also, the description given by this section helps the
researchers to have a clear picture of the problem area. The
information provided here helps them in the initial phase of
investigation and also gives direction to the designing
phase. Table 1 helps the researchers to know which dataset
falls under the category of CW.

Next, the survey analyzes cloud resources which are also
an essential part in CW. The DC provides internet-based
supply of computational resources, such as Artificial
Intelligence (Al), processing power, storage, networking,
databases, analytic, and software applications over the
internet. By outsourcing these services, businesses may
obtain computing assets on-demand basis without having to
acquire and maintain an on-premise IT infrastructure. This
allows and permits for adaptable resources, quick innova-
tion, and fast scaling of economies. Table 2, presents the
list of cloud resources this analysis helps the researcher
finds the most appropriate resources for resolving the
various issues in CW.

Table 2 concludes that both CPU and memory are highly
occupied resources in previous studies. In future work, the
researcher may include other resources to test and check
the effect on the performance of the system.
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Table 1 Cloud workload dataset description

References Dataset Workload type Description
[20, 33, 81] Bitbrain trace Business-critical e It is a trace of job submissions and resource usage in a large-scale distributed
workload computing system
e [t was obtained from the Bitbrains grid over a period of many months
e It is a commercial grid computing system that provides resources for
computing and data processing applications
[66, 82] Materna trace Business-critical e This dataset is a collection of job submissions and resource usage data from a

[17, 33, 83, 84]

[33, 60, 79]

[43, 49, 85-87]

[74, 80, 83, 88]

[80, 88-90]

[89]

[5, 32, 76, 91, 92]

PlanetLab trace

Google cluster
trace

Alibaba trace

HTTP trace

NASA trace

Wikipedia
clickstream

Cyber shake

workload

Business-critical
workload

Business-critical
workload

Business-critical
workload

Business-critical
workload

Business-critical
workload

Business-critical
workload

Scientific
computing
workload

large-scale computing system
e Materna GmbH is German IT consulting company
e The dataset was collected over a period of several months

¢ Includes information about various types of jobs and workloads, like web,
application, and database servers

e It is a network traffic dataset collected from the PlanetLab network

o It includes traffic data from over 1000 PlanetLab nodes located in more than
500 institutions worldwide

o The trace contains traffic data for a period of several years, from 2004 to 2009

o The data in the trace is captured using the NetFlow protocol, which allows for
the collection of traffic statistics such as packet counts, byte counts, and
protocol types

e The trace includes both IPv4 and IPv6 traffic also including HTTP, BitTorrent,
Skype, and DNS

e It is a trace of job submissions and resource usage in a large-scale computing
cluster operated by Google

e Data is related with huge amount of jobs submitted over a period of several
months

o Includes information about various aspects of the jobs and the resources used
by them

e Dataset released by Alibaba in 2017

e Contains a one-month trace of the operations and resource usage of a large-
scale cluster running on Alibaba’s production environment

e Dataset includes information about job submission, job scheduling, task
execution, and resource allocation

e Support research in the area of cluster computing

e It is a collection of HTTP traffic logs captured from various web servers and
clients

e The dataset includes information about HTTP requests and responses, as well
as information about the timing and size of the requests and responses

e Dataset is a set of logs of the job submissions and resource usages in a large
computational cluster at the NASA Advanced Supercomputing (NAS) facility

e Collected over a period of several months and contains information about
approximately 2 million jobs

e The dataset is widely used in research on scheduling, resource allocation, and
workload characterization in large-scale distributed systems

e This is a publicly available dataset
e Contains information about user clickstreams on Wikipedia

o It includes the sequence of requests made by users as they navigate through
Wikipedia, and the corresponding Wikipedia pages that they visit

e It is a scientific application used to study the effects of earthquakes on critical
infrastructure, such as buildings, bridges, and pipelines

e The application uses high-performance computing resources to simulate how
earthquakes propagate through the Earth’s crust and how the resulting ground
motions affect the built environment

o Offers on-demand access to work out on resources that permit researchers to
rapidly scale up needed simulations
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Table 1 (continued)

References Dataset Workload type Description
[44] Floodplain Scientific e Floodplain modeling is an important scientific application that is used to
computing simulate and predict the behavior of water in floodplains
workload o It allows customers to use computational resources online. The combination of
these two technologies can be used to create powerful floodplain modeling
workflows that can help to improve flood management and response
[92] Montage Scientific e Used in various cloud scientific applications to study different aspects of the
computing universe
workload e Used to train ML methods to classify different types of galaxies based on their
morphology
e Used to study the distribution of dark matter in the universe, to create high-
resolution maps of the sky, and to analyze the structure and evolution of
galaxies
[70, 93, 94] Financial system  Mission-critical e It is a key application area for mission critical workloads
workload e Financial institutions such as banks, investment firms, and insurance companies
rely heavily on their financial systems to process transactions, manage
customer accounts, and analyze market data
e Any disruption or downtime in these systems can result in significant financial
losses, regulatory violations, and reputational damage
[95, 96] Electronic health ~ Mission-critical e EHR systems are used by healthcare providers
records (EHRs) workload e Helps to manage patient information, medical histories, prescriptions, and other
critical data
o Interruptions in the functioning of these systems can result in patient safety
issues, regulatory compliance violations, and legal liabilities
[97] Industrial control ~ Mission-critical e Controlling and monitoring industrial processes that are essential for the

systems (ICS)

workload

functioning of critical infrastructure
o These systems are used to manage processes such as power generation, water
treatment, transportation systems, and chemical processing, among others

o ICS systems are designed to be highly reliable and resilient, with redundancy
built in to ensure that processes continue to function even if there is a hardware
or software failure

e To ensure that ICS systems are able to meet the demands of mission-critical
workloads, they need to be designed with high availability and fault tolerance

4.2 Predictive models and their effective

algorithms that are used most frequently in the past and

parameters (RQ2)

Workload prediction is an important for intelligent
resource scaling and load balancing that maximizes cloud
service provider’s economic development and user’s
Quality of Experience (QoE) [18]. Predicting workload
helps cloud-end cluster maintainers determine whether the
resource allocation method is appropriate or not [85]. To
properly manage cloud resources, it’s essential to accu-
rately forecast VM workload for resource provisioning
[17]. Scheduling of resources is a set of rules and policies
used to distribute jobs to appropriate resources (bandwidth,
memory, and CPU) to maximize performance and resource
usage. The proper planning of resources is a critical issue
in cloud computing to improve the overall performance of
the system. The present study describes the benefit of

suggests new algorithms as per the demand.

In a CDC load prediction is required for the allocation of
resources that depend on demand applications [107].
According to [60] for efficient resource utilization in the
cloud, ML approaches are used in the development that
produces reliable prediction solutions. Many scholars focus
on workload prediction and use different methodologies.
Generally, there are two common methods of prediction:
history-based and homeostatic. History-based models are
easy and popular. Models examine past workloads to
forecast future needs this technique involves prior work-
load patterns, whereas the homeostatic model uses the
mean. The homeostatic prediction, estimate the future
workload by adding or removing the present workload
from the mean of prior workloads here values can be static
or dynamic.
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Table 2 Cloud resources description

References

Resources

Description

[39, 90, 98]

[16, 19, 25, 60, 67, 99-103]

[104]

[46]

[104]

[67]

[17, 42, 49, 99, 102, 105]

[63]

[60, 80, 101, 106]

Cost

CPU

Disk I/0

GPU

Input/

output

No. of
requests

Memory

Bandwidth

Network

e It is a critical feature of CWs

o It refers to the amount of money that an organization pays for the cloud resources
they use

e CSPs offer different pricing models and cost features to help organizations
optimize their cloud costs

e Cost features includes Pay-as-you-go pricing, Reserved instances, Spot instances,
etc

e [t is primary computing resource in a VM or container

e [t is responsible for executing the instructions of a computer program and
performing mathematical and logical operations

o CSPs offer different CPU configurations to meet the varying needs of applications
o It refers to the data transfer between an application and the disk storage

e It can be a bottleneck for applications that rely heavily on disk access, such as
databases or file storage applications

e CSPs offer different types of disk storage with varying I/O performance
characteristics, such as solid-state drives (SSDs) or magnetic disks

e GPUs are specialized processors that are designed to perform complex
mathematical calculations and render graphics

e They are used in applications such as gaming, scientific simulations, and machine
learning

o CSPs offer different GPU configurations to meet the varying needs of applications

o It refers to the number of read and writes operations that can be performed on a
disk storage resource per second

e It has a significant impact on the performance of applications that require frequent
disk access, such as databases or file storage applications

e CSPs offer different levels of I/O for their storage resources

o It refers to the number of times an application sends a request to a cloud resource
or service

e The number of requests can have a significant impact on the performance and cost
of CWs

e It is also known as RAM, is a temporary storage area that a computer’s CPU can
access quickly

e It is used to store data and instructions that the CPU needs to access frequently

e CSPs offer different memory configurations to meet the varying needs of
applications

o It refers to the amount of stuff that may be sent via a network connection in a
particular amount of time

e In the cloud, bandwidth is used to transfer data between VMs, storage, and other
resources

e CSPs offer different bandwidth configurations to meet the varying needs of
applications

e Network interfaces provide a virtualized network connection to VMs
e They are used to connect VMs and containers

e CSPs offer different network interface configurations to meet the varying needs of
applications

Previous studies in different areas such as global solar  constant intervals of time. Classical methods used in time
radiation [108], the stock market [109], the sports industry series forecasting [88] include Auto Regression (AR)
[110], and rainfall forecasting [111] state that prediction model, Exponential Smoothing (ES) model, Autoregressive
with time series data is not an easy task. In time series  Integrated Moving Average (ARIMA) model, Moving
group data points are studied by consecutive points at  Average (MA) model, etc.
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ML approach helps organizations to generate precise
predictions of a query based on past data to the desired
solutions. It can be about anything from a user point of
view to suspected dishonest conduct. These give insights to
the business that result in genuine financial revenues. For
instance, if a model predicts client is likely to switch
business, user personal chat can be targeted to avoid losing
that customer. The prediction-based selection makes it
possible to prevent the upcoming inactive virtual machine
(VMs) foremost to decrease the inactive request with
retransmission from inactive VMs to active ones [67].

The fast advancement of AI has drawn significant
attention to DL techniques [91]. Latest years have seen a
grow-up attention in short-term time-series prediction
using deep learning [112].When analyzing complicated
nonlinear patterns in data, deep neural networks have an
advantage over traditional ML structures because DL [113]
can examine hierarchical and distributed characteristics. In
the paper [79], the authors designed BG-LSTM an inte-
grated method for time series data using a DL approach.
The proposed method helps to increase the accuracy of DC
predictions and examine patterns in the workload and
resource consumption data.

Cloud computing has scalable and flexible sharing of
resource services through resource management. In a cloud
environment the foundation is laid on a resource that
depends on monitoring and prediction to obtain resource
automation and manage high performance. The issues
associated in [114] is that with monitoring and prediction
of resources are addressed in the cloud computing model,
execution and design of flexible resource monitoring
schemes for cloud computing, and current resource pre-
diction technique founded on VAR through the relationship
among different resources.

Table 3 displays the available and newly generated
prediction algorithms selected from the recent year’s
studies. It also gives idea related to its respective
parameters.

To accurately predict the workload in the CDC the
regression technique is considered the most favorable and
significant method. Time feature is associated with data
therefore time series forecasting methods are applicable for
this type of workload. The previous studies show that
various prediction techniques such as statistical methods
(i.e. AR, MA, ARIMA, ES, Holt’s method, etc.), ML
methods (i.e. LR, SVM, NN, etc.), DL methods (i.e.
LSTM, DBN, etc.), ensemble techniques (i.e. stacking,
voting, boosting, etc.) nature inspired algorithms (i.e.
ANN, DE, etc.) are used to solve various cloud workload
issues. Many authors tried to combine two or more tech-
niques to resolve the issues.

The above table shows that the parameters such as
accuracy and error metrics have been the maximum pick-

up ratio. And error metrics include MAE, MSE, MAPE,
and RMSE measure values. The researcher can be con-
sidering these parameters for their future work.

4.3 Scheduling techniques and its optimize
parameters (RQ 3)

In the cloud, each user task uses many virtualized resources
and scheduling plays an important role to manage com-
puting resources [121]. The task scheduling method
developed in the study [23] aims to minimize service-level
agreement (SLA) violations, overall execution time, and
costs while distributing m number of tasks of a particular
application among a collection of diverse VMs. As a result,
an effective scheduling algorithm is required that can
balance competing priorities.

In a cloud paradigm, tasks are sorted into two types:
they are computing intensity and data intensity. Though the
task scheduling requires computing intensity, the data is
migrated to the scheduler having high output resources;
hence it minimizes the implementation time of the tasks.
Alternatively, task scheduling requires data intensity,
which helps to decrease the number of data migrations
which results to reduce data transfer time [29].

Currently, cloud service numbers are increasing, which
in exchange increases the load on cloud nodes for pro-
cessing. Hence, needs an efficient method to schedule tasks
and resources are managed in the cloud environments
[122]. Many researchers have enhanced heuristic tech-
niques to achieve better performance in scheduling and
others are working on the meta-heuristic algorithm as well
as hybrid approaches too. Table 4 gives the recent
scheduling techniques and their description.

Scheduling problem is an NP-hard; means it cannot be
solved in a polynomial amount of time. It require finding
best scheduling methods that relay on various factors such
as work characteristics, different goals, and multiple
machine conditions. Therefore, optimization techniques are
used to provide efficient scheduling. From the Table 4 we
have conclude that the scheduling algorithms categorize in
such a way i.e. classical optimization algorithms (i.e.
FCFS, Round Robin, Min—Max, Min-Min, etc.), nature-
inspired optimization algorithms (i.e. GA, PSO, ACO,
etc.), Fuzzy theory based optimization algorithms, and
many more are used to schedule the task to the VM.

In scheduling, evaluation parameters refer to the criteria
or metrics used to assess the performance or efficacy of a
timetable. These metrics are used to analyze how effec-
tively a schedule meets its goals and objectives, as well as
to suggest opportunities for improvement. Metrics are
significant because it allow schedulers to evaluate a current
schedule performance and make accurate decisions about
schedule modifications. Schedulers may increase schedule
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Table 3 Comparison between prediction models and its parameters

References Approach Problem Algorithms Dataset and parameters Best one (s)
[115] Integration of Improve AME-WPC, RF, KNN  AuverGrid trace AME-WPC
statistical prediction MSE (AME-WPC = 42, RF = 175
and ML accuracy KNN = 104)
models
NMSE (AME-WPC (2,5), RF(10,3), KNN
(6,2))
[57] Time series Dynamic AR(1), MA(1) SES, Google Cluster Google Cluster = MA(1)
forecasting  resource DES, ETS, ARIMA,  \MAPE (AR(1) = 51.44, MA(1) = 50.128  Intel Netbatch = AR(1)
models pI‘OViSiOl’ling NN SES = 85.89. DES = 75.33
ETS = 72.26, ARIMA = 85.89,
NN = 52.35)
Intel Netbatch
MAPE (AR(1) = 27.70604,
MA(1) = 40.856 SES = 29.45,
DES = 29.18, ETS = 31.43,
ARIMA = 29.72, NN = 29.75)
[79] Integration Achieving ARIMA, SVM, LSTM, Google Cluster BG-LSTM
DL with optirnal BiLSTM, GridLSTM, RMSLE = (ARIMA = 0.93, SVM = 0.86
time series resource SG-LSTM, SG- LSTM = 0.83. BiLSTM = 0.77
models provision BiLSTM, SG- GridLSTM = 0.80, SG-LSTM = 0.74’
GridLSTM, BG- SG-BiLSTM = 0.19, SG-
LSTM GridLSTM = 0.17, BG-LSTM = 0.15)
[116] Time series Automatic MA, AR, ARIMA, DM, Aliyun Kalman Filter
and scaling for MM, Kalman Filter, MAPE = (MA - 042820, AR = 042958,
statistical elasticity Pattern matching ARIMA = 0.2690. DM = 0.4504
model mechanism  model MM = 0.2744, Kalman Filter = 0.2367,
Pattern matching model = 0.2501)
[117] Time series Achieving PRESS, AGILE, Google Cluster BLSTM-M
model optimal ARIMA, NARNN, RMSE = (PRESS = 0.2620,
resource LSTM-U, BLSTM-U,  AGILE = 0.0159, ARIMA = 0.0198,
provision LSTM-M, BLSTM-M  NARNN = 0.0135, LSTM-U = 0.0123,
BLSTM-U = 0.0115, LSTM-
M = 0.0105, BLSTM-M = 0.0095)
[84] DL model Accurate NN, DBN, Proposed DL PlanetLab Proposed DL based on
prediction based on the canonical \{APE = (NN = 0.26, DBN = 0.22 the canonical polyadic
polyadic Proposed DL based on the canonical decomposition
decomposition polyadic decomposition = 0.21)
RMSE = (NN = 10.06, DBN = 10.26,
Proposed DL based on the canonical
polyadic decomposition = 9.17)
[118] ML model Auto Scaling NN, LR, RepTree, M5P Wikipedia server traffic data LR
Time = (NN = 3.568, LR = 0.01,
RepTree = 0.02, M5P = 0.06)
[17] ML model Load FFT, improved FFT, Accuracy = (FFT = 78%, improved LSTM
Balancing LSTM FFT = 85%, LSTM = 90%)
[119] ML model Workload and AP, TCLA, TK-means, Bitbrain TSSAP
energy TP-teda, TSSAP Accuracy = (AP = 9%, TCLA = 12%,
estimation TK-means = 50%, TP-teda = 50%,
TSSAP = 67%)
[120] Time series Workload ARIMA(1,1,1), ARIMA Standard ARIMA(1,0,1)
forecasting prediction (1,0,1), ARIMA Error = (ARIMA(1,1,1) = 0.094074943,
model (5,0,2), ARIMA (5, 0, ARIMA (1,0,1) = 0.089732489, ARIMA

0)

(5,0,2) = 0.148992588, ARIMA (5, 0,
0) = 0.258320039)
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Table 3 (continued)

References Approach Problem Algorithms Dataset and parameters Best one (s)
[27] ML model Accurate {LR, SVM, EN, Alibaba Alibaba = EN + WT
prediction LASSO, RR, NMSE = (LR = 0.40, SVM = 0.38, Materna = NNLS 4+ WT
NNLS} + Proposed EN = 0.36, LASSO = 039, RR = 0.37,  Bjtprains = EN + WT
Window Technique NNLS = 0.41)
(W) Materna
NMSE = (LR = 0.49, SVM = 0.49,
EN = 0.46, LASSO = 0.47, RR = 048,
NNLS = 0.42)
Bitbrains
NMSE = (LR = 0.20, SVM = 0.22,
EN = 0.17, LASSO = 0.20, RR = 0.19,
NNLS = 0.20)
[26] ML model Accurate GBT, LR, SVM, Bitbrain Proposed model
prediction Krining, Liu, RMSE = (GBT - 2.31’ LR = 2.40,

proposed model

SVM = 2.35, Krining = 2.28,
Liu = 2.26, Proposed = 2.22)
MAE = (GBT = 1.24, LR = 1.32,
SVM = 1.28, Krining = 1.24,
Liu = 1.24, Proposed = 1.14)

efficiency, accuracy, flexibility, and overall quality by
identifying areas where a schedule may be running low.
Table 5 represents the list of effective parameters used in
scheduling techniques.

From Table 5 we can see that cost, energy consumption,
times are the most useful parameters in the previous study.
Researchers may choose other metric values for their future
work.

4.4 Prediction based scheduling techniques
(RQ 4)

In this section several articles are presented in the domain
of workload prediction and resource scheduling. Also it
discusses the research gaps, importance and need of the
current work.

Prediction based scheduling is an important technique to
optimize the allocation of resources based on predictions
about future demand [40]. This technique involves pre-
dicting future workloads and scheduling resources
accordingly to ensure efficient and effective utilization. It
is important because it can help improve system perfor-
mance and reduce costs. The CSP can optimize resource
utilization, reduce idle time, and avoid over provisioning
resources, which can result in cost savings for the provider
and its customers. In addition, prediction-based scheduling
can help improve user experience by ensuring that
resources are available when needed.

For instance, if a website is expecting a sudden surge in
traffic, prediction-based scheduling can allocate more
resources to the website to ensure that it remains respon-
sive and does not crash due to overload. Overall, predic-
tion-based scheduling is important because it can help
improve system performance, reduce costs, and improve
user experience by efficiently allocating resources based on
predictions about future demand.

The research gaps are discusses here that are found from
the previous studies. It helps to design the relevant ques-
tions for doing this survey. According to the studies
[25, 57, 60, 86] there is a need for more accurate prediction
models that can effectively predict the workload of cloud
applications. Existing models may not account for certain
variables that can affect the performance of the system.
Many prediction-based scheduling techniques rely on
heuristics [17, 18, 34, 90] and rule-based approaches
[42, 133-135]. There is a need for more sophisticated
techniques, such as DL, hybrid and ensemble to improve
the accuracy of predictions. Cloud applications are often
composed of multiple heterogeneous workloads that have
different resource requirements [46, 61, 63, 98, 136]. There
is a need for prediction-based scheduling techniques that
can effectively manage and schedule heterogeneous
workloads. Prediction-based scheduling techniques must be
scalable to handle large numbers of requests and data
[137]. There is a need for techniques that can handle large-
scale prediction and scheduling tasks in real-time.
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Table 4 Scheduling techniques

References Algorithm name Descriptions
[67] Autonomic e The process of automatically scheduling tasks or resources based on the changing needs of a system,
scheduling without the need for human intervention
o Tasks are scheduled automatically based on factors such as system load, resource availability, and user
priorities
e The goal of autonomic computing is to create systems that can self-manage and self-optimize,
reducing the need for human intervention
e Used to manage the allocation of resources such as virtual machines and storage to meet changing
demands
[123] Centralized e The process of scheduling tasks or resources in a centralized manner, typically by a single scheduler or
Scheduling resource manager
e Used to manage the allocation of resources such as virtual machines, storage, and network bandwidth
to meet the demands of multiple users or applications
e The scheduler receives requests for resources from multiple users or applications, and then allocates
those resources based on a set of predetermined rules or policies
e It provide better visibility and control over resource usage, as all requests for resources are managed
by a single entity
[3, 124] FCFS/FIFO e It is widely used scheduling algorithm in computer systems, including cloud workload management
e The first task or request that arrives is executed first, and subsequent tasks or requests are executed in
the order in which they arrived
e Used to manage the allocation of resources such as virtual machines, storage, and network bandwidth
to multiple users or applications
e Tasks are executed in the order in which they arrive, without any priority given to certain tasks or
users. This can help to ensure that all users or applications receive a fair share of resources over time
[125] Greedy Algorithm e It is an algorithm that makes locally optimal decisions at each step in order to achieve a global
(GA) optimum
e Used to optimize the allocation of resources such as virtual machines, storage, and network bandwidth
to multiple users or applications
e Allocate resources to the user or application with the highest priority or the greatest need
e It prioritizes shorter tasks or requests, in order to optimize the overall throughput of the system
[2, 54] Deep reinforcement e Using DRL for scheduling in cloud workload management is that it can learn to adapt to changing
learning conditions over time
e It can learn to allocate more resources to a user or application that is experiencing a sudden surge in
workload, or to allocate fewer resources to a user or application that is experiencing low utilization
e The agent may require a large amount of training data in order to learn effective policies for resource
allocation
[67] Honey-Bee e It is a nature-inspired optimization algorithm that has been applied to various problems, including
scheduling in cloud workload management
e Used to optimize the allocation of resources such as virtual machines, storage, and network bandwidth
to multiple users or applications
e It can explore a large search space efficiently and effectively
e The challenges of using honey bee scheduling for CW management is the complexity of the algorithm
and the potential for the algorithm to converge on suboptimal solutions
[46] Horus scheduling e It is a heuristic algorithm for scheduling tasks in CW management

e The algorithm is based on a hierarchical structure of clusters and nodes that represents the available
resources in the cloud environment

o It can efficiently allocate resources in a hierarchical structure, which can be more scalable and easier
to manage than a flat structure

e It prioritize tasks based on their resource requirements and priorities, which can improve the overall
performance of the system

e Challenge of using Horus scheduling for CW management is that it requires prior knowledge of the
available resources in the cloud environment and the task requirements
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Table 4 (continued)

References Algorithm name Descriptions
[54, 67, 124] Load balancing e It is a popular approach for managing cloud workloads and improving the utilization of resources in
strategy (LBS) cloud environments
o It distributes the workload evenly across multiple computing resources to avoid overloading some
resources while others remain underutilized
e Improve the utilization of resources in cloud environments, which can lead to improved performance
and cost-effectiveness
o The challenge of LBS is that it requires real-time monitoring of the workload and computing resources
to adjust the workload distribution
[3, 24, 92] Max Min e The algorithm works by allocating resources to tasks based on their needs, and then reallocating the
remaining resources to the next task in a greedy manner
o [t begins by assigning a minimum amount of resources to each task, which ensures that every task has
a fair share of resources
e Then proceeds to allocate resources to the tasks in a greedy manner, starting with the task that has the
highest resource requirement
o It continues to allocate resources to the next task in a similar manner until all resources are allocated or
no more tasks can be scheduled
e [t may not be suitable for highly dynamic environments where the resource availability and task
requirements can change rapidly
[3, 24, 92] Min Min e It is a popular scheduling algorithm used in cloud computing for allocating tasks to available
computing resources
e This algorithm works by selecting the task with the minimum execution time from the set of available
tasks and assigning it to the resource with the minimum completion time
o This algorithm improves the overall performance of the system by minimizing the completion time of
all tasks
e The main disadvantage of the Min-Min algorithm is that it may not always produce the optimal
solution
[67] Round Robin e It is a simple and fair scheduling algorithm that assigns tasks to computing resources in a cyclic

manner, based on a time slice or quantum

e Each task is allocated a fixed time slice, and the tasks are scheduled in a circular order

e [t ensures fair resource allocation among tasks

e [t requires minimal overhead and can be implemented easily in most cloud computing environments

e The main disadvantage of RR scheduling is that it may not be suitable for tasks with varying resource

requirements

Table 6 shows that comparison between previous studies
related to the prediction and scheduling approaches which
contain eight cells fine the information which includes: the
references, problems in workload, what are requirements
for the problem, the proposed technique, the solution given
by the proposed approach, the related environment in
which the experiment performed, experiment setup and
future works.

5 Research challenges and future directions

The research covered the challenges in CW solved by
prediction models and scheduling techniques. The survey
[39, 41, 47, 49], stated that accurately predicting workload
demands is vital for effective scheduling. But the

prediction of resource allocation in the CW is difficult due
to unpredictable demand of resources. Also, this changing
workload patterns in real time makes difficult to scheduler
to schedule tasks. In this survey, the possible solutions
related to these challenges have been discussed. Apart from
these, there are another challenges are required to outlook.
Hence, future directions addressed that challenges driven
by the research communities can be further investigated are
given below:

e It is necessary to enhance data quality before utilizing
ML and DL methods. Irrelevant features lower model
performance. Preprocessing technique will help the
researcher find the right domain by removing unneces-
sary features.

e Compliance requirements can vary based on industry,
geography, and other factors, making it challenging to
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Table 5 Scheduling techniques effective parameters

References Measure Description
[23, 44, 53, 126] Cost o It refers to the financial cost or the economic value associated with the allocation and utilization of
cloud computing resources for executing a particular workload or task
e It determines the financial cost of executing a particular workload and helps optimize resource
allocation to minimize the overall cost
e The appropriate value of the cost parameter depends on the specific requirements and characteristics
of the cloud computing environment, the workload characteristics, and the available resources
[53] Deadline ¢ This measures help evaluate the efficiency and effectiveness of scheduling algorithms in meeting
violation task deadlines
e They also aid in identifying the reasons for missed deadlines, such as insufficient resources,
unexpected changes in workload, or inaccurate workload characterization
e It is often critical to ensure timely delivery of services and maintain user satisfaction
[1, 19, 44, 101, 127] Energy o This is the total energy consumed by the data center to execute the workload. A lower EC indicates
consumption  better energy efficiency
e This measure helps to evaluate the efficiency and effectiveness of scheduling algorithms in
optimizing resource allocation to minimize energy consumption while meeting performance
requirements
e They also aid in identifying the reasons for high energy consumption, such as inefficient resource
utilization, over-provisioning, or under-provisioning of resources
[1, 53, 54, 68, 128] Execution e [t is an important performance metric used to evaluate the efficiency and effectiveness of scheduling
time algorithms
¢ Execution time measures the time taken by a task to complete its execution from the start of its
allocation to the release of its results
e This measure help evaluate the efficiency and effectiveness of scheduling algorithms in meeting
performance requirements and improving the overall execution time of the workload
e It also aid in identifying the reasons for long execution times, such as resource contention,
inefficient resource allocation, or insufficient resources
[28, 46, 67] Latency e [t is an important performance metric used to evaluate the efficiency and effectiveness of scheduling
algorithms
e Latency measures the delay between a task request and its response from the system
o It helps to evaluate the efficiency and effectiveness of scheduling algorithms in meeting latency
requirements and improving the overall latency of the workload
e It also aid in identifying the reasons for high latency, such as network congestion, resource
contention, or inefficient resource allocation
[46, 67, 129] Makespan e This is the time taken to complete all the tasks
e A shorter makespan indicates better performance
e In cloud environments, where multiple tasks are executed concurrently, the makespan can be
influenced by various factors such as resource availability, task dependencies, and workload
characteristics
e The makespan can be calculated using the following formula:
Makespan = Finish time of last task—Start time of first task
o Scheduling algorithms aim to minimize the makespan by optimizing the allocation of resources and
scheduling of tasks
[67] Resource e [t is an important metric in cloud workload scheduling that measures the degree to which available
utilization resources are being utilized for executing tasks

e The goal of scheduling algorithms is to achieve high resource utilization by efficiently allocating
resources to tasks while minimizing resource wastage

e Resource utilization can be calculated using the following formula:
Resource Utilization = (Total time resources used by tasks) / (Total time resources available)

e Higher resource utilization indicates better performance as it implies that available resources are
being utilized effectively to execute tasks
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Table 5 (continued)

References

Measure

Description

[44, 67, 127, 130, 131]

[23, 34, 132]

[46, 52, 92, 123]

[123]

Response time

SLA rate

Throughput

Transmission
delay

o This is the time taken by a task to receive a response from the system after submitting its request
e A lower response time indicates better performance

e [t is the time interval between the submission of a task request and the receipt of its response from
the system

e The goal of scheduling algorithms is to minimize response time by efficiently allocating resources
to tasks and ensuring timely execution of tasks

e Response time can be measured using various metrics such as average response time, median
response time, and percentile response time

e It is an important metric in cloud workload scheduling that measures the percentage of tasks that
meet their SLA requirements

o It defines the expectations and guarantees between the cloud service provider and the user,
specifying the level of service that is expected to be provided

e The goal of scheduling algorithms is to optimize the allocation of resources and scheduling of tasks
to meet SLA requirements and maximize SLA rate

e SLA rate is affected by various factors such as resource availability, network latency, and task
dependencies

o Scheduling algorithms aim to maximize SLA rate by efficiently allocating resources to tasks and
ensuring timely execution of tasks

e [t is an important performance metric in cloud workload scheduling that measures the rate at which
tasks are completed by the system

o It represents the number of tasks that can be completed within a given time period and is often
expressed in terms of tasks per unit time

e The goal of scheduling algorithms is to optimize the allocation of resources and scheduling of tasks
to maximize throughput, i.e., to complete as many tasks as possible within a given time period

e This is achieved by minimizing resource contention, ensuring timely execution of tasks, and
avoiding idle time for resources

o It refers to the time it takes for data to travel from one point to another in a network

e In the context of scheduling for cloud workload, transmission delay can be an important factor to
consider when deciding how to allocate resources for a particular workload

e When a cloud workload is scheduled, the data associated with that workload needs to be transmitted
from the user’s computer or device to the cloud server where it will be processed

e The time it takes for that data to be transmitted can have an impact on the overall performance of
the workload

maintain compliance in the cloud. CSPs must ensure
that their services comply with regulations and stan-
dards to avoid penalties and legal issues.

Moving workloads from one cloud provider to another
can be challenging due to the differences in technology
and infrastructure. This can lead to vendor lock-in,
where businesses find it challenging to switch provi-
ders, limiting their options and potentially increasing
costs.

High computation capabilities are required due to the
large size of datasets in the cloud environment.
Researchers could explore new prediction techniques
that leverage ML and Al to analyze large datasets and
identify patterns in workload demands. This could
involve the use of DL methods to automatically extract
features and learn complex relationships between

different variables, or the use of ensemble methods
that combine multiple prediction models to improve
accuracy.

Increased focus on the use of prediction-based schedul-
ing for edge computing, which involves processing data
closer to where it is generated, rather than in a
centralized data center.

By using prediction algorithms to anticipate workload
demands at the edge, cloud providers can optimize the
allocation of resources and ensure that workloads are
processed efficiently and cost-effectively.

CWs store and process sensitive data, making them a
prime target for cyber attacks. Ensuring data security
and privacy in the cloud is a critical issue that needs to
be addressed in future.

@ Springer
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6 Conclusion

Currently, traditional businesses are rapidly migrating to
cloud environments and the increasing demand for multiple
resources to perform a single task is the main challenges
for cloud service providers. This paper deals with different
CWs and their applications where virtual resources are
provided with specific features. To maximize the man-
agement of diverse resources, efficient scheduling is nee-
ded. From the literature, it is also observed that prediction
plays an important role to improve scheduling perfor-
mance. Therefore, an efficient prediction-based scheduling
framework is needed to address the challenges in CWs. The
present study examined various research articles with their
issues, research gaps, and research challenges. Also it gives
solutions of related RQ and future directions for the
upcoming problem. The research paper is reviewed from
the year 2015 to the current and presented in tabular forms
with their comparative analysis. The information provided
by each table helps the researchers to reduce the time to
resolve the issues related to the various scenarios. Here, the
data is classified into various categories including work-
load datasets, resources used in the cloud, prediction
models, scheduling algorithms used in previous studies,
and their respective evaluation parameters. Finally, the
survey paper concludes that designing a framework for
prediction-based scheduling with a hybrid deep learning
method is the best suite for workload prediction, and
integrating with this for scheduling a nature-inspired opti-
mization algorithm can perform excellent work.
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