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Abstract
Cloud computing has emerged as a promising Internet technology enabling cloud users to access computing resources on-

demand via the Internet in a ‘‘pay-as-you-use’’ fashion. Many cloud service providers (CSPs) have arisen over the last few

years with similar features at varying prices and performance levels. With the rising number of CSPs, cloud customers face

the challenge of choosing the right CSP that satisfies their Quality of Service requirements. However, it poses a major

challenge: ‘‘How to evaluate a suitable CSP with high accuracy and consistency.’’ To address this challenge, this paper

proposes a hybrid Multi-Criteria Decision Making methodology to aid the decision-maker to evaluate different cloud

services. Specifically, a novel approach is introduced based on a comprehensive assessment that combines subjective and

objective aspects. The comprehensive assessment results are utilized to rank the eligible CSPs based on their prioritized

list. The simulation results are validated through a real-life case study which further justifies that the proposed approach

provides better satisfaction degree from the user’s perspective and is efficient in terms of accuracy and reliability. Finally,

we perform a sensitivity analysis toshow the robustness and stability of our approach.
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1 Introduction

Cloud computing refers to an emerging paradigm where

consumers can receive on-demand computing services

(both hardware and software) over the Internet in self-

service mode regardless of the system or the location [1].

The idea of cloud computing comes from many cutting-

edge innovations and has some common aspects with other

computing models. Cloud computing offers strong benefits,

compared with conventional models in terms of price and

performance [2]. Based on the user’s requirements, the

conventional cloud computing model has the following

three service levels. Software as a service (SaaS) is a way

to offer software applications on-demand over the Internet.

Platform as a Service (PaaS) provides a computing plat-

form and environment for its user to build applications and

services over the Internet. Infrastructure as a service (IaaS)

delivers computing resources (servers, storage, and virtu-

alization) over the Internet. Cloud computing has revolu-

tionized small, medium, and large-scale enterprises’

business with reduced cost, on-demand service, scalability,

and service elasticity. Realizing these advantages, several

business companies outsource their business to cloud-based

computing. As a result, cloud computing usage and

development have grown exponentially [3].

As the demand for cloud computing grows, more cloud

service providers (CSPs) such as Google, IBM, Microsoft,

Amazon GoGrid, etc., have joined the cloud service busi-

ness market which offers different cloud services with

various price and performance choices. This makes it

highly difficult for cloud customers to choose the right

service that can satisfy their functional and non-functional
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requirements. Numerous factors impact the complexity of

service selection. For an appropriate cloud service selec-

tion, a cloud consumer has to identify the service

requirements in QoS (Quality of Service) [4]. For example,

on one hand, criteria such as performance or reliability are

essential to specify service characteristics. On the other

hand, privacy and usability are of utmost importance for

cloud customers as well. In such situation, a wide variety of

divergent evaluation criteria that characterize several cloud

services offered by many CSPs must be considered.

Therefore, the primary concern is how to find an effective

cloud service based on customers’ requirements with a

high degree of reliability and precision which makes cloud

service selection (CSS) a significant and interesting

research problem. Due to the intrinsic relationship among

the multiple QoS attributes, alternatives, and decision

makers’ opinions, the CSS problem can therefore be for-

mulated as a multi-criteria decision making (MCDM)

problem [5] as shown in the Fig. 1.

Recently, MCDM has come up as one of the most

efficient decision-making tools, showing its potential to

solve real-world problems [5, 6]. There have also been

numerous works using MCDM methods on CSS problems.

However, most of the research works [7–11] are designed

to discover the most appropriate cloud services concerning

either subjective (defined in qualitative statements, e.g.

strategy, management, etc.) or objective (defined in

numerical terms, e.g. cost, time, speed, etc.) assessment but

not both. Moreover, most of these methods have treated

both objective and subjective evaluations equally which

produces much noise in the selection approach. Both kinds

of evaluations must be treated differently. This is because

objective evaluation cannot be simple for ordinary cloud

users who can be overwhelmed with multiple quantitative

data. On the other hand, subjective evaluation is easy to

comprehend, but it can contain favoritism and malicious

evaluation, therefore, not wholly trusted. Nonetheless, the

methods considering both objective and subjective assess-

ment leave scope for further improvement in consistency.

Thus, a suitable and efficient approach for decision-making

is therefore highly desirable to resolve the following issues:

– The customer’s preferences must be taken into account

and estimated accurately. Since a simple quality

evaluation without customer’s expectations is

insufficient.

Fig. 1 An instance of Cloud

Service Selection problem
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– The selection method should be able to handle the false

or artificial QoS criteria information which is usually

published by the service provider.

– The selection method should be flexible enough to

accommodate any number of criteria and cloud service

alternatives.

In the view of above issues, we have presented a novel

methodology for selecting suitable cloud services by

aggregating both objective assessments using quantitative

analysis and subjective assessments based on cloud cus-

tomer’s opinions. Here, we took two ways to confirm the

objectivity of the QoS data source and avoid the impact of

artificial QoS data values: (1) First, instead of considering

pure feedback rating, we derived QoS criteria information

from a trustworthy third-party monitoring tool. (2) Second,

we have used an entropy weighting method [12] to find out

the objective weight for different QoS criteria rather than

the traditional average weighting method for increasing the

objectivity of evaluation results. As only objective

assessments are not enough to scrutinize the cloud service

performance, we have performed a subjective evaluation

also to achieve high satisfaction for cloud clients. To assign

the subjective weights of QoS criteria as per customer’s

preferences, we have employed a systematic method called

the Analytic Hierarchy Process (AHP) [13, 14]. To the best

knowledge so far, we are the first to explore the benefits of

combining AHP with entropy for the proposed weighting

strategy, i.e., integrating the objective and subjective

aspects, which is further utilized with Technique for Order

of Preference by Similarity to Ideal Solution (TOPSIS)

method to achieve the final rank.

In summary, the main contributions are as follows:

1. A novel service selection methodology based on the

QoS parameters has been proposed.

2. We have resolved complicated decision-making issues

involving a variety of objective and subjective

constraints.

3. We have presented an organic combination of the

subjective analysis and the objective analysis to

facilitate a higher degree of satisfaction to the cloud

customers.

4. We use quantitative QoS metrics which leads to more

accurate results compared to qualitative QoS metrics

that are more likely to be biased.

5. We check the consistency of proposed methodology

with sensitivity analysis.

The rest of the paper is structured as follows: Section 2

briefs the related works. Section 3 discusses the prelimi-

naries. Section 4 proposes our hybrid decision-making

methodology. Section 5 describes the case study of pro-

posed approach. A comprehensive analysis along with

results validation is shown in Section 6. The concluding

remarks are delineated in Section 7.

2 Research gap

As the number of cloud service providers has grown over

the past years, several research efforts have attempted to

resolve cloud service selection problems based on QoS

[8–10, 15–19]. In [20], authors have introduced the SMI-

CLOUD framework to compare and assess three IaaS cloud

services. The authors used the AHP method to measure the

weight of the criteria and evaluates the three IaaS cloud

services. This method was mainly based on three basic

phases- decomposition of problem, priority evaluation and

ranking the IaaS service providers. In the first phase, a

hierarchical structure is constructed which links the selec-

tion goal, the QoS attributes and the service providers. A

pairwise comparison matrix was utilized in the second

phase to find the criteria weights. In the last phase, the rank

of IaaS cloud service providers is calculated using the

criteria weight. In this research, CSMIC presents several

quantitative key performance indicators (KPIs) for QoS

attributes, and different cloud providers use these KPIs to

compare it. Also, the application of AHP enables the

measurement of criterion weights based on user preference

and the estimation of interdependencies between metrics.

Based on cloud customer’s requirements and preferences,

[21] used the AHP methodology to identify the right cloud

database provider. In this paper, a hierarchy is used that

includes three critical criteria and seven sub criteria. The

AHP approach was used with the genetic algorithm in the

[22] for an IaaS cloud assessment. This paper suggested a

CloudGenius framework to assess and assess the best IaaS

service provider with 15 QoS parameters.

Paper [15] proposes a mutual evaluation-based cloud

service mapping (MECSM) framework which addresses

the bidirectional evaluation of both the service providers

and consumers. In this paper, a unidirectional approach is

used where the mapping of service is based on the service

provider’s evaluation in the context of QoS requirements of

a consumer. Paper [23] proposes a novel framework called

Optimal Service Selection and Ranking of Cloud Com-

puting Services (CCS-OSSR), which allows cloud cus-

tomers to compare available service choices based on QoS

(Quality of Criteria) criteria. The CCS-OSSR utilizes a

hybrid multi-criteria decision making approach. Best worst

method is used to rank and prioritize the QoS criteria and

Technique for Order Preference by Similarity to Ideal

Solution approach is employed to obtain the final rank of

cloud services. In [24], MAUT was utilized to develop a

cloud service evaluation technique that evaluates the utility

value of each cloud service alternatives based on cost and
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quality parameter. Cloud service architecture and a key

cloud service selection algorithm was discussed in [25].

The cloud service selection procedure depends primarily

on the agreement between maximized profit and minimized

cost and it is determined using multi-attribute utility

function. In [26], SAW method was discussed for mea-

suring reusability by allocating various weight values to the

QoS criteria. The reusability of cloud services was mea-

sured in this contribution by two different points of view:

service provider’s point of view and customer’s point of

view. A fuzzy MCDM cloud service assessment model was

used in [27] with the use of Fuzzy SAW.

In [28], an improved DEA and SDEA approach has been

implemented to select appropriate cloud services between

different cloud services, based on customer requirements.

In article [7], to evaluate and rank different cloud services

using the Grey TOPSIS and AHP method, the author

implemented a SELCLOUD model. Here, author employ

AHP method to evaluate the QoS attribute weight and

measure the rank of cloud alternatives using the Grey

TOPSIS method. Actually, most of the work assume that

QoS attributes are independent. Rahman et al. proposed a

framework in [29, 30] to support the selection of IaaS cloud

services. In this article, a status checker on a virtual

machine monitors the performance of the IaaS cloud. Here,

a centralized QoS repository is used to collect and manage

cloud performance reports for service assessment and

selection. Authors have suggested a time aware selection

methodology based on the various MCDM methods AHP,

ANP and TOPSIS. By scrutinizing the aforementioned

studies, it is noticed that sufficient attention has not been

paid to the classification of cloud evaluations prior to ser-

vice selection. So, a method for quantifying both objective

and subjective assessment is required to make the decision

making results more reliable. The aforementioned issues

not only complicate the decision-making process but also

raise questions regarding the authenticity and reliability of

the results. In summary, they are as follows. (1) An

increase in the number of decision criteria intensifies

implementation and computational complexity of these

methods, which in turn reduces performance, especially in

real world problems. (2) It is quite challenging to achieve

highly consistent comparisons. (3) It is even more chal-

lenging to revisit comparisons in case of inconsistencies.

(4) Unsuitable for decision making when both objective

and subjective assessments are desired.

In these views, we address these issues and develop a

novel cloud selection approach. This study provides an

organic combination of the subjective analysis the objec-

tive analysis to achieve a better comprehensive assessment

of the results.

3 Preliminaries

We first explain an example for motivation of our work and

then discuss about evaluation criteria.

3.1 Motivation example

An example to inspire our work in practice is given in this

subsection. Suppose ABC is a major company that pro-

vides its clients medical services.The business plans to

draw more customers through improved service quality.

For the following reasons, ABC move its business from in-

house to the public cloud to deliver different services at

high performance, high security and low maintenance

costs:

– Better cost control ABC can reduce its staff cost,

maintenance cost and technology costs considerably

using cloud services.

– Save time & effort With cloud solutions, software

upgrades, maintenance and data protection do not

require technical expertise. Due to this reason, all

employees can shift their attention freely from system

to customer.

– Appealing to modern consumers Clients want to access

various services with their mobile phones and tablets.

Customers and staff are able to communicate with a

cloud-based service at any time and anywhere.

– Keep Up With Industry Trends The cloud service allows

ABC to keep up with real-time delivery in the on-line

market industry. By introducing new features and

services, cloud computing provides real opportunities

for business growth.

Furthermore, ABC is a service company that provides its

users with an extremely desirable, high-quality, and

extensive sales service. ABC searches for a cloud service

provider for the deployment of its services. A range of

cloud service providers (CSPs) provides several services

that vary based on QoS requirements in the current market.

ABC compares every QoS criteria and analyses each cloud

service’s efficiency to pick an adequate cloud service from

the existing services. ABC will prefer a cloud service

provider with more memory capacity, fast processing speed

and a lower maintenance cost (e.g., availability and

response time). The selection process will rely on an

organization’s particular requirements, which may depend

on different objectives.The company needs to clarify the

needs and significance of each QoS criterion in terms of its

goals. The highest performing cloud service provider is

selected as the best service provider.

In this situation, company preferences and demands

need to be acknowledged to achieve a high degree of ABC

satisfaction. Therefore in choosing a cloud service the
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preference of ABC should be taken into consideration and

correctly evaluated. In our approach, we took the customer

preferences into account and evaluated each QoS crite-

rion’s weight.

3.2 Evaluation criteria

An important problem with the selection of cloud services

is that identification of key criteria which determine whe-

ther the cloud service provided meets the business and

technical demands of cloud clients. A cloud customer has

two types of requirements: functional and non-functional.

In short, a functional requirement refers to a service’s

specific behavior and performance of a service are denoted

by non-functional requirement. Due to complexity of cloud

service and the absence of standard metrics, it’s a very

difficult task to choose appropriate cloud QoS criteria. In

fact, many researchers made a large number of efforts in

the cloud service selection. [31] proposed the cloud service

measurement index (SMI) that groups cloud QoS criteria

into seven key categories which are widely accepted as a

criterion for cloud service selection. Some QoS parameters

which are explained in [20] and shown in Table 1 is also

used to accurately measure the cloud provider’s service

level. An intuitive calculation is performed for each attri-

bute and its results can be considered as an input for all

approaches to cloud service selection.

4 Cloud service selection methodology

Here, we present our proposed service selection method-

ology as highlighted with the help of a flow chart shown in

Fig. 2.

We have also shown the framework in Fig. 3 which uses

our proposed methodology to rate different cloud services

according to user preferences and QoS information pro-

vided by the cloud service providers. It consists of the 4

key components, i.e., (1) Cloud Service Repository (2)

Cloud Service Discovery Engine (3) Cloud Service

Selection Engine (4) Cloud Service Prioritizing Engine and

(5) Cloud Service Pool.

– Cloud Service Repository It contains the detailed cloud

provider information like provider id, artifacts, func-

tional and non-functional specification, service level

agreement (SLA).

– Cloud Service Discovery Engine This service mainly

interacts with cloud clients and discovers different

Table 1 QoS parameters and their definition

S. no QoS parameter Description Positive/Negative

1 Response Time It is the time taken for a service provider to respond to a request

for service.

Negative

2 Throughput It define as a amount of service request deliver to a cloud customer

within a particular time by cloud service provider.

Positive

3 Availability It refers to the percentage of time that the cloud service remains

operational under normal circumstances

Positive

4 Cost It defines the amount of money that a cloud user spends on the accessing

the cloud services.

Negative

5 Interoperability It is the capability to communicate with other services provided by the

same provider or different providers

Positive

6 Scalability It describes whether a system can accommodate several service

request simultaneously without effecting performance.

Positive

7 Stability It is characterized as the performance variability for a service. Positive

8 Reliability It represents how a service performs in a certain time and circumstances

without failure.

Positive

9 Adaptability It shows the potential of cloud service provider to accommodate

changes in service based on request made by cloud user.

Positive

10 Usability It is a subjective aspect that describes how much easy to use cloud

service functionality.

Positive

11 Accuracy It determines the level of conformity of the calculated value

compared with the promised value during using the cloud

service.

Positive
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Start

Input: Alternatives,

and criteria

Find objective weights

of each cerierion using

entropy weighting method

Find subjective weights of

each cerierion using AHP

Combine both subjective

and objective weights

Apply TOPSIS and find the

final rank of the alternatives

Result validation by comparing

the hybrid approach

with other existing ones

Sensitivity analysis to confirm

its robustness and stability

Output: Best alternative

Stop

Fig. 2 Flowchart of proposed

service selection methodology

Fig. 3 Proposed cloud service selection framework
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cloud services based on their preferences. Two essential

services are: (1) cloud service matchmaker and (2)

cloud service filter. This component compares the

various services and the end-user service requirements.

Finally, this component provides a list of potential

cloud service providers in the service selection process.

– Cloud Service Selection Engine This component is

responsible for QoS value conversion and cloud service

discovery.

– Cloud Service Prioritizing Engine This component

collects information from all the above and provides the

prospective cloud customer with a list of optimal cloud

service providers to make a decision.

– Cloud Service Pool This component stores information

about the cloud services and their features advertised by

various cloud providers.
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The detailed description of the proposed methodology is as follows:
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Step 1: Construct a decision matrix Let us suppose m

cloud service provider alternatives Pi (i ¼ 1; . . .;m) to be

evaluated against n QoS selection criteria Qj (j ¼ 1; . . .; n).

The decision matrix DM ¼ ðxijÞm�n denotes the QoS

information of alternative Pi corresponding to criterion Qj.

The decision matrix can be expressed as:

DM ¼
x11 . . . x1n

..

. . .
. ..

.

xm1 . . . xmn

2
664

3
775 ð1Þ

Step 2: Employ entropy weight method for objective

assessment The approach relies on unbiased data, so it is

capable of overcoming disturbances caused by man in

order to obtain results with higher accuracy. Entropy theory

is about thermodynamics and Shannon presents it in

information theory first [32]. It is used to calculate the

degree of disorder in terms of probability theory between

the set of information. The existing facts say if there is a

big difference between the QoS values of alternative, then

data information is more beneficial to select different cloud

service alternatives. Thus, entropy method prioritizes var-

ious QoS criteria by calculating their entropy weights. The

steps are as follows:

Step 2.1: Determine the characteristics proportion of the

cloud service alternatives For m cloud service alternatives,

there are m different QoS values for a certain criterion.

These values may be same or different in terms of scales

and units. This indicates different levels of probability

among different values for a particular criterion. Hence, we

utilize characteristics proportion that is the probability ratio

of criterion value with respect to the sum of other provi-

der’s values. The characteristics proportion (pij) of the jth

QoS criteria for ith cloud service is defined as follows:

pij ¼
xijPm
i¼1 xij

i ¼ 1; 2; . . .;m; j ¼ 1; 2; . . .; n

ð2Þ

Step 2.2: Compute the entropy value for each QoS criterion

The probability theory indicates that larger the deviation in

the values of all candidate cloud services for a certain QoS

criterion, higher the importance (weighted) of this criterion

is than other QoS criteria. For each QoS criterion, we can

identify and calculate entropy as follows:

Ej ¼ �k
Xm
i¼1

pij ln pij; i ¼ 1; 2; . . .m; j ¼ 1; 2; . . .n;

k ¼ 1

lnm

ð3Þ

where Ej is the entropy value for jth QoS criterion of all the

cloud service alternatives. The value of Ej lies between 0 to

1.

Step 2.3: Finding the deviation degree for each QoS

criterion Let Gj is the deviation degree of jth criterion, then

we calculate the value of Gj as follows:

Gj ¼ 1 � Ej; j ¼ 1; 2; . . .n ð4Þ

Note that if the entropy value Ej is small, then the deviation

degree of jth criterion is large and provides larger amount

of information. In other words, this jth criterion shows

greater value and objectivity compared to other ones.

Step 2.4: Obtain the entropy weight for each QoS cri-

terion For each criterion, we determine the entropy weight

ewj as follows:

ewj ¼
GjPn

j¼1ðGjÞ
;

Xn
j¼1

ewj ¼ 1 ð5Þ

Step 3: Employ AHP method for subjective assessment This

method measures the subjective weight of each QoS cri-

terion. The steps are as follows:

Step 3.1: Breaks the decision problem into a hierarchy

In this step, we break the cloud service selection problem

into a hierarchy of interrelated decision elements (i.e., goal,

evaluation criteria and service provider alternatives). The

Fig. 4 has shown an example for 11 alternatives and 5

criteria.

Step 3.2: Construct a pairwise comparison matrix and

find criteria weights The pair-wise comparison matrix A is

shown in Eq. 6 based on discrete scale preferences from 1

to 9. We have n QoS criteria and each element of matrix A,

i.e., aij ði; j ¼ 1; 2; . . .; nÞ denotes preference of ith criterion

over jth criterion.

A ¼

1 a12 . . . a1n

a21 1 . . . a2n

. . . . . . . . . . . .

an1 an2 . . . 1

2
6664

3
7775 ð6Þ

where, aij = 1
aji
; aji [ 0

Next, the weight vector W ¼ fsw1; . . .; swng, where swi

is subjective weight of ith criterion, is determined by

solving the following characteristic equation.

AW ¼ kmaxW ð7Þ

where kmax is the maximum eigenvalue of A and equals to

the sum of the elements of the column vector AW, i.e.,

kmax ¼
P

AW . The W satisfies the following normalization

condition.
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Xn
j¼1

swj ¼ 1; swj � 0; j 2 f1; :::; ng ð8Þ

Step 3.3: Check Consistency The pair-wise comparison

matrix should be consistent. To test this, with the help of

Eqs. 9 and 10, we determine the consistency index (CI) and

consistency ratio (CR).

CI ¼ kmax � n

n� 1
ð9Þ

CR ¼CI

RI
ð10Þ

Here, RI is random index value as per Table 2. If CR

\0:10, the consistency of matrix is acceptable; otherwise,

it required to be revised in Step 3.2.

Step 4: Combine objective and subjective weights for

each QoS criterion The weights obtained from objective

and subjective assessments are now combined (cwj) using

Eq. 11.

cwj ¼ ewj � swj j ¼ 1; 2; . . .n ð11Þ

where, ewj denotes the objective weight (Step 2.4) and swj

denotes the subjective weight (Step 3.2). Further, we nor-

malize the combined weight cnwj using Eq. 12.

cnwj ¼ ðcw1; cw2; . . .; cwnÞT j ¼ 1; 2; . . .n ð12Þ

These normalized weights are next used in TOPSIS.

Step 5: Calculate the final rank using TOPSIS This

approach is very beneficial in solving ranking issues where

numerous alternatives can be evaluated using the same

criteria. This method provides two ideal solutions, i.e., the

positive ideal solution and the negative ideal solution. On

the one hand, we minimize the cost criteria and

simultaneously maximize the benefit criteria in the positive

ideal solution. On the other hand, we maximize the cost

criteria and minimizes the benefit criteria in the negative

ideal solution. This approach allows us to choose the best

alternatives with the shortest distance from the positive

ideal solution and the farthest away from the negative ideal

solution. Due to its computational simplicity and efficient

distance measurement, the TOPSIS method is extensively

used in many area [33, 34]. The detailed description is as

follows:

Step 5.1: Formation of the weighted normalized decision

matrix Here, we multiply the columns of the normalized

decision matrix nxij (in Eq. 13) with combined weights

cnwj as shown in Eq. 14 to obtain a weighted decision

matrix.

nxij ¼
xijffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
i¼1 x

2
ij

q i ¼ 1; 2; . . .;m;

j ¼ 1; 2; . . .; n:

ð13Þ

vij ¼ cnwj � nxij ð14Þ

Step 5.2: Determination of the positive and negative ideal

solutions Here, positive ideal solution is denoted by vþj and

negative ideal solution is denoted by v�j and determined for

each criterion as follows:

vþj = max fv1j; ...vmjg and v�j = min fv1j; ...vmjg for

benefit criteria

vþj = min fv1j; ...vmjg and v�j = max fv1j; ...vmjg for cost

criteria

Step 5.3: Calculation of the separation measure from

each cloud service alternatives It is calculated by calcu-

lating the distance between each alternative and positive

Fig. 4 A decision hierarchy

model in AHP

Table 2 Average random index values

Criteria 1 2 3 4 5 6 7 8 9 10

RI 0 0 0.52 0.92 1.13 1.25 1.35 1.40 1.46 1.49
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and negative ideal solution using the Euclidean distance as

follows:

Dþ
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn
j¼1

ðvij � vþj Þ
2

vuut ð15Þ

D�
i ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Xn
j¼1

ðvij � v�j Þ
2

vuut ð16Þ

Step 5.4: Calculation of the relative closeness to the ideal

solution It is measured as follows:

CCi ¼
D�

i

D�
i þ Dþ

i

ð17Þ

The cloud service alternatives are ranked according to the

descending order of CCi value. The cloud service alterna-

tive having highest relative closeness (CC value) is chosen

to be the best cloud service provider.

5 Applications: illustrative view

The section presents illustrative point of view for two

different applications applied on two different datasets.

5.1 Application-I: evaluating the high CPU based
cloud service

This application is designed to assist in the selection of

cloud services with a high CPU configuration. High-CPU

cloud services are best suited for high-performance com-

puting tasks. The detailed explanation is as follows.

5.1.1 Data set and experimental setup

We used the cloudharmoney.com platform to collect data

for several cloud service providers. QoS performance

reports are generated in real time by this platform for a

variety of cloud service providers. These reports are based

on the aggregate experience of millions of Internet users

connecting via various networks.

Amazon, Azure, Google, Rackspace, Digital Ocean, and

IBM SoftLayer are some of the cloud service providers

being explored for performance evaluation. A variety of

high-CPU efficient cloud services are available from these

providers. For performance evaluation, we consider six

cloud service providers. Response time, Availability,

Reliability, Throughput, and Cost are the QoS criteria used

to evaluate cloud service providers. The collected dataset is

given in Table 3.

Note that our testing dataset is restricted to particular

QoS factor chosen by decision makers. Apart from the QoS

factors studied in this study, there are various more

parameters that influence cloud service provider selection.

Suitability, Sustainability, Scalability, usability, and so on

are examples. However, the criteria used to evaluate cloud

service providers may differ from one scenario to the

another scenario. The preferences of the cloud customer/

decision maker have a large role in the selection of QoS

criteria.

5.1.2 Performance evaluation

Here, the cloud service selection and rating procedure is

carried out using our proposed approach. Figure 2 depicts a

flow diagram of the implementation process. The following

steps are taken to implement the same.

– Decision matrix formation A decision matrix is con-

structed using five cloud service alternatives, namely

Amazon EC2, Digital Ocean, Google, Microsoft Azure,

Rackspace and Softlayer. The QoS criteria are

Response time (Q1), Availability (Q2), Reliability (Q3),

Throughput (Q4) and Cost (Q5). Here Q2, Q3, and Q4

are considered as benefit criteria (it should be maxi-

mum). Remaining are considered as cost criteria (it

should be minimum). Table 3 shows the decision matrix

based on these six cloud alternatives and five QoS

criteria.

– Calculate the objective weight of each criterion Using

the characteristic proportion probability values (shown

Table 3 Decision matrix DM

Cloud service providers Q1 Q2 Q3 Q4 Q5

Google 81.43 12.82 27.89 0.15 0.21

Digital Ocean 65.46 9 18.22 0.45 0.119

Microsoft Azure 69.37 13.7 33.16 0.65 0.28

Softlayer 45.6 5.48 27.75 0.59 0.24

Rackspace 106.26 10.75 39.34 0.42 0.68

Amazon EC2 77.11 10.45 26.39 0.1 0.236

Table 4 Characteristic proportion for each criteria

Q1 Q2 Q3 Q4 Q5

Google 0.1296 0.0089 0.0582 0.0917 0.0390

Digital Ocean 0.2109 0.1629 0.1051 0.1340 0.0949

Microsoft Azure 0.1459 0.0321 0.0421 0.0820 0.0268

Softlayer 0.0112 0.1069 0.1141 0.0849 0.0269

Rackspace 0.1549 0.0931 0.0821 0.0625 0.0564

Amazon EC2 0.0798 0.0963 0.0662 0.0638 0.0555
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in Table 4) along with Eqs. 2–5, we compute the

objective weight of each criterion. The results are

shown in Table 5.

– Calculating the subjective weight of each criterion

Using Eqs. 6–10, we determine the subjective weights.

A pair-wise comparison matrix is shown in Table 6. We

calculate the consistency ratio (CR), and subjective

weight of each criterion as shown in Table 6. As CR

(0.07) is within the tolerance limit having value less

than 0.10, criteria weights are consistent and

acceptable.

– Calculating combined weights for criteria Table 7

shows the combined weights (using Eqs. 11 and 12)

which is further used in the TOPSIS for evaluating the

performance of cloud service alternatives.

– Calculating final ranking using TOPSIS Next, cloud

service alternatives are ranked using Eqs. 13–17.

Table 8 shows the normalized decision matrix using

Eq. 13. Next, Table 9 shows the the weighted normal-

ized decisions matrix using Eq. 14. Finally, Tables 10

and 11 presents the results obtained using next steps of

TOPSIS. It is clear by analyzing the closeness coeffi-

cient (CCi) values in Table 11 that Amazon EC2 is

ranked first as the best cloud services provider.

5.2 Application-II: IaaS selection

This application is concerned about selection of IaaS ser-

vices in order to test its applicability. We do this by

examining a dataset [7] that comprises cloud service pro-

viders i.e. City cloud, Amazon, Rackspace, CenturyLink,

HP and Google. For IaaS service selection, we examined

QoS factors such as CPU Performance (QoS1), Memory

Performance (QoS2), Disk Performance (QoS3), Network

Latency (QoS4), and Cost on Demand (QoS5). Table 12

summarizes the dataset. Here, QoS1, QoS2, and QoS3 are

benefit criteria (maximum should be preferable), and the

remaining QoS4 and QoS5 are cost criteria (minimum

should be preferable). The step-wise process applied on the

used dataset is same as in Sect. 5.1.2. The results are

shown in Table 13. According to the findings, Google is

the most suitable service for choosing, followed by Ama-

zon, Rackspace, HP, City Cloud, and Century Cloud.

6 Comprehensive analysis

We conducted experiments in MATLAB R2015b on

Windows 7, 64-bit operating system with

Intel(R) Core(TM) i3-2330M CPU @ 2.20 GHz processor

and 8 GB installed memory. The proposed evaluation

methodology can be introduced into cloud markets since

there are no proper quality attributes evaluation methods

available. The proposed approach is validated through a

case study (see Sect. 5) that utilizes the real QoS dataset.

The goal is to judge whether the proposed strategy is fea-

sible, effective, and beneficial.

Table 5 The entropy weight of

each criteria
Criteria Q1 Q2 Q3 Q4 Q5

Entropy value (Ej) 0.9877 0.9508 0.9709 0.8839 0.7812

Degree of divergence (Gj) 0.0123 0.0492 0.0291 0.1161 0.2188

Entropy weight (ewj) 0.0290 0.1156 0.0684 0.2728 0.5143

Table 6 Pair-wise comparison

of calculated relative weights of

QoS criteria

Criteria Q1 Q2 Q3 Q4 Q5 Subjective weight (swj)

Q1 1 4 3 2 2 0.3373

Q2 1/4 1 1/2 1/3 1 0.1182

Q3 1/3 2 1 1/2 1/2 0.1246

Q4 1/2 3 2 1 2 0.2574

Q5 1/2 1 2 1/2 1 0.1625

kmax = 5.292 CI = 0.073 RI = 1.12 CR = 0.07

Table 7 Combined weight for each criteria

Q1 Q2 Q3 Q4 Q5

Entropy weight 0.0290 0.1156 0.0684 0.2728 0.5143

AHP weight 0.3373 0.1182 0.1246 0.2574 0.1625

Combined weight 0.201 0.060 0.044 0.294 0.401
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6.1 Ranking analysis based on subjective,
objective and combined assessments

The importance of combining subjective and objective

weights can be seen from Fig. 5 where there is a variation

between subjective and objective weights. For example, Q4

was regarded as the most important criterion with a sub-

jective weight of 0.3373, but it resulted in the least

important one having value of 0.029 in terms of objective

assessment. Therefore, comparatively the combined

approach of weighting is more suitable for a well-rounded

weighted outcome. Taking a step forward, the equivalent

rankings for the six alternatives can be obtained as Amazon

EC2[Rackspace[Google[Digital Ocean[Microsoft

Azure [ Softlayer for the subjective assessment, and

Amazon EC2 [ Google [ Rackspace [ Digital Ocean [
Softlayer[Microsoft Azure for the objective assessment.

These rankings appear to be inconsistent compared to the

sequence generated by combined assessment, implying that

Table 8 Normalized decision

matrix
Cloud service providers Q1 Q2 Q3 Q4 Q5

Google 0.442 0.4906 0.3922 0.127 0.2514

Digital Ocean 0.3503 0.3423 0.2518 0.4141 0.138

Microsoft Azure 0.3698 0.5242 0.4591 0.5982 0.3321

Softlayer 0.2422 0.2093 0.378 0.5472 0.2734

Rackspace 0.4686 0.5023 0.5432 0.3856 0.8102

Amazon EC2 0.4221 0.3902 0.3723 0.088 0.2803

Table 9 Weighted normalized

decision matrix
Cloud service providers Q1 Q2 Q3 Q4 Q5

Google 0.0610 0.1421 0.0933 0.0282 0.0099

Digital Ocean 0.0489 0.1002 0.0614 0.0834 0.0053

Microsoft Azure 0.0522 0.1521 0.109 0.1203 0.0129

Softlayer 0.0338 0.0611 0.0918 0.1083 0.0109

Rackspace 0.0792 0.1190 0.1298 0.0768 0.0319

Amazon EC2 0.0568 0.1148 0.0872 0.0187 0.0109

Table 10 Positive ideal solution

and negative ideal solution for

QoS criteria

~v�i (PIS) ~v�i (NIS)

Q1 0.0548 0.0024

Q2 0.0011 0.0065

Q3 0.0051 0.0012

Q4 0.0030 0.0014

Q5 0.0023 0.0423

Table 11 Distance between each service and ideal solution, trust-

worthiness values and ranking

Cloud service providers Dþ
i D�

i CCi Ranking

Google 0.0619 0.1351 0.6828 2

Digital Ocean 0.1048 0.0939 0.4718 4

Microsoft Azure 0.1352 0.0971 0.4169 5

Softlayer 0.1466 0.0510 0.2551 6

Rackspace 0.1010 0.1100 0.5200 3

Amazon EC2 0.0581 0.1329 0.6968 1

Table 12 Decision matrix for IaaS Selection

Cloud service providers QoS1 QoS2 QoS3 QoS4 QoS5

Google 74.88 63.54 154.12 98.12 32.63

Century Link 49.70 75.46 83.24 115.49 52.00

HP 68.11 41.56 101.15 141.88 29.00

City Cloud 36.05 35.25 101.54 128.67 18.00

Amazon 51.32 37.65 54.17 84.12 91.32

Rackspace 41.05 58.63 175.50 96.16 22.86

Table 13 Overall score and final ranks of IaaS service selection

Cloud service providers Dþ
i D�

i CCi Ranking

Google 0.0478 0.1631 0.6972 1

Century Link 0.1470 0.0503 0.2846 6

HP 0.1252 0.0880 0.4920 4

City Cloud 0.1250 0.0881 0.3969 5

Amazon 0.0678 0.1651 0.6628 2

Rackspace 0.1208 0.1394 0.5505 3
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the weights of the criteria may influence the final ranking

of the alternatives; thus, the combined weighting method

would provide a more comprehensive ranking result.

6.2 Result validation

Here, we conduct a comparative study to determine the

efficiency of the proposed methodology. The overall goal is

to elucidate the degree of correctness on ranks computed

using the proposed method by validating against other

MCDM methods such as AHP, AHP-TOPSIS, and

Entropy-TOPSIS [12, 20, 35]. For comparing, we use the

same QWS dataset with the same set of criteria as pre-

sented in our case study. Considering this comparative

analysis, we observe that the suggested scheme ranks

almost similar to the other methods. The ranks of each

cloud service alternatives obtained using proposed process,

AHP, AHP-TOPSIS, and Entropy-TOPSIS are displayed in

the Fig. 6. For example, Amazon EC2 is the best option in

all the methods. The cloud service provider Google,

Rackspace and Digital Ocean is considered to be on sec-

ond, third, and fourth rank, respectively in most of the

methods. If we observe Google and Rackspace closely

(based on Table 8), our approach ranks Google on second

position unlike AHP and AHP-TOPSIS. In a similar vein,

for application-II (as depicted in Fig. 7), 100% (i.e. 4/4) of

the tested method agree on the top two rankings. On the

other hand, 75% (3/4) of the tested methods agree on the

third and last rank. We can see from the findings that our

proposed methodology outperforms existing MCDM

techniques. Finally, we may deduce that the rank acquired

using the given methodology is more accurate and pro-

duces more consistent results.

6.3 Rank correlation analysis

Correlation is a statistical measurement that measure the

strength of association between two variables and makes

inferences about their linear relationship.With this analysis,

we try to determine the relationship between the obtained

ranks of cloud services using the proposed methodology

and other compared methodologies. Therefore, in order to

measure rank correlation analysis, we performed two non-

parametric correlation tests i.e. Spearman’s rho and Ken-

dall’s tau

6.3.1 Spearman’s rank correlation coefficient

In order to assess the similarity between two sets of ranking

values, we calculate the spearman rank correlation coeffi-

cient. The spearman rank correlation coefficient, denoted

by q, is calculated using the following equation:-

Fig. 5 Comparison analysis for subjective, objective, and combined

assessments

Fig. 6 Rank comparison of

Application-I
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q ¼
Pn

i¼1fðxi � xÞðyi � yÞgffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1ðxi � xÞ2

q ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1ðyi � yÞ2

q ; ð18Þ

where xiand yi are the ranks of each compared method and

x and y are the averages of rank values. Spearman’s rank

correlation coefficient value varies between 1 and þ 1.

Here, the value - 1 denotes a perfect negative correlation

between two rank orderings, the value of þ 1 denotes a

perfect positive correlation between two rank orderings and

the value 0.00 represents a lack of correlation between two

rank orderings. Figure 8 shows the test findings. Here, we

observe that for application-I, there is a perfect degree of

correlation between the ranks of proposed methodologies

and Entropy-TOPSIS method. We also note a high degree

of correlation against AHP, AHP-TOPSIS methods. Like-

wise, for application-II, a very high degree of correlation

can be observed between the proposed methodology and all

other considered methods.

6.3.2 Kendall’s rank correlation

To determine the relationship between two measured

quantities, the Kendall rank correlation coefficient, or

Kendall’s Tau (s) coefficient, is used. It takes two ranks

that contain the same elements and calculates the correla-

tion between them. With the help of Kandall’s Tau, we try

to find out the similarity between ranking using concordant

and discordant pairs from same set of objects.

sX;Y ¼ nc � ndffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðn0 � nXÞðn0 � nYÞ

p ð19Þ

where nc and nd are concordant and discordant pairs

respectively. Kendall’s rank correlation coefficient value

varies between 1 and þ 1. Here, the value - 1 denotes the

discordance is perfect (the ranking of one of variables is

reverse to the other) and the value of þ 1 indicates rankings

are the same (the concordance between two variables is

perfect). The value of zero stands for non relationship.

Figure 9 shows that the ranks of proposed methodology

and other compared method have a higher degree of pos-

itive correlation for application-I and application-II.

Fig. 7 Rank comparison of

Application-II

Fig. 8 Spearman’s rank correlation Fig. 9 Kendall’s rank correlation
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Finally, we may infer that the ranking performance of

the proposed methodology is comparable to the existing

MCDM approaches based on the findings of rank correla-

tion analysis.

6.4 Sensitivity analysis

This subsection validates the robustness and efficiency of

the suggested scheme using sensitivity analysis. To carry

out the sensitivity analysis, we check how the cloud service

provider’s ranking may change under different weight

values. In this scenario, we execute the whole process to

monitor the changes in various circumstances. By swap-

ping weights of each QoS criterion one by one, we gen-

erated various scenarios. For example, Q1–Q2 implies that

Q1 and Q2 criterion weights have been exchanged. The

ranks of cloud service providers are determined for each

case by evaluating the effect of changes in criterion weight.

For this experiment, we have conducted a total of 10

experiments. For each experiment we calculate CCi value.

If the ranks of cloud service alternatives are consistent in

each scenario, the proposed methodology is said to be

robust. From the results, it can be noted that the proposed

approach is robust and able of recommending the best

cloud service providers. Figure 10 indicates that Ama-

zonEC2 is the best alternatives in all conditions. Similarly,

as per the findings of the sensitivity analysis for applica-

tion-II, Google is the optimal service (See Fig. 11). This is

the same result as we got in Sect. 5.2. These findings

indicate that the suggested approach is stable in nature and

rarely sensitive to changes in criterion weights.

7 Concluding remarks

7.1 Discussion

Generally, QoS information and individual preferences of

users or experts can be outlined as two main aspects during

the MCDM process [36]. Apart from weighting methods,

QoS information aggregation is also significant in service

selection, which requires a proper aggregation technique.

The primary need of any decision making process is how to

aggregate QoS information on alternatives and individual

customer preference information on criteria [37]. The

greatest strength of our approach is to consider and effi-

ciently integrate not only the QoS data but also the sub-

jective as well as objective preferences. Therefore, the

proposed approach makes the decision results more reliable

and consistent. This illustrates the strength of suggested

method when dealing with complex cloud service selection

problems. However, we are not claiming that our proposed

approach is the best method. Besides, our approach will

also impact in the decision-making process at the infor-

mation aggregation level. It is also applicable to such real-

world decision problems which usually involve technical

data and qualitative information. Specifically, situations

where decision is made on both quantitative and qualitative

criteria, highlight the validity and effectiveness of the

proposed approach compared to existing approaches. Col-

lection of accurate data on quantified decision alternatives

is important and critical to accurate derivation of objective

weights using the Entropy method. Moreover, adopting a

team-based pairwise comparison for deriving subjective

weights is equally important to come up with realistic and

representative assessments.

Fig. 10 Ranks of application-I

services in the sensitivity

analysis
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7.2 Conclusion

This study proposes a novel approach to solve the cloud

service selection problem. The proposed approach con-

siders both objective as well as subjective aspects. Here,

the objective weights are derived from the QoS criteria

information provided by a reliable third party while the

subjective weights are derived using cloud customers’

preferences with respect to different QoS criteria. Finally,

the combined weights are integrated and used to evaluate

the ranks of the service providers which in-turn gives the

best cloud service provider. We validate the proposed

approach through a real-life case study. The experimental

results are presented to confirm the reliability of the pro-

posed scheme. The results show that Amazon EC2 out-

performs than other service providers. The robustness and

consistency of the proposed methodology is also ensured

with the use of sensitivity analysis. In our future work, we

will evaluate the performance of the proposed algorithm by

integrating it with new MCDM approaches using other

real-life test cases.
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