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Abstract
Database systems have become imperative for organisations around the world to store and analyse information. However,

as one of the ramifications of a massive surge in cloud-based activities and interactions brought forth by the advent of the

internet era, the data is exposed to an audience broader than ever and there are a variety of new challenges putting database

security in jeopardy. To be able to address the problem of data security, we propose a unique method for Database Intrusion

Detection System build on frequent sequential pattern mining and a modified metaheuristic hybrid clustering of Grey Wolf

and Whale optimization algorithm to determine malicious transactions in Role Based Access Control and non-RBAC

supervised databases. Our proposed approach extracts data dependency rules from the database logs using CM-SPADE

mining algorithm to detect outsider threats. It then assigns role profiles to the users based on the previous user activities

using the modified metaheuristic clustering to detect insider threats. Thereby, identifying incoming transactions as mali-

cious by matching the role profile of the user and comparing the adherence of the transaction pattern to the generated

dependency rules. To evaluate the efficiency of the model we generated a synthetic dataset including malicious and non-

malicious transactions adhering to the TPC-C benchmark, and the findings were encouraging, with levels of accuracy of

around 97.8 percent.

Keywords Database intrusion detection � Data dependency rule mining � Frequent sequential pattern mining �
Hybrid metaheuristic clustering � Grey wolf optimization � Whale optimization

1 Introduction

In this modern era, data and information have become an

indispensable part of any organization, and its importance

can be seen in all phases of business activities; from pro-

duct idealization to realization. According to some esti-

mates, the total data stored across the world across all

companies increases twofold in every 1.2 years [1]. This

has led to the meteoric rise of database management sys-

tems as the main method to process information. With

increasingly sensitive data and greater movement of

operations online, the concerns for security against mali-

cious attacks is at an all-time high.

Therefore, existing security measures like encryption,

auditing, specific user level access and separation of

powers have been adopted by numerous organizations to

counter external threats. However, these approaches fail to

account for malicious insider attacks. Hence, we must

come up with novel techniques that are capable of simul-

taneously handling both outsider as well as insider threats

[2]. A number of different measures have been imple-

mented with reference to insider threats and cyber frauds

according to the guidance offered in the Computer Emer-

gency Response Team (CERT) Guide to Insider Threats

[3]. The effectiveness of these existing systems can be

enhanced through various rules, configurations and busi-

ness processes.

According to the definition provided by CERT [3], an

insider threat could be any employee, contractor or busi-

ness partner that currently has, or in the past had authorized
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access to an organization’s database infrastructure, and is

willing to misuse this access to undermine the Confiden-

tiality, Integrity or Availability of the organization’s data

[2]. Therefore, protecting data from unauthorized internal

access is integral in maintaining the CIA triad.

The fundamental difficulty in identifying and preventing

unauthorized internal access is that these are legitimate

users with relevant access rights who are familiar with the

internal architecture of the database schema as well as the

security mechanisms put in place for its security. There-

fore, insider threats can cause considerable damage to the

system without being detected for extended periods of

time. To maintain the integrity of data in such a complex

environment requires high security standards in conjunc-

tion with a flexible intrusion detection system that evolves

and adapts according to the threats encountered during

operation.

In recent times there has been an unprecedented

expansion in the usage of networked systems. This has

resulted in the exposure of the database to quite a few

vulnerabilities and threats. Thus, it is critical to shield the

database against not only external malicious attacks but

also against breaches of privileges by insiders who abuse

the access rights granted to them. An intrusion can be

described as any set of activities that make an effort to

compromise the integrity, confidentiality or availability of

a resource [4]. Although many different methods are used

to protect important data under current network conditions,

these methods are usually unsuccessful. The solution to

recovering lost or damaged data without much difficulty in

the event of a computer system getting compromised is

early detection [5]. Confidentiality, integrity and avail-

ability (CIA) are the three key requirements that must be

met for data protection.

One approach to reducing data vulnerability is to

employ an Intrusion Detection System (IDS) in vital

information systems. The main aim of intrusion detection

systems is to identify/catch attacks against networks and

information systems. This is because it is quite challenging

to bestow information systems that are not only secure but

also maintainable for their entire lifespan in such a secure

and stable state [6]. Sometimes a fully secure computer

system or network is not at all realized. One of the reasons

for this could be operational constraints or legacy. There-

fore, the job of an intrusion detection system is to track the

operation of such systems and diagnose the existence of

unsafe conditions. They identify active abuse and attempts

by external parties or legitimate users misusing their rights

or exploiting vulnerabilities present in the security system.

Preuveneers et al. [7] suggested that the use of federated

learning systems for intrusion detection can improve the

detection of malicious behavior by joining forces and

pooling together monitoring data. Lee et al. [8] suggested

Intrusion detection by using data mining techniques. Var-

ious sets of data mining algorithms like link analysis,

sequential analysis and classification were considered.

Barbara et al. [9] have suggested Intrusion detection by

building a testbed using data mining techniques. Despite

intrusion detection being a well-researched area, not much

focus has been given on database intrusion detection.

Besides, only two-fold judgment regarding the transaction

is provided by existing database intrusion systems i.e.

either the transaction is malicious or non-malicious.

Although a system of the aforementioned category protects

the database against threats satisfactorily, it results in

unwanted system overhead and degradation of user expe-

rience [10] .

We can classify existing IDS into various categories

depending on their properties [6]. The common ones are:

• Host-based Intrusion Detection Systems (HIDS): It

monitors not only the incoming network packets but

also the central file structure of the information system.

• Network Intrusion Detection Systems (NIDS): It con-

sistently examines the network traffic and also the

incoming transactions.

There exist other classifications which depend upon

anomaly detection or signature detection and misuse.

• Misuse-based Detection: It identifies potential threats

by looking for specific patterns similar to previously

known threats. The main disadvantage of misuse-based

detection is that it cannot identify new attacks whose

patterns are not available.

• Anomaly-based Detection: It can identify and detect

novel attacks which were not already known. It uses

various machine learning algorithms to create a model

which is then used to compare new transactions against

that model. This model may suffer from false positives

as the attacks are unknown.

For database security, the administrator creates preset roles

with specified privileges and permissions, allowing only

approved users to access the database using RBAC, or Role

Based Access Control [11]. Users are given different levels

of access depending on their position within the company.

Users are given authority through the job processes and

responsibilities that have been assigned to them, rather than

directly. Instead of controlling individual user access and

privileges, they are centralised across a network and allo-

cated to a set of roles which assures database security.

This technique works by capturing sequences [2] and

mining association rules [3] from transaction data, which is

then used to identify an incoming transaction as legitimate

or malicious. By limiting user activity to certain roles, the

NIST model [11] further enhanced the security system’s

effectiveness. To tackle insider attacks, the RBAC
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mechanism is widely being implemented [12]. We propose

a novel approach (FPGWWO) which is capable of handling

not only external attacks but internal attacks as well. Data

dependency rules of the legitimate queries are generated

using the frequent sequential pattern mining algorithm

CM-SPADE that assists in inspecting the resemblance of

the incoming transactions. For calculating the adherence

between the incoming intra-transactional query and the set

of rules mined we introduce the concept of similarity

threshold. This similarity threshold known as Congruity

Index is used to classify the incoming transaction as either

malicious or non-malicious. To maintain the integrity of

the Database Intrusion Detection System (DIDS) from

insider attacks, we employ a modified hybrid of grey wolf

and whale optimization metaheuristic clustering algorithm

(mhGW-WOA). This algorithm takes in the user transac-

tions as a parameter for the objective function and con-

structs role profiles based on previous user activities.

During the detection phase, a role matcher authenticates

role clusters for the incoming transaction. If the role profile

is not matched, the transaction is labelled as malicious and

aborted. This module renders our approach immune to

internal attacks. Subsequently, the transaction is forwarded

to the rule validator if the role profile matches, which then

compares the incoming query to mined rules produced

during the learning phase by computing the similarity

threshold, i.e., the ‘‘congruity index’’. Transactions are

labelled malicious based on this threshold and an alarm is

triggered and the database executes a rollback. Conse-

quently, any external or internal attacks on the system that

could lead to alterations will be prohibited.

The major contributions of this work are as follows:

1. We present a comprehensive DIDS that uses a rule

mining module to prevent external threats and a role

clustering analyzer to assess transaction validity for

preventing insider attacks and detecting intrusions in

the database.

2. We introduce a ‘‘modified hybrid of Grey Wolf

Optimizer with Whale Optimisation Algorithm (mhGW-

WOA)’’ to cluster role profiles based on user activity

for matching the roles of incoming transactions. We

also employ frequent sequential pattern mining tech-

nique i.e. CM-SPADE to analyze previous user

patterns in the database logs to obtain read and write

rules based on the legitimate user access patterns.

3. We propose a novel similarity threshold, called the

Congruity Index which calculates the adherence

between the dependency rules and the extracted

transactions. On the basis of this index, the transac-

tions are classified into malicious or non-malicious.

The remaining paper is organised as follows. Section 2

provides an overview of the related work. The proposed

methodology is described in Sect. 3. Section 4 contains the

experimental results as well as a comparison to previous

methodologies. Finally, in Section 5, we offer our

conclusion.

2 Related work

There are various Intrusion Detection System Models

[13–15] which have been proposed for detecting intrusions

at the network-level and OS-level. However, very few

models have been implemented to identify database

intrusions. There is a need for database IDSs to ensure

three goals [2] :

1. Confidentiality - to protect data against unauthorized

exposure.

2. Integrity - to prevent malicious data modifications

3. Availability - to protect against hardware or software

failures, as well as malicious data accesses, and to

recover from them.

Any set of actions which hamper these goals is termed an

intrusion [4]. Since the beginning of the 21st century,

concrete progress has been made in IDS[5, 16, 17] for

detecting database intrusions with the help of data mining

and data dependency rules. D.E. Denning [18] states that

on inspection when a system’s records are searched for

unusual patterns, security violations can be attributed to

malicious activity. Their model is based on a rule-based

pattern matching system to monitor standard OS operations

such as logging in, command and program executions, disk

accesses, etc., looking only for deviations in usage. Despite

the unique approach, at the local level, the system has great

problems due to its weakness for the inadequate resolution

of complex procedures. According to research, efforts to

identify unauthorized usage of software applications by

users [19] using an increasing time frame for user profile

training and abstracting into groups of apps reduces the

amount of false alarms generated considerably. Cardenas

et al. [20] concluded that while control systems are pivotal,

they are quite likely to be targeted by skilled and motivated

hackers due to increasingly exposed vulnerabilities. In fact,

the security mechanism for detecting and finding controlled

data changes before hackers compromise the system was

clear and in use. Different norms were depicted by Debar

et.al. [6], with focus on the internal dynamics of the ele-

ments, and their corresponding behaviors and principles.

The model aggregated the recommendations of many

evaluation indicators to assess the accuracy of efficiency

and utilise the chance variation approach in the process.

Legitimate users’ patterns of access are compared against

those kept in a database. Bertino et al. [2] concentrated on

access control systems and discussed the major access
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control types. Due to the disturbing additions in security

dangers and systems administration, Liao et al. [21]

established that intrusion detection systems(IDS) have been

conclusive and pivotal in the world of computation.

2.1 Data dependency mining

Data dependency mining [22] is highly effective in dis-

covering patterns and dependencies in large data sets. It

employs statistical methods to analyse the data sets and

detects relationships amongst the attributes. It is immensely

useful in data rectification, extracting regularities from

datasets and resource filtering. This section reviews some

of the related works that delve into the potential of this

method in intrusion detection.

As Chen et al. [23] established, data dependency mining

is given significant importance in a variety of research

fields including, but not limited to, database systems,

machine learning, statistics, information management and

artificial intelligence. Various state of the art data mining

methods are applied to gain insights into user behaviour

and access patterns which has enhanced opportunities in

diverse fields.

[5, 16] highlighted the use of data dependency mining in

detecting database intrusions as opposed to the existing

methods that used the operating system log or the appli-

cation log. Before a given data item is updated, other data

items are written or read from the dataset. The model

proposed by Hu et al. [16] provides strategies for detecting

these data dependencies and employs Petri-Nets to model

normal data patterns. They further leveraged this in mining

data dependencies [5] from database logs. The transactions

that did not meet the criteria for the mined dependencies

are flagged as malicious. While the results were promising,

they did not take into account the different sensitivities of

the attributes of the database.

Srivastava et al. [17] proposed an approach using

weighted sequence mining to detect the dependencies that

considered the varying sensitivity of the attributes. The

algorithm performed better than the previous algorithms in

detecting changes in sensitive attributes.

Hashemi et al. [24] furthered the existing approaches by

introducing a behaviour similarity criterion to constrain the

false positive rate. Besides the transactions that do not

satisfy the data dependencies, the transactions which

seemed identical to these invalid transactions in the log in

this similarity test were also flagged as malicious. The

proposed approach detecting anomalies in a time series

dataset is able to identify malicious transactions even when

they confirmed to data dependency rules, thereby yielding a

much better true positive rate.

Rahman et al. [25] worked on an algorithm centred

around pattern mining. They used weighted uncertain

sequence mining to detect sequences or patterns in uncer-

tain databases. It was effective and efficient in in mining

frequent weighted sequences. It is also suitable for real life

databases because real world data tends to be uncertain.

The main obstacle they encountered was recognising the

more significant valid patterns according to their relevance.

Kundu et al. [26] tried to tackle the problem of identi-

fication appropriate support and confidence values with

attribute dependency mining. They suggested an intrusion

detection system that leveraged sequence alignment which

allows for a wide range of transactional and profile gran-

ularity levels to be selected. It gave more efficient results

than the existing methods.

Subudhi et al. [27] introduced an intrusion detection

system (IDS) that used OPTICS clustering in conjunction

with Ensemble Learning, which included numerous

aggregation methods such as Boosting, Bagging, and

Stacking, to identify malicious users in a database. They

divided intrusion detection into 2 phases, namely, training

and testing. In the training phase, the input dataset attri-

butes were preprocessed. Subsequent to that, OPTICS

clustering was applied to it to develop behavioural profiles.

During the testing phase, a new transaction was reviewed

against these profiles to check for conformity. If it turned

out to be deviant from the profiles, it was checked for

maliciousness by an ensemble learner.

Sallam et al. [28] used an anomaly detection system to

discover data aggregation and data updation. Their method

involved using a standard table reference rate and retriev-

ing tuples from previous database access logs. In addition,

the incoming user requests were evaluated to see if any of

them were likely to exceed the regular data access rates.

2.2 Sequence pattern mining

First coined by Agrawal et al. [29], a data mining sub-

domain, namely, Sequential Pattern Mining (SPM) has

extensive applications in the field of database security to

detect recurrently occurring sequences, intriguing features

and patterns in sequential databases.

Agrawal and Srikant [29] introduced AprioriAll and

AprioriSome algorithms. These algorithms can be utilized

to extract sequential patterns from a database. Both algo-

rithms grow linearly as the size of the database increases

but face the same challenge of determining the support and

confidence worths. To overcome these issues, Agrawal and

Srikant [30] put-forth a new algorithm which generalizes

the SPM algorithm and provides more efficient perfor-

mance than the Apriori algorithms. In this procedure, the

cost or profit of the item that is being used is taken as the

weight while also taking into account the unique or distinct

sign of all the items in real-time application.
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Zaki et al. [31] proposed a novel algorithm called

SPADE which divides the original problem into smaller

sub-problems using equivalence classes on recurrent

sequences. A major advantage is that each equivalence can

be analyzed individually and processed in the main-mem-

ory. Also, unlike other approaches which take multiple

scans, SPADE uses at most three database scans and only

one scan if 2-sequence instruction is supported. It outper-

forms the AprioriAll algorithm by at-least a factor of 2 with

2-sequence instruction support. Similarly, Pei et al. intro-

duced a prefixspan approach [32] with the motive of

searching for necessary sequences by looking for the prefix

sub-sequences and projecting just their corresponding

postfix sub-sequences into projected databases. It also

outperforms the Apriori algorithms. However, for large

datasets the SPAM algorithm proposed by Ayres et al. [33],

which uses a depth-first traversal process coupled with a

vertical bit-map representation to store every sequence

allowing noteworthy bitmap compression along with an

efficient support counting, is considered more efficient.

Although, the SPAM algorithm has a major limitation as it

consumes more space in comparison to PrefixSpan or

SPADE algorithm.

Gomariz et al. [34] developed a new close constraint

algorithm called ClaSP which was tested of the gazelle

dataset, can be used to mine frequent close sequential

pattern utilizing various search-space pruning methods

combined with a vertical database layout. Similarly, the

CMAP algorithm introduced by Viger et al.[35] is based on

the CMAP structure that can be built within a single

database scan and utilizes co occurrence-based pruning. It

outperforms algorithms like Apriori, SPADE, PrefixSpan,

SPAN as well as close-sequential patterns like ClaSP by 8

times post-integration with them. Upon testing on six real-

life datasets, it is found that integration with ClaSP and

SPADE provides best results.

Lan et al. [36] devised a different method in order to

retrieve weighted sequential patterns. Here, the maximum

weighted upper bound model was taken into account which

resulted in higher accuracy and efficiency for the subse-

quences. The major disadvantage of this model was its

failure to handle the updating or removal of sequences and

dynamic addition.

Rahman et al. [25] proposed the concept of pattern

mining where sequences are selected, via an algorithm,

from uncertain databases with weight restrictions. The

main challenge is to distinguish between important and

valid patterns based on significance. In 2019 Rahman et al.

[37], devised a method to overcome this downside by uti-

lizing weight and support constraints in order to build

patterns in uncertain databases.

2.3 Anomaly detection

Chung et al. [38] developed a DEMIDS abuse detection

system, customized to relational database systems.

DEMIDS creates profiles based on audit records that reflect

normal user behavior while dealing with the DBS.

Although DEMIDS may be used to identify both intrusion

and insider abuse, it focuses on detecting anomalous

activity by authorised individuals who misuse their rights.

As a result, the system is especially beneficial for internal

control.

Spalka et al. [39] presented a framework for database

expansion and user interaction with a DBMS, as well as a

database misuse detection system. They examine two

techniques to handle with database extension, first relying

on measured value and another based upon D-relations, in a
detailed examination, and show that previously conven-

tional statistical functions produce acceptable detection

results. These reference data can assist discover a number

of abnormalities in primarily developing relationships.

Anomaly detection in user interactions relies heavily on

reference data.

The Collaborative Adversarial Network (CAN) model,

proposed by Alzubi et al. [40], is a collaborative network of

generators that is pitted against a discriminator adversarial

network.It entails the segmentation of frequent highlights

between two phrases and the use of community-oriented

learning to traditional ill-disposed and adversarial learning

for the extraction of common features which can be used

for the calculation of similarity between rules and queries

to efficiently detect anomalous transactions.

In order to identify intrusions in databases, Hashemi

et al. [24] suggested a data mining technique. This tech-

nique is based on (1) mining dependencies, (2) identifying

aberrant update trends, and (3) comparing normal trans-

actions. The first and second characteristics are intended to

improve the rate of genuine positive detection. The third

feature is designed to lower the number of false positives.

The proposed approach’s main advantages are (1) its

ability to identify interruption transactions, (2) its capacity

to spot malicious activities, and (3) its potential to classify

transactions as regular also when they violate the addiction

rules.

Alzubi et. al. [41], proposed a CNN and LSTM based

two-layer architecture for image captioning, a custom form

of which can be used for the captioning of queries in the

form of signals as anomalous or non-anomalous queries.

Kamra et al. [42], suggested a method for identifying

unusual access patterns in database management systems.

They have created three models, each with a different level

of granularity, to describe SQL queries seen in database log

files. The FP rate for clustering methods based on k-means
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and k-centers is exceptionally low. The FN ratio for

k-means was significantly higher than other algorithms.

Either of the clustering techniques, the findings for the

outlier identification methodology was not particularly

outstanding.

For threat detection, Panigrahi et al. [43] developed

architecture that employs both intra-transactional and inter-

transactional methods. For assessing the transaction pro-

vided by a customer, sequence alignment and spatio-tem-

poral outlier identification were used. Transaction was

categorised as regular, unusual, or suspicious. Analyses

were conducted on a vast number of simulated databases

and the simulation produced a TP of approximately 98%

and an FP just under 10%. Dempster-Shafer theory assist in

True positive and Bayesian learning can aid to minimize

the frequency of false alarms even further.

When an application makes a query, The relevant profile

and restrictions were compared to the platform’s current

scenario in the DetAnom identification process[44]. The

query was tagged as unusual if there was a difference. The

major benefit in this technique was that it doesn’t require

any prior information of the system nor examples of

prospective attacks in order to create system profiles.

Sallam et al. [45] proposed a new technique called

DBSAFE for anomaly detection in databases that use the

RBAC(role-based access control model). The procedure

requires recording training information during either nor-

mal operation or by using the audit log. Query features

issued by each role are then used to denote the access

profiles. Analyzing the syntactic features of queries pro-

vides the access patterns. It assumed only one role acti-

vated per user. A major extension of the technique was

proposed by Sallam et al.[46] which considered common

access patterns between the roles. It uses NBC and MLC

classifiers for RBAC models and unsupervised anomaly

detection when role information is unavailable. However,

these alone prove to be insufficient. Therefore, Sallam et al.

[47] proposed another extension of his previous work. It

uses a three-stage process for collecting profile informa-

tion. It uses a standard periodicity detection algorithm to

detect the frequency corresponding to which queries in logs

are regularly issued after which the expected time-interval

in which periodic queries are expected to be issued is

determined. The final stage recognizes the relationships

among periodic queries that are issued together. A query is

marked anomalous if it is received at an unexpected time.

However, a major limitation of this method is that it is still

unable to process aperiodic queries.

Ronao et al. [48] proposed random forest with weighted

voting (WRF) and principal component analysis (PCA) as a

feature selection approach for detecting database access

anomalies, provided that the database employs a role-based

access control (RBAC) model. PCA generates uncorrelated

and meaningful characteristics while also reducing

dimensionality for easier integration with big databases. RF

takes advantage of SQL queries’ inherent tree-structure

syntax, and its weighted voting mechanism reduces false

alarms even more.

They suggest utilizing CNN-LSTM neural networks to

classify a device’s status and authorization by obtaining

characteristics from SQL server [49]. CNN derives sig-

nificant characteristics from queries autonomously, while

LSTM analyzes the SQL sequence’s temporal features

from TPC- E benchmark.The authors also used statistical

analysis to determine the features of misclassification data.

2.4 Metaheuristic clustering

Mahalingam et al. [50] suggested a dynamic clustering

technique by breaking up the moving object Optimal

Background separation using Optimal Weighted Centroid

(OWC) - Modified Kernel Fuzzy C Means Algorithm

(MKFCM) for information clustering utilizing the OWC

(Optimal Weighted Centroid) [50] .The effectiveness of the

suggested procedure is inspected with going before pro-

cedures k-NN just as MLP concerning precision, f-mea-

sure, ROC just as review.The effectiveness of the

suggested procedure is inspected with going before pro-

cedures k-NN just as MLP concerning precision, f-mea-

sure, ROC just as review.

Rathore et al. [51] proposed a hybrid whale and grey

wolf optimisation (WGWO)- based bunching component

for energy gathering remote sensor organizations (EH-

WSNs). The exploitation and investigation abilities of the

proposed mixture WGWO approach are a lot higher than

the conventional different existing metaheuristic calcula-

tions during the assessment of the algorithm.

Ali Akbar et al. [52], proposed a novel artificial neural

network(ANN) training algorithm which utilizes the power

of invasive weed optimization and differential evolutionary

model to find the optimal weights of the ANN. This pro-

posed training mechanism is proven to be more efficient

and less error-prone and thus can be utilized as a classifier

to detect intrusive transactions in databases.

Rahnema et al. [53] used a hybrid of improved artificial

bee colony and whale optimization algorithm for data

clustering. This hybrid solves the issue of late convergence

and exploration of ABC by using Random Memory and

Elite Memory. The former in the ABCWOA algorithm has

utilized the search stage as a bait in the whale optimization

algorithm whereas the latter is used to increase conver-

gence. This combination performs better than other meta-

heuristic algorithms.

Aljarah et al. [54], proposed a novel grey-wolf inspired

clustering approach and enhanced it using the Tabu

Search(TS) algorithm whereas Ghany et al.[55] proposed a
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modified Hybrid Whale algorithm with Tabu Search for

Data Clustering. In [54], the GWO is used to deal with

problems related to clustering while the TS algorithms

behaves like a local search hill-climbging algorithm.

However, TS accepts non-upgrading solutions to escape

from local optima. The main intent behind the hybrid

GWOTS is to use the process of adaptive memory in TS for

exploring the neighbourhood of each leader before

extracting the updated positions of the remaining pack.

GWOTS tries to find the optimal solution centroid for each

group in such a manner that each member wolf in GWOTS

represents a solution containing clusters / groups of cen-

troids. This hybrid approach was run on 15 datasets out of

which it showed significantly great results on 8 datasets.

Contingent on these outputs, it can be concluded that the

effectiveness of the GWOTS is highly competitive and

comparatively better than usual methods in most cases. The

primary rationale is that it can establish an equilibrium

between main exploitative and exploratory trends and in

the scenario of finding any high-quality solution; it is

locally-informed and aggravates the exploitation around

that position, which drives to increase the level of the

quality. While in [55], WOA uses optimal solutions to

relocate swarm members. In order to overcome this prob-

lem, WOA needs to retain multiple optimal solutions

within the scope of the solution. While the Tabu

Search(TS) algorithm being a meta-heuristic method, uses

memory components to exploit and explore search space.

They presented WOATS for data clustering in [55], which

uses an objective function inspired by partitional clustering

to keep clustering solutions of high quality. The efficiency

of WOATS is measured using publicly available real-world

data sets. These data sets vary in size, from small data sets

to large data sets, demonstrating their advantages over a

variety of primitive and hybrid swarm intelligence tech-

nologies. The results obtained by WOATS are significantly

better than other methods, ensuring its effectiveness. Each

whale in the group symbolizes a complete solution in

WOATS (Group Center). These centers are selected based

on the best value of the objective function. WOATS always

achieves the best objective function value with the least

number of iterations-for all data sets, compared with other

methods, WOATS achieves the smallest objective function

value with the least number of iterations, and the number of

iterations is less than 50. WOATS is designed to pool huge

biological data sets based on big data technology.

3 Proposed methodology

We propose a Database Intrusion Detection System (DIDS)

that uses rule mining and clustering in the initial training

phase and then followed by the classification in the

detection phase. The proposed approach FPGWWO mines

the read and write dependency rule subsequently followed

by the modified Hybrid of GreyWolf Optimizer with

Whale Optimisation Algorithm (mhGW-WOA) clustering

using the current database logs containing transactional

details. The pertinent patterns generated by the algorithm

prevents undesirable rules from being created. In the first

part of the learning phase, we make use of the CM-Spade

[35] algorithm to generate sequential patterns succeeded by

generating data dependencies that occur from the prepro-

cessed transaction logs. Classification rules above certain

confidence values are generated pertaining to the mined

data dependencies. In the second part of the learning phase,

role profiles (clusters) are generated from defined param-

eters after analysis of database logs using (mhGW-WOA)

clustering. It is assumed that only legitimate transaction

logs and database logs are provided in this phase.

3.1 System architecture

The proposed DIDS functions as a separate unit, enhancing

system security without interfering with the database

management system (DBMS). The system is designed to

identify and abort malicious transactions sent by attackers

to the DBMS, which managed to bypass the initial security

of the database system. The scenario may arise due to a

compromised legitimate account, web portal susceptible to

SQL injection, abuse of user privileges [56]. In all these

cases, an attacker can access the database by submitting

transactions manually or through an application. The

architecture of the proposed system (FPGWWO) consists

of two modules:

• Learning Phase

• Detection and Classification Phase

3.2 Learning phase

The architecture of the learning phase is represented in

Fig. 1. In this phase, the rule generator uses transaction logs

to extract data dependencies, and then stores them for

resemblance calculations in subsequent stages. While

assessing resemblance, database records are also used to

analyze user access patterns, and then these patterns are

grouped into role profiles. These role profile groups and

generated rules are then passed to the discovery phase. The

rules and role clusters formed are then used in the detection

phase. The learning module has two vital units:

• Rule mining

• mhGW-WOA Clustering
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3.2.1 Rule mining

Rule mining refers to the discovery of patterns that indicate

the basic and important characteristics of the database, then

preprocess the appropriate pattern derived from the algo-

rithm in a way that excludes the generation of undesired

rules. In the first part of the learning phase, we make use of

the CM-Spade [35] algorithm to generate sequential pat-

terns succeeded by generating data dependencies that occur

from the preprocessed transaction logs. The classification

rules that are higher than the defined confidence threshold

are generated with respect to the mined data dependencies.

Query parser The SQL queries from the transaction

table cannot be categorized as malicious or non-malicious

as such. In order for our model to classify the transaction,

we use a query parser which takes the SQL queries as

input, parses and analyses them to convert to appropriate

read and write transaction sequences. Each transaction is

assigned a unique transaction ID. The commands are

executed for tokens taken from the source token list. If no

error occurs when parsing the input into a read-write

stream, a parse tree is generated. The generation of the

parse tree proceeds recursively until no error occurs while

parsing the input into read and write rules.

For example,

Consider a SQL query as:

Account_id = select ID_no from Account where name=

‘Alice’ and IFSC=‘ASCR4112’;

update Loan set amount=amount ? 1500 where Loan_id

= Account_id;

Output generated by query parser:

Tid =\R(name), R(IFSC), R(ID_no), W(Account_id),

R(Loan_id), R(Account_id), R(amount), W(amount)[
Transaction pre-processor The module specifies the

identified transactions in an ideal way. Each transaction

can be expressed as a set of queries (select, insert, delete or

update). Then, each query can be expressed as a series of

operations (read or write) on the item set. The items in the

item set are arranged in lexicographic order to avoid

multiple representations of the same query.

• Each transaction starts with the beginning transaction

and ends with commit/rollback.

• We denote a transaction T as \q1; q2; q3; � � � ; qn [
where qi 2 QðsÞ:QðsÞ is the set of queries.

• We denote a query qi as

\op1ðD1Þ; op2ðD2Þ; op3ðD3Þ; � � � ; opnðDnÞ[ . Where

opi 2 [R,W] and Di represent an item-set

\d1; d2; � � � ; dk [ lexicographically sorted.

• Transactions are expressed as queries in order. For each

of these queries, the sub-query (if any) is expressed

first. Clauses like while, order by, etc. they are

evaluated before the SQL statement type (select,

update, insert, or delete).

Sequential patterns A sequence is an ordered list of

operations. Sequential patterns are those elements that

appear multiple times in the same order simultaneously in

the data. Data correlation is symbolized as a read stream

and a write stream.

Definition 1 (Transaction): A transaction is an orderly

arrangement of operations performed on a data-base

instance, with the user operation denoted by Op 2 Read,

Write. For the transaction to be completed, the operations

must be executed in a discrete manner. TIDs are issued to

transactions as a unique identifier.

Definition 2 (Operation O(a)): O(a) represents the rela-

tionship with the action of a data item a. It comprises action

to the set Read,Write.

Definition 3 (Sequence): It is an ordered set of read, write

operations with respect to time, which is defined as: Seq ¼
fO1ða1Þ;O2ða2Þ; � � � ;OnðanÞg where Oi 2 R,W and ai

represent an attribute of a data item. There are two cate-

gories of data dependency sequences extracted from

transaction logs:

Definition 4 (Read Sequence RdSq(a)): For a particular

attribute a, read sequence is defined in the format: RdSqðaÞ ¼
fRða1Þ;Rða2Þ;2;RðanÞ;OðaÞg where a1; a2; � � � ; an are the

attributes that are to be read before a transaction performs any

operation O 2 R, W on the attribute a and R(aj ) denotes a

quantum unit of read operation performed on aj.

Fig. 1 Learning phase architecture
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Definition 5 (Write Sequence WrSq(a)): For a particular

attribute a, write sequence is defined in the format:

WrSqðaÞ ¼ fOðaÞ;Wða1Þ;Wða2Þ; � � � ;WðanÞg where

a1; a2; � � � ; an are the attributes that are to be updated after a

transaction performs operations O 2R, W on the attribute a

and W(aj ) denotes a quantum unit of write operation

performed on aj .

Definition 6 (Sensitive elements): They are defined as

those elements which are either updated in the transaction

or belong to restricted access groups. Sensitivity of an

element is determined by its weight in the transaction.

Definition 7 (Confidence) The confidence of a given

sequence (read or write) is the ratio between the weighted

count of occurrences of the given sensitive element ai and

the weighted count of occurrences of sensitive element ai.

We have given a formal definition of confidence for a read

sequence below. The confidence level for the script

sequence is similar.

ConfidenceðRdSqðaiÞÞ ¼
CountRdSqðaiÞ

CountðaiÞ
ð1Þ

Definition 8 (Read Rules (RR)): For every read sequence

fRða1Þ;Rða2Þ; � � � ;RðanÞ;OpðaÞg; that is generated using

sequential pattern mining, we generate a read rule of the

format \Rða1Þ;Rða2Þ; � � � ;RðanÞ[ ! OðaÞ; that implies,

before a, we must read a1; a2; � � � ; an:

A rule is added to the Read Rules set only if the rule that

is generated from the read sequence has a confidence value

greater than the minimum confidence provided.

Definition 9 (Write Rules (WR)): For every write sequence

fOpðaÞ;Wða1Þ;Wða2Þ; � � � ;WðanÞg; that is generated using

sequential pattern mining, we generate a write rule of the

format OðaÞ ! \Wða1Þ;Wða2Þ; � � � ;WðanÞ[ ; that

implies, after updating a, data items a1; a2; � � � ; an must be

updated during the transactions. A rule is added to the

Write Rules set only if the rule that is generated from the

write sequence has a confidence value greater than the

minimum confidence provided.

Table 1. displays the read and write items in a transac-

tion. Each of these transactions are assigned a unique

transaction ID.

Definition 10 (Prefix): Given two transactional sequences

a ¼ fOp1ðit1Þ;Op2ðit2Þ; � � � ;OpnðitnÞgandb ¼
fOp1ðit1Þ;Op2ðit2Þ; � � � ;OpmðitmÞgðm\nÞ; sequence b is

called a prefix of sequence a

() OpiðitiÞ ¼ OpioðitioÞ8i 2 f1; 2; � � � ;mg:T

Rule generator The process of extracting relevant rules

from the data mainly involves the extraction of frequent

sequence patterns through successive algorithms, because

the transactions have previously been processed in an

ordered set of queries. For this, we use the CM-SPADE

algorithm to extract sequence patterns from the transaction

log. CM-SPADE was chosen because it outperforms the

most advanced algorithms in mining sequential patterns

(GSP, PrefixSpan, SPADE, and SPAM) and closed

sequential patterns (ClaSP and CloSpan)[35].

Definition 11 (Sequential Pattern Mining):

Consider SDB a sequence database and minsup as thres-

hold. A sequence s is considered a sequential pattern iff

supSDB(s)� minsup.

Table 2 displays the number of frequent sequential

patterns mined using transaction table (Table 1). Patterns

with support value higher than the specified minimum

support are added to the set of Sequential Patterns. We

have taken minsup = 5.

Table 1 Transactions for

Mining Sequential Patterns
Transaction ID Transaction

20 \r10; r15; r11;w13; r16; r12;w15; r10; r15;w11; r12; r14; r11;w14[
21 \r15; r10;w12; r10;w15; r11; r16; r13;w11[
22 \r16; r10; r15;w14; r10;w13[
23 \r11;w11; r13; r16;w12; r15;w14; r10;w13[
24 \r11; r14;w15[
25 \r10; r14;w10; r13; r14;w13[
26 \r13;w15[
27 \r15; r14;w14; r12; r13;w13; r12;w16[
28 \r14; r12; r15;w16[
29 \r14; r15;w14; r14;w13[
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Definition 12 (Vertical Database Format): Vertical For-

mat Sequence Database SDB is a database, where each

entry represents an item and indicates the sequence list in

which the item appears and where it appears [31]. Table 3

shows the vertical representation of the database of Table1.

Definition 13 (i-extension): An item q is said to succeed

by i-extension to an item j in a sequence I1; I2; � � � ; In iff j, q

2 Ix for an integer x such that 1� x � p and q[ lex j.

Definition 14 (s-extension): An item q is said to succeed

by s-extension to an item j in a sequence I1; I2; � � � ; In iff

j2 In and q2 Im for some integers n and m such that 1 �
n\m � p.

Definition 15 (CMAP): A Co-occurrence MAP (CMAP) is

a structure mapping each item q2 I to a set of items suc-

ceeding it. We define two CMAPs named CMAPi and

CMAPs. CMAPi maps each item q to the set cmi(q) of all

items j 2 I succeeding q by i-extension in no less than

minsup sequences of SDB. CMAPs maps each item q to the

set cmsðqÞ of all items j 2 I succeedings q by s-extension in

no less than minsup sequences of SDB.

The algorithm generates data dependency rules after the

generation of frequent sequences which are transformed to

read and write sequence. Read rules are denoted in the

format: \Rða1Þ;Rða2Þ; � � � ;RðanÞ[ ! OðaÞ which gives

the attributes that are to be read before any operation is

performed on an attribute a. Write rules are denoted in the

format: OðaÞ ! \Wða1Þ;Wða2Þ; � � � ;WðanÞ[ which

gives the attributes that are to be updated after any oper-

ation is performed on an attribute a. If the confidence value

of any read or write rule generated is greater than the

minimum confidence provided, it is added to the rule set.

Table 4 shows the number of data dependency rules

generated in the set 2 Read, Write in accordance to the

sequential pattern generated from Table 2. Confidence

value for each rule is shown which is maintained above the

specified minimum confidence.

In line 2 of the algorithm 1 the initial database is scanned

to create a vertical representation of the database and identify

the list of frequent items F. From line 3 the enumerate

function is initialized. From line 3 the loop iterates over each

element Aj from frequent list F. In step 6, the Ti is initialized

to an empty set. From line 7 a nested for loop iterates over

each element Ai from frequent list F with j greater than equal

to i. Inside the nested loop pattern, Ai and Aj are merged and

saved to variable R in line 8. From line 9 to line 18, the for

loop iterates over the merged patterns R and checks if the

pattern is either i-ext or s-ext and its support is greater than or

equal to theminimum support and adds the respective pattern

to Ti. In line 19 the Enumerate function is called recursively

with frequent list Ti.

3.2.2 Role clustering analyzer

We use a role clustering method to detect the insider

threats which would be otherwise left undetected. In our

model (FPGWWO) we use a hybrid meta heuristic clus-

tering algorithm to achieve the same. This hybrid module

has two components namely Grey Wolf Optimizer (GWO)

and Whale Optimizer (WO).These are defined as follows:

Grey wolf optimizer (GWO) Mirjalili et al. [12]

introduced a new method based on swarm intelligence

Table 2 Mined sequential

patterns
Sequential patterns

r15, w14, w13

r16, r15, r10

r16, r15, w13

r16, r15, w14

3946 Cluster Computing (2022) 25:3937–3959

123



technology, called the Grey Wolf Optimizer (GWO),

inspired from Grey Wolf, and studied its techniques for

solving standard and real-life problems. The GWO variants

imitate the hunting methods and leadership skills inherited

by grey wolves in the wild. In GWO, the population is

divided into four groups such as alpha, beta, delta and

omega, which are used to mimic the management hierarchy

and simulate the leadership hierarchy.

In this section the numerical models of the social chain

of command, following, encompassing, and assaulting prey

are given. At that point the GWO calculation is laid out.

To numerically display the social order of wolves when

planning GWO, people can consider the most suitable ar-

rangement as alpha (a). Therefore, the second and third

best arrays are named beta (b) and delta (d), respectively.
The remaining competitor deals are considered Omega (c).
In the GWO calculation, the chasing (improvement) is

guided by a, b and d. x wolves follow these three wolves.

Encircling prey As referenced above, grey wolves

encircle prey during the chase.To numerically demonstrate

surrounding conduct, the accompanying conditions are

proposed:

Table 3 Vertical representation of Table 1

(a) Read rules

r10 r11 r12 r13 r14 r15 r16

TID Item sets TID Item sets TID Item sets TID Item sets TID Item sets TID Item sets TID Item sets

20 1,8 20 3,13 20 6,11 20 20 12 20 2,9 20 5

21 2,4 21 6 21 21 8 21 21 1 21 7

22 2,5 22 22 22 22 22 3 22 1

23 8 23 1 23 23 3 23 23 6 23 4

24 24 1 24 24 24 2 24 24

25 1 25 25 25 4 25 2,5 25 25

26 26 26 26 1 26 26 26

27 27 27 4,7 27 27 2 27 1 27

28 28 28 2 28 5 28 1 28 3 28

29 29 29 29 29 1,4 29 2 29

(b) Write rules

w10 w11 w12 w13 w14 w15 w16

TID Item sets TID Item sets TID Item sets TID Item sets TID Item sets TID Item sets TID Item sets

20 20 10 20 20 4 20 14 20 7 20

21 21 9 21 3 21 21 21 5 21

22 22 22 22 6 22 4 22 22

23 23 2 23 5 23 9 23 7 23 23

24 24 24 24 24 24 3 24

25 3 25 25 25 6 25 25 25

26 26 26 26 26 26 2 26

27 27 27 27 6 27 3 27 27 8

28 28 28 28 28 28 28 4

29 29 29 29 5 29 3 29 29

Table 4 Data dependency Rules

Sequential Pattern Data Dependency Rule Confidence

r16, r15, w14 r15, w14 ! r16 60%

r16, r15, w13 r15, w13 ! r16 60%

r16, r15, w14 r16, r15 ! w14 75%

r16, r15, w13 r16, r15 ! w13 75%

r16, r15, r10 r10 ! r16, r15 80%

r15, w14, w13 w13 ! w14, r15 83%

r15, w14, w13 w14, w13 ! r15 100%

r16, r15, w14 r16, w14 ! r15 100%

r16, r15, r10 r16, r15 ! r10 100%
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d ¼ jc:xpðtÞ � xðtÞj ð2Þ

xðt þ 1Þ ¼ xpðtÞ � a:d ð3Þ

where t represents the current iteration, a and c are coef-

ficient vectors, xp is the position vector of the prey and x is

the position vector of the grey wolf. The vectors a and c are

calculated as follows:

a ¼ 2l:r1 ð4Þ

c ¼ 2:r2 ð5Þ

where components of a are linearly decreased from 2 to 0

over the course of iterations and r1, r2 are random vectors

in [0, 1].

Hunting In order to simulate hunting behavior mathe-

matically, we assume that alpha (a), beta (b), and delta (d)
have a better understanding of the potential location of the

prey.The following mathematical equations are developed

in this regard: Equation of hunting Cums

da ¼ jc1:Xa � xj; db ¼ jc1:Xb � xj; dd ¼ jc1:Xd � xj
ð6Þ

x1 ¼ Xa � a1:ðdaÞ; x2 ¼ Xb � x2:ðdbÞ; x3 ¼ Xd � a:ðddÞ
ð7Þ

xðt þ 1Þ ¼ x1 þ x2 þ x3
3

ð8Þ

Searching for prey and attacking prey A is random value

in gap½�2a; 2a�.When random value jAj\1, the wolves are

forced to attack the prey. Searching for prey is the explo-

ration ability and attacking the prey is the exploitation

ability. The arbitrary values of A are utilized to force the

search to move away from the prey. When jAj[ 1, the

members of the population are enforced to diverge from the

prey.

Attacking prey (exploitation) As referenced above, the

grey wolves finish the chase by assaulting the prey when it

quits moving. To numerically display moving toward the

prey we decline the estimation of � a. Note that the vac-

illation scope of �A is likewise diminished by � a. In

other words �A is an arbitrary incentive in the stretch [2a,

2a] where an is diminished from 2 to 0 throughout

emphasess. At the point when irregular estimations of �A

are in [1, 1], the following situation of a pursuit specialist

can be in any position between its present position and the

situation of the prey. It shows that jAj\1 powers the

wolves to assault towards the prey.

Search for prey (exploration) Grey wolves mostly

search as indicated by the situation of the alpha, beta, and

delta. They wander from one another to look for prey and

unite to assault prey. To numerically show disparity, we

use �A with random values greater than 1 or less than -1

to oblige the pursuit specialist to wander from the prey.-

This emphasizes exploration and permits the GWO algo-

rithm to look universally. It additionally shows that jAj[ 1

powers the grey wolves to separate from the prey to ideally

locate a fitter prey.

Whale optimization algorithm(WOA) The WOA is

presented by Mirjalili et al. [12] to take care of the global

optimization problem by imitating the conduct of hump-

back whales. WOA investigations show us two methods

through which WOA can be adapted even more . First

being the fact that its gradient free mechanism because it

has capacity to dodge nearby optima and get global optimal

solution. Second, that WOA doesn’t require underlying

changes in calculations for addressing distinctive

improvement issues because it just has two fundamental

parameters to be adjusted

– First, it presents all the investigations and explorations

for WOA, in which a meta-heuristic hybrid model is

used to integrate WOA with different methods to

update the presentation of subsequent calculations.

– Second, this work has zeroed out all modification

techniques that have been applied to WOA to improve

its ability to find the best arrangement.

– Third, we have collected most of the scouting work

identified by various applications used in the WOA.

The focus of this research includes several aspects: First, it

presents all the investigations and explorations for WOA,

in which a meta-heuristic hybrid model is used to integrate

WOA with different methods to update the presentation of

subsequent calculations. Second, this work has zeroed out

all modification techniques that have been applied to WOA

to improve its ability to find the best arrangement. Third,

we collected most of the scouting work identified by the

different applications used in the WOA.

In this section the mathematical model of encircling prey,

spiral bubble-net feeding maneuver, and search for prey is

first provided. The WOA algorithm is then proposed.

Encircling prey phase Humpback whales can identify

the location of their prey and surround them. Since the

position of the optimal design in the search space is not

known a priori, the WOA algorithm assumes that the cur-

rent best candidate solution is the target prey or is close to

the optimal solution. Once the best search agent is defined,

other search agents will try to upgrade their ranking to the

best search agent. This behavior is represented by the

following equations:

D ¼ jC:XpðtÞ � XðtÞj ð9Þ

Xðt þ 1Þ ¼ XpðtÞ � A:D ð10Þ
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where t indicates the current iteration, A and D are coef-

ficient vectors, Xp is the position vector of the prey, and X

indicates the position vector of a whale.

The vectors A and D are calculated as follows:

A ¼ 2a:r1 � a ð11Þ

C ¼ 2:r2 ð12Þ

where the components of a are linearly decreased from 2 to

0 over the course of iterations and r1, r2 are random

vectors in [0,1].]

Bubble-net attacking method (Exploitation Phase) In

order to mathematically model the bubble-net behavior of

humpback whales, two approaches are designed as follows:

1. Shrinking encircling mechanism This behavior is

achieved by reducing the value of a. Note that the

fluctuation range of A is also reduced by a. In other

words, A is a random value on the interval [a, a], where

a decreases from 2 to 0 during the iteration. Set a

random value for A to [1,1] and you can define a new

location for the search agent at any position between

the original agent location and the current best agent

location.

2. Spiral updating position This approach first calculates

the distance between the whale located at (X,Y) and

prey located at (X*,Y*). A spiral equation is then

created between the position of whale and prey to

mimic the helix-shaped movement of humpback

whales as follows:

Xðt þ 1Þ ¼ D0ebtcosð2PtÞ þ X�ðtÞ ð13Þ

where D0 ¼ jX�ðtÞ � XðtÞj and indicates the distance

of the ith whale the prey (best solution obtained so far),

b is a constant for defining the shape of the logarithmic

spiral, and t is a random number in [- 1,1].

Note that the humpback whale swims around its prey in a

tight circle while following a spiral path. To simulate this

simultaneous behavior, we assumed a 50% probability of

choosing between the shrink wrap mechanism or the spiral

model to update the position of the whale during the

optimization process. The mathematical model is as

follows:

Xðt þ 1Þ ¼
X�ðtÞ þ A:D; if p\0:5

D0ebtcosð2PtÞ þ X�ðtÞ; if p� 0:5

�
ð14Þ

where p is a random number in [0,1].

In addition to the bubble-net method, the humpback

whales search for prey randomly. The mathematical model

of the search is as follows:

Search for prey(Exploration Phase) The same method

based on the change of the vector A can be used to search

for prey . In fact, humpback whales randomly search based

on each other’s location. Therefore, we use A with a ran-

dom values greater than 1 or less than -1 to force the search

agent to stay away from the reference whale. Unlike the

exploitation phase, we update the position of the search

agent in the exploration phase based on the randomly

selected search agent instead of the best search agent. This

mechanism and jAj[ 1 emphasize browsing and allow the

WOA algorithm to perform a global search. The mathe-

matical model is as follows:

D ¼ jC:Xrand � XðtÞj ð15Þ

Xðt þ 1Þ ¼ Xrand � AD ð16Þ

where Xrand is a random position vector (a random whale).

Steps 2 and 3 consist of the following tasks: initialising

search agent variables. The next five steps entail searching

for the most qualified potential agent available.

In step 9, the variables are updated to reflect the new

values that have been determined. Using the Whale Opti-

mization Algorithm, we will next update our agents at

stages 10 through 20 of the process.

Cluster Computing (2022) 25:3937–3959 3949

123



Then, in steps 21 to 24, we use the Modified Grey Wolf

Optimization Algorithm to update our agents’ information.

When compared to previous techniques, this step broadens

the scope of the algorithms’ learning capabilities.

The algorithm produces the best cluster centres, which

will be utilised as the basis for role profiles in the following

section. Our clustering method is optimised via hybrid of

the Whale Optimization Algorithm and the Grey Wolf

Optimization Algorithm, as shown in Fig. 2.

3.3 Detection and classification phase

The learning phase of the algorithm provides the read rules,

write rules and the role profiles. Now, these rules and role

profile clusters are used to detect any anomalous transac-

tion via the detection phase architecture.

The architecture of the detection phase is shown in

Fig. 3. In this detection phase, the current user transaction

is first passed through the transaction pre-processor and

query parser. Then the anomalies are detected in the cur-

rent user transactions for each transaction by checking

them against the user role profiles through role authenti-

cator and against the sequential rules generated in the

learning phase segment, via the rule validator. If a query is

found to be malicious, an alarm is triggered. Otherwise the

transaction is committed to the database.

The detection phase architecture has 2 levels namely

Role Authenticator and Rule Validator, which are descri-

bed below.

3.3.1 Role authenticator

The role profile clusters generated by the clustering algo-

rithm in the learning phase are matched against the

incoming transaction in the database. The role authentica-

tor individually checks all the queries to determine whether

they are justified by the role of the user or not, thereby

making the intrusion detection model immune against the

insider threats as well. If the role profile of an incoming

transaction is not matched to the existing profile clusters,

the transaction is declared as malicious and aborted,

instantaneously. However, if the role profile match is

found, the transaction sequence is further checked by the

rule validator for classification.

3.3.2 Rule validator

The rule validator identifies whether queries in a single

configuration file are executed in an order similar to the

order of previously validated queries. The incoming

transaction query sequence is compared with read and

write rules that are derived from data dependency mining

using the CMSPADE algorithm in the learning phase. The

input sequence list generated at run time is compared to the

data-dependent rules generated for each sensitive element

present in the list. Therefore, compliance with each rule is

calculated. Now, we need to quantify the rule-based simi-

larity of the two sequence datasets to draw conclusions

about the credibility of the incoming transactions. This is

done by calculating the similarity, as described in the next

section.

3.3.3 Calculating similarity

A 100 point similarity system has been introduced to

measure the extent of adherence between transaction and a

set of rules mined using the rule mining algorithm. We

have four grades of similarity called resemblance (R). Each

grade has been allocated points. We try to contain the

values of overlap measurement between 0.1 and 0.9 for

minimum and maximum adherence respectively.

We define:

l ¼ 0:1 and h ¼ 0:9 ð17Þ

I Grade D resemblance: (10 Points assigned out of

100)

Grade D resemblance denoted by R4 is the

measure of the number of mined rules in our

database that have the same element accused in the

transaction as in the rules. Let, a : the number of

rules that follow this condition. b : the number of

rules that do not follow this condition.

R4 ¼ 1þ ða � 1Þ � 1b

ða þ bÞ � ðh � 1Þ
� �

� 10 ð18Þ

(Higher weight is assigned to rules that do not follow

the required conditions)

II Grade C resemblance: (20 Points assigned out of

100)

This stage considers a subset of rules that belong

to set ‘‘a’’ in stage i.e the rules that have common

elements as incoming transactions. Let, x : denotes

the number of rules that follow the same order as in

transactions. Eg : TR : R(a)R(b)W(c) Rule :

R(d)R(a)R(b)W(a)W(c) y : denotes the number of

rules that do not follow that condition.

R3 ¼ 1þ ðx � 1Þ � 2y

ðx þ yÞ � ðh � 1Þ
� �

� 20 ð19Þ

III Grade B resemblance: (30 Points assigned out of

100)

This stage considers subsets of stage 2.The set of

rules is used i.e those rules that follow the same order

as transactions. Let, p : the number of rules that
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contain transactions as a subset i.e all common

elements are together as in the transaction. q : the

number of elements that do not follow this rule.

R2 ¼ 1þ ðp � 1Þ � 25q

ðp þ qÞ � ðh � 1Þ
� �

� 30 ð20Þ

IV Intra-Transaction rules: These rules consider a

group of transactions that are executed together in

a sequential manner. The algorithm used will be

similar to the mentioned above. The rule transaction

will be considered sequentially in the batches of k

ð2�K � 5Þ. Let, s : number of rules that adhere to

the transaction set in exact order. t : number of rules

that do not adhere to the transaction set.

(a) Grade A2 resemblance

This follows the above methods given in the

above sections. The batch of size 2 is assigned

a high weight and the order should look like:

k=2 12 Points assigned out of 100

R12 ¼ 1þ ðs � 1Þ � 2t

ðs þ tÞ � ðh � 1Þ
� �

� 12 ð21Þ

(b) Grade A3 resemblance

The batch size of 3 will follow the same

order as the above subset. It is assigned a lower

weight than the A2 resemblance. But it will

have the same multiple of A2 resemblance as

the points assigned to both these resemblances

are the same.

k=3

12 Points assigned out of 100

R13 ¼ 1þ ðs � 1Þ � 1t

ðs þ tÞ � ðh � 1Þ
� �

� 12 ð22Þ

(c) Grade A4 resemblance

A4 resemblance represents a batch with size

4. The order for the A4 resemblance will be

exactly half of that of A3 resemblance as the

points given to the A4 resemblance is half of it

and also the weight assigned to it is the same

as that of the previous subset.

k=4

6 Points assigned out of 100

R14 ¼ 1þ ðs � 1Þ � 1t

ðs þ tÞ � ðh � 1Þ
� �

� 6 ð23Þ

(d) Grade A5 resemblance

The A5 resemblance is for the final batch of

size 5. As the A5 resemblance contains the same

points as that of the previous subset, i.e. A4

resemblance so it will have the samemultiple as

that ofA4. But the two equations should differ as

the weights assigned to A5 resemblance is the

lowest of all the Grade A resemblances. k=5 6

Points assigned out of 100

R15 ¼ 1þ ðs � tÞ
ðs þ tÞ � ðh � 1Þ

� �
� 6 ð24Þ

Definition 16 (Congruity Index) A Congruity Index ðHÞ is
a similarity threshold defined as the sum of all the grades of

similarity (resemblances).

H ¼
Xn

i¼1

Ri

where n is the number of grades.

In our case we have four grades namely A,B,C,D with

four subgrades for A (A1, A2, A3, A4) Therefore,

H ¼ R12 þ R13 þ R14 þ R15 þ R2 þ R3 þ R4 ð25Þ

3.3.4 Detection algorithm

In our proposed algorithm 3 we take in the generated rule

set, number of clusters, similarity threshold (d) and the

transactions itself. Our main aim is to classify the trans-

action as either malicious or non-malicious. The algorithm

starts with converting the transaction into sequence using

the sequence generator. Then in steps 4- 9 we calculate the

role similarity of each cluster and store the highest role

similarity cluster along with its similarity. We compare that

Fig. 3 Detection Phase architecture
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similarity with that of the threshold, if it’s less than the

threshold we classify the transaction as malicious and raise

an alarm. However if the similarity is greater than the

threshold, we pass in the respective rule into the rule

authenticator module. This novel module simply calculates

the different resemblances (B, C, D, A1, A2, A3, A4) from

step 13-20. We define congruity index (H) which would be

used to classify the transaction. In steps 22-25 we compare

the value of H with the d . If H is less than d then the

transaction is declared malicious and if H is greater than d
then the transaction is declared non-malicious. Also fol-

lowing this in steps 27–30 if the transaction was malicious

the database executes a rollback along with raising an

alarm and if the transaction was non-malicious the database

commits all the data.

4 Experimentation and results

In order to analyze the performance of the proposed

methodology (FPGWWO), multiple assessments were per-

formed on a synthetically generated banking databases

adhering to the TPC-C benchmark [57]. The database con-

sisted of two types of logs - one with the normal user trans-

actions of various user roles and other which comprised a

mixture of normal and malicious user transactions. These

two types of logs in the data-base were used to evaluate the

performance of our system. In total, 5000 transactions were

generated. Precision, recall, and F1-score were the perfor-

mance measures utilised in the assessment. Precision is

defined as the ratio of properly identified malicious trans-

actions, referred to as True Positives (TP), to the total number

of transactions classified as malicious from database logs,

which includes both False Positives (FP) and True Positives

(TP). The ratio of correctly identifiedmalicious transactions,

known as True Positives (TP), to the total number of mali-

cious transactions in the database logs, a combination of

False Negatives (FN) and True Positives (TP), is defined as

recall. High precision and low recall, as well as low precision

and high recall, indicate a poor performing model in the

situation of an unbalanced dataset. For performance evalu-

ation, the F1-score is employed, which considers both pre-

cision and recall. The harmonic mean of precision and recall

is defined as the F1-score.

4.1 Generation of synthetic transactions

FPGWWO took into account the fact that no datasets that

conformed to our methodology existed, prompting us to

employ synthetically created datasets effectively. This

dataset comprises two separate modules for the two sorts of

transactions that we worked on: malicious transactions

generation module and regular transactions generation

module, both of which are described and worked on below.

4.2 Generation of malicious transactions

We created two sets of fraudulent transactions to test our

technique against a wide range of threats. The attacker may

be ignorant of regular database requirements, thus the first

batch of transactions was produced at random. This col-

lection is created by randomly changing characteristics of

genuine queries that make up normal behaviour, as well as

legitimate transactions of each. The second set of trans-

actions were created in such a way that they do not cor-

respond to typical user behaviour and are signs of people

attempting transactions that are outside of their scope and

authorization.
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4.3 Generation of normal transactions

Normal transactions are ones that, at the moment of exe-

cution, fulfil data dependencies and user-access patterns.

We define a predefined set of SQL queries that comply to

the TPC-C benchmark and the schema used to create reg-

ular transactions. Individual characteristics are allocated to

each user that are within the scope of their access and

permissions, and transactions are created based on those

attributes, meeting the user-access patterns.

4.4 Evaluation of our approach

The Figs. 4, 5, 6 above depict the variation in precision,

recall and F1 Score of the system for threshold value of 50.

With change in the number of transactions in the database.

It can be inferred from the graph that the value of Precision

first increases from 0.785 to 0.855. With an increase in the

number of transactions, the value of Recall rises from

0.912 to 0.950. The number of rules created for each

transaction grows as the number of transactions grows. As

a result, rules will be more matched to the database, and

role clustering will be more refined. As a result, the number

of false negatives decreases while the number of true

positives rises, resulting in an increase in the recall value.

Because the F1-score is a harmonic mean of Precision and

Recall, it reflects a good balance of precision and recall by

continuing to rise between the two values, ranging from

0.845 to 0.882 (Table 5).

Using a threshold value of 60, the Figs. 7, 8, 9 illustrate

the variance in accuracy, recall, and F1 Score of the system

as a function of the number of transactions in the database.

As shown in the graph, the value of Precision begins to rise

from 0.772 to 0.818 at the beginning of the study period.

Increase in the number of transactions result in an increase

in the value of Recall, which rises from 0.921 to 0.938.

Increasing the number of transactions leads to an increase

in the number of rules that are created for each transaction.

As a result, the rules are more matched to the database, and

Fig. 4 Variation of precision with number of transactions per user at

Threshold 50

Fig. 5 Variation of recall with number of transactions per user at

Threshold 50

Fig. 6 Variation of F1 score with number of transactions at Threshold

50

Fig. 7 Variation of Precision with number of transactions per user at

Threshold 60
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the role clustering is more refined as a result of these

improvements. Thus, there is a drop in the number of false

negatives and an increase in the number of true positives,

which leads to an increase in the recall value due to the

decrease in false negatives. Here also, the value of F1

Score shows a slight increase from 0.831 to 0.871

(Table 6).

We also assess how well our role clustering algorithm

performs. Figure 10 shows the variation of the loss of the

clustering algorithm. As observed from the graph, the loss

steadily decreases initially and then reaches a stable value

and sustains it. Loss value becomes less than half of its

initial value which is an impressive improvement and

shows the adaptability of the algorithm on the dataset. This

behaviour validates that the algorithm is performing good

for the study.

Comparative performance of our technique with other

eminent authors of this domain has been tabulated below.

We have incorporated an approach that examines the intra-

transactional queries to deal with the insider threats as well

as external threats. We have used algorithms like CM-

SPADE and Hybridization of Whale Optimization Algo-

rithm with Modified Grey Wolf clustering Algorithm and a

novel approach to similarity calculation. These algorithms

have enhanced the performance of our approach as com-

pared to the other state-of-the-art techniques.

Table 7 contrasts the various techniques based on the

algorithm used, including but not limited to its ability to

avoid intrusion and higher performance on metrics such as

precision and recall. On comparing the metrics across

different support values for each technique, the maximum

values were considered. We observed better performance

for our algorithm compared to the alternatives. The critical

factor behind the improved performance is the sensitivity

Table 5 Precision, recall, F1-score at Threshold 50

Parameter Threshold = 50

Number of transactions

1000 2000 3000 4000 5000

Precision 0.785 0.812 0.829 0.841 0.855

Recall 0.912 0.922 0.935 0.943 0.95

F1 Score 0.845 0.862 0.869 0.878 0.882

Fig. 8 Variation of Recall with number of transactions per user at

Threshold 60

Fig. 9 Variation of F1 score with number of transactions at Threshold

60

Table 6 Precision, recall, F1-score at Threshold 60

Parameter Threshold = 60

Number of transactions

1000 2000 3000 4000 5000

Precision 0.772 0.792 0.785 0.801 0.818

Recall 0.921 0.925 0.936 0.942 0.938

F1 Score 0.831 0.848 0.856 0.869 0.871

Fig. 10 Loss of mhGW-WOA clustering
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of the algorithm to change in user patterns since we con-

sider the relative adherence to data dependencies. This

behaviour is expressed by real-world transactions where

they never fully comply with data dependencies.

Since our algorithm combines the benefits of anomaly-

based and statistical detection methods, we are able to

reduce the number of false positives and false negatives

errors.

Table 7 Performance Comparison of FPGWWO with state-of-the-art techniques

Author

Name

Proposed technique Use of

RBAC

Intrusion

detection

capabilities

Approach

for query

evaluation

Detection

level

Detection of

threats

Detection

paradigm

Performance

Hu et al.

[5]

Integrated dependency

with sequence

alignment analysis

No Partial Syntax

Centric

Transaction

level

External and

user threats only

Anomaly Recall =

0.90

Precision

= 0.64

Srivastava

et al. [17]

Integrated dependency

with sequence

alignment analysis

No Partial Syntax

Centric

Transaction

level

External and

user threats only

Anomaly Recall =

0.77

Precision

= 0. 80

Kamra

et al. [42]

Dependency And

Relation Analysis

Yes Yes Syntax

Centric

Transaction

level

Insider using

RBAC, External

using clustering

Anomaly Recall =

0.63

Precision

= 0.77

Hashemi

et al. [24]

Temporal Mining No Yes Syntax

Centric

Transaction

Level

Both external

and insider

threats

Anomaly

analysis of the

time series

Recall =

0.90

Precision

= 0.75

Kundu

et al. [26]

Sequence alignment

analysis

No Partial Syntax

Centric

Transaction

level

External and

user threats

Anomaly Precision =

0.945

Panigrahi

et al. [43]

User Behavior Mining Yes Partial Syntax

Centric

Transaction

level

Both External

and Insider

threats

Both Anomaly

detection and

misuse detection

Recall =

0.93

Precision

= 0.91

Doroudian

et al. [58]

Mining dependencies No Yes Syntax

Centric

Transaction

level

External and

user threats

Anomaly and

specification

based

Recall =

0.89

Precision

= 0.91

Ronao and

Cho [48]

Weighted Random

Forest

Yes Yes Syntax

Centric

Root level External and

user threats

Anomaly Recall =

0.95

Precision

= 0.89

Sallam

et al. [46]

Anomaly Detection

using Bayesian

Classifier

Yes Yes Data and

Syntax

Centric

RDBMS

level

Insider threats Anomaly Recall =

0.97

Precision

= 0.90

Kim and

Cho [49]

CNN - LSTM Neural

Network

Yes Yes Data

Centric

RDBMS

level

User threats and

Insider threats

Anomaly Recall =

0.887

Accuracy

of 0.933

Seok-Jun

et al. [59]

Convolutional Neural-

based Learning

Classifier

Yes Yes Data-

Centric

RDBMS

level

Insider Threats Anomaly Recall =

0.93

Precision

= 0.92

FPGWWO

(our

approach)

Frequent Sequential

Pattern Mining and

metaheuristic

clustering

Yes Yes Data and

Syntax

centric

Transaction

level

External and

insider threats

Anomaly Recall =

0.938

Precision

= 0.91
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5 Conclusion and future scope

In this study, we have proposed a Database Intrusion

Detection System (DIDS) to prevent unauthorised access

from changing critical user details. Our method

(FPGWWO) can identify threats from both within and

outside the system by incorporating a frequent sequential

pattern mining algorithm and a hybrid metaheuristic clus-

tering using modified Grey Wolf optimization and Whale

Optimization Algorithm (mhGW-WOA).

CM-SPADE is used to mine frequent sequential patterns

from database logs to construct read and write rules, which

are based on legitimate access patterns. Parallely, the

hybrid swarm clustering algorithm (mhGW-WOA) clusters

out users based on their role profiles to ensure that each

user’s role is matched in the current role profiles and

determine congruity index.

In terms of computational complexity, storage effi-

ciency, and faster convergence rate, the hybrid of grey wolf

and whale optimizers appears to be advantageous, as well

as provides increased accuracy in clustering role profiles

for user transactions. As a result, when compared to

existing state-of-the-art methodologies in the literature, our

proposed methodology has a higher overall efficiency. Our

future research will focus on improvising ways for inte-

grating user behaviour and other elements of transaction

pattern mining utilising more efficient mining algorithms.

It would also take into account the limits of the current

technique in terms of adding new features and calculating

adherence to improve the model’s performance.
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