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Abstract
Cloud Computing is referred to as a set of hardware and software that are being combined to deliver various services of

computing. The cloud keeps the services for delivery of software, infrastructure, and platform over the Internet based on

the user’s demand. In the IT industry, cloud computing plays an important role to access services anywhere in the world.

With increasing demand and popularity of cloud computing, several types of threats and vulnerabilities are also increased.

Data integrity and privacy are the key issues in cloud computing and are thoughtful as the data is stored in different

geographical locations. Therefore, data integrity and privacy protection provisions are the most prominent factors of user’s

concerns about the cloud computing environment. In this paper, a new model based on a genetic algorithm (GA) CryptoGA

is proposed to cope with data integrity and privacy issues. GA is used to generate keys for encryption and decryption which

are integrated with a cryptographic algorithm to ensure privacy and integrity of cloud data. Known and common

parameters i.e. execution time, throughput, key size, and avalanche effect are considered for evaluation and comparison.

Ten different datasets are used in experiments for testing and validation. Experimental results analysis show that the

proposed model ensures the integrity and preserves the privacy of the user’s data against unauthorized parties. Moreover,

the CryptoGA is robust and provides better performance on selected parameters as compared to state-of-the-art crypto-

graphic algorithms i.e. DES, 3DES, RSA, Blowfish, and AES.
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1 Introduction

Cloud Computing is the network of networks to access

computing resources over the Internet, an archetypal of

cloud computing is shown in Fig. 1 [1]. Cloud computing is

a new computing archetype that provides various services

on demand at a low-cost [2]. Cloud computing gave a new

direction to Information Technology (IT) i.e. resource

sharing, multi-tenancy, and remote data sharing are the

main features that distinguish it from a traditional com-

puting environment. The central objective of cloud com-

puting is to provide fast, easy to use computing services

and data storage. The commonly used service models in

cloud computing are Infrastructure as a Service (IaaS),

Platform as a Service (PaaS,) and Software as a Service

(SaaS). In IaaS, the cloud service provider offers services

of computation and storage to the users to improve their

business capabilities. In PaaS, a service provider offers

services to users with a set of software programs that solve

their specific tasks. In SaaS, software with the related data

is deployed by a cloud service provider, and users use it

through the Internet [3]. With the advancement of cloud

computing technology, a variety of information including

text, audio, video, and image, etc. have been stored in the

cloud [4]. Cloud computing increases and adds the capa-

bilities dynamically without any new infrastructure,

licensing the new software and training of new personals,

also extends and grows the IT existing capabilities [4].

Currently, many growing applications are cloud-based i.e.

WhatsApp, Skype, Microsoft office 365, and Google Docs

and business management software i.e. Customer Rela-

tionship Management (CRM) and Enterprise Resource

Planning (ERP) that enable us to use our data from
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anywhere and anytime [5, 6]. Characteristics of cloud

computing include ubiquitous network access, on-demand

self-service, rapid resource elasticity, location independent

resource pooling, the transference of risk, and usage-based

pricing [7]. These virtues of cloud computing have

engrossed significant interests from both academic research

and industries [8]. Cloud computing provides promising

nature for the IT applications; however, there exist some

issues that need to be addressed in order to deploy appli-

cations and store data in a cloud computing environment.

Besides the opportunities and advantages of cloud com-

puting, there also exist several challenges as shown in

Fig. 2. These issues include data security and privacy

which compromises the services of cloud computing.

Encryption techniques are being commonly used to tackle

cloud data security issues [9]. Data security has consis-

tently been a key problem in the IT industry [10, 11].

Security is one of the important barriers to the adoption of

cloud computing. Security issues include integrity, privacy,

compliance, trust, and other legal matters [12, 13]. Integrity

and privacy are very close to the role of institutions and

their evolution in cloud computing [14]. As data are dis-

tributed to different storage devices including servers, PCs,

and mobile devices such as smartphones and wireless

sensor networks; therefore, data integrity and privacy

become predominantly thoughtful issues in cloud com-

puting [15, 16]. The reliability of data in cloud storage and

the success of network transmission is based on security

aspects. Cryptography is the process of data encryption in

which valuable information is protected and restrains the

unauthorized users to access private data [17, 18]. There

are mainly two kinds of encryption techniques used i.e.

(a) both the sender and the receiver use the same encryp-

tion and decryption key, mutually shared between them, is

known as symmetric-key cryptography (private key

encryption). Some examples are IDEA, DES, Blowfish,

and AES, etc.(b) asymmetric key cryptography (public-key

cryptography), in which different corresponding keys are

used for encryption and decryption. The RSA encryption

algorithm is an example of asymmetric key cryptography

[19]. Some modified forms of the standard algorithms have

also been proposed i.e. enhanced AES [20] HASBE

[21, 22], attribute-based encryption [23–25] and attribute-

based access control [26, 27]. These algorithms are based

on Feistel or substitution structures, which results in greater

numbers of computation and take more time for data

encryption and decryption [28–30]. To protect valuable

information from unauthorized access, forgery, and modi-

fication a robust security scheme is needed.

This paper presents a new and robust security frame-

work for cloud data security using a genetic algorithm

(GA). GA has proven to be a reliable and powerful opti-

mization technique applied to a wide variety of real-world

issues of significant complexity [31]. The algorithm can be

applied to both texts and images [32]. The proposed

framework follows a new approach i.e. first the plain-text is

converted into cipher-text by Caesar cipher and then gen-

erates 128-bit chromosomes of encrypted text. Random

point crossover is performed between 128-bit chromo-

somes of encrypted text and a 128-bit key. Then, the

mutation is applied to the child by flipping one bit ran-

domly to obtain cipher-text. The execution time of

encryption, decryption, throughput computations, key

length, and avalanche effect is considered for evaluation of

the proposed model CryptoGA. Experimental results

analysis proves the robustness of CryptoGA as it performs

better as compared to state-of-the-art encryption techniques

i.e. DES, 3DES, RSA, Blowfish, and AES.

2 Literature review

Cloud computing remained an active area of research since

its introduction to the market in 2000. A bar graph given in

Fig. 3 shows year wise publications in the area of cloud

computing from 2000 to April 2019 [33]. Cloud computing

offers resources such as virtual data storage, collaborating

Fig. 1 An archetypal of cloud computing [1]

Fig. 2 Challenges in cloud computing
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servers, networks, applications, and tools with fewer

efforts. The critical issue of cloud computing is the security

of information because of having a big amount of data in

cloud storage and advancement in digital signal transmis-

sion, therefore data can be steal or lost from illegal access

[34–38]. Cloud computing is facing many security issues,

some are data breeching, compromised authentication, DoS

attack, security threats, malicious insiders, vulnerable

systems, data integrity, and data privacy [13].

Security challenges in cloud computing include service

disruption, data loss, threats, outside malicious attacks, and

multi-tenancy issues [39, 40]. Over time, cloud computing

security has increasingly become a common concern and

should be addressed with robust solutions. Recently, a

survey of access control models for data security in cloud

computing has been presented in [41]. The authors cate-

gorized the access control models as follows: encryption-

based access control, task-based access control, attribute-

based access control, action-based access control, and

usage-based access control. Encryption based access con-

trol is further divided into sub-domains such as identity-

based encryption (IBE), attribute based-encryption (ABE),

role-based encryption, (RBE) and timed-release encryption

(TRE). For more details on these models, the readers are

referred to study [41].

Authors of [42] analyzed the privacy and data security

issues of cloud computing by concentrating on data seg-

regation and privacy protection. Data security issues are

primarily critical at IaaS, PaaS, and SaaS level and data

sharing is the key challenge in cloud computing. Data

integrity is one of the basic requirements of cloud users. In

addition to data storage, cloud computing usually offers

data processing services. Avoiding unauthorized access to

cloud resources, organizations can attain superior self-

confidence in data integrity. Privacy is the capability to

segregate information and reveal it selectively. Privacy

involves mechanisms, standards, the application of laws,

and processes to manage sensitive perceptible information

[43, 44]. Cloud service providers are trusted to maintain

data integrity and privacy; however, more work is required

to ensure data integrity and privacy. Several researchers

already presented a lot of work to deal with the cloud data

integrity and privacy issues, some of them are discussed

next.

Cryptography is the basic technology that fulfills secu-

rity requirements [34, 45]. Various algorithms based on

symmetric, asymmetric key techniques and genetic mech-

anisms have been proposed, developed, and implemented

such as RSA, DES, etc. [6, 46]. Cryptographic algorithms

can be compared based on architecture, flexibility, scala-

bility, limitations, security, execution time and memory

requirements [47]. There is a critical need to cope with data

integrity and privacy issues in the cloud environment

[32, 48, 49]. Cloud data integrity has gained the focus of

researchers as various schemes are presented to provide

data integrity i.e. Provable Data Possession (PDP) and

Prove of Retrievability (PoR) [50, 51]. Moreover, an un-

trusted third-party such as the DIaaS model is used to

verify data integrity [5, 12, 52]. Although, the technique

addresses data integrity but introduces privacy violation via

exposing data to a third-party in integrity verification. In

DIaaS model, the complete data is conceded to a third party

for integrity verification. Where the third party is proficient

to collect patterns of data which leads to uncovering the

original data, in case adequate patterns are collected

[52–54]. The authors of [55] have proposed a hierarchical

attribute-based encryption technique using semantic

ontology for public auditing in cloud computing. For

encryption and decryption of cloud data, the proposed

technique arranges the data hierarchically and the semantic

relations of the attributes are utilized to select the key

parameter. To perform the verification, the key from the

semantic ontology is chosen. Then, to ensure integrity and

privacy of data modular padding of 0 and or 1 is performed

using a random number. The authors claimed that the

proposed method has enhanced the quality of public

auditing of cloud data and improved the efficiency of data

sharing in the cloud environment. However, the proposed

technique does not consider the authentication and autho-

rization for cloud data retrieval. Authors of [56] presented

an approach based on GA for data encryption. The

approach generates a random key and applies genetic

operations i.e. crossover and mutation. The XOR operation

is performed between the plaintext and the key to create

ciphertext. Random key generation is the main goal of this

approach; however, it is less secure because just XOR is

used to obtain ciphertext. The problem with XOR

encryption is long runs of the same characters; So, it is easy

to see the desired data [6, 57, 58]. The authors of [32]

presented GA?DNA based hybrid model for image

encryption using Non-Linear Feedback Shift Register

Fig. 3 Number of year wise publications in cloud computing since

2000 [33]
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(NLFFSR) to generate the pseudo-random sequence. The

generated sequence is used in the crossover operation to

encrypt the image data. The technique is secure because

NLFFSR pseudo-random binary sequence is unpre-

dictable and is difficult to decrypt correctly. The authors

claimed that the proposed solution is robust against all

attacks and can be applied to real-time security of dis-

tributed network systems. The proposed approach con-

sumes more time to calculate binary sequence and there is

no mutation operation which the main step in GA. Another

approach used for security using GA is presented in [54].

The approach has two stages i.e. in the first stage set of

rules are generated by doing an audit of network data

offline for detection of intruders and in the second stage,

the highest fitness value is selected for intrusion detection

in a real-time environment. This approach can be applied

only for intrusion detection without any solution for the

prevention of attacks. Authors in [59] described a sym-

metric key linear substitution algorithm that ensures net-

work confidentiality. The proposed technique has a weak

strategy of using linear substitutions because linear sub-

stitution can be determined with the method of frequency

analysis. The authors of [60] presented a fast Arabic

encryption technique based on GA. The technique follows

the steps of generating an 8-bit binary static key and

plaintext then performs crossover and mutation between

them to obtain ciphertext. This approach is fast but uses a

static key for encryption and can be applied to Arabic text

only. In [61] authors presented DNA based symmetric

security scheme which handles binary data in DNA form.

The technique uses a block cipher with a block size of

128-bits or 64-nucleotides. This encryption scheme has a

Feistel structure with 16 rounds i.e. used in DES and AES.

DNA provides randomness to the algorithm but it is not

applicable in real applications. Although it is a new idea

but is slower than conventional symmetric key algorithms.

In research [62] the authors presented a cryptosystem based

on the Elliptic curve with the integration of the Diffie-

Hellman algorithm for cloud data security. They claimed

that the proposed cryptosystem reduced the average com-

putational complexity of about 70% of encryption and

decryption as compared to state-of-the-art algorithm RSA.

However, the proposed system has been not tested on rel-

evant data retrieval mechanisms for cloud data. The

authors of [63] presented a model that privacy could be

conserved using tamper-proof proficiencies of crypto-

graphic co-processors. The model is used to conserve the

privacy of data while employing user-configurable soft-

ware along with privacy mechanisms. The technique per-

mits the users to set the anticipated level of privacy to data

before storing it. Then the corresponding privacy policy is

applied. Moreover, several researchers have utilized GA in

cryptography for different purposes i.e. authors of [47]

have presented GA based cryptographic techniques for

network security, which ensures authentication, confiden-

tiality, non-repudiation and integrity of network messages

being transferred. The authors of [64] have presented a GA

based approach for symmetric key generation to overcome

the initial distribution of the key. The authors of [65] have

presented a conceptual DNA cryptography integrated with

deep learning to perform biological operations like tran-

scription, translation, and genome sequencing. They

claimed that the proposed solution can be applied to current

challenges of big data security and suggested that more

research can be carried out in terms of time and cost-ef-

fectiveness. The authors of [66] have presented attribute-

based hierarchical file encryption using crossover GA

called ABHFE. They constructed an index model data-

vector tree using GA. They claimed that the proposed

solution is efficient for file retrieval from the cloud.

However, they did not test the real dataset-based case

studies, which may be more time-consuming. Research

presented in [67] shows a resource-efficient multi-level

encryption model consists of Feistel structures, AES, and

GA. It utilizes multithreaded programming to enhance the

encryption of big multimedia data. Results analysis shows

a comparatively better Avalanche effect, which addresses

the security objectives. Authors intended and directed to

assess the proposed model on real-time attacks which

degrades the system performance. A privacy preservation

method based on quasi-identifier for cloud data has been

proposed in [68]. The proposed system consists of two

steps i.e. clustering and tuple partitioning. The user-defined

quasi-identifier based modified fuzzy C means (FCM)

algorithm is used for the clustering of cloud data followed

by tuple partitioning to normalize the clustering. Then the

anonymized data is forwarded to bucketization process to

ensure enhanced privacy preservation. Based on results

analysis it is claimed that the proposed method efficiently

provides privacy to a large volume of cloud data as com-

pare to others. However, the access control, authentication,

and integrity of cloud data has been taken into considera-

tion in the proposed approach. In the research article [69] a

modified reversible data hiding (RDH) technique i.e.

shuffle block key encryption integrated with the RDH

technique has presented to maintain the privacy and secu-

rity of the cloud data. The proposed method addresses the

issue of existing RDH i.e. errors generation due to reserve

leakage of data during image recovery and data extraction.

The proposed method comprised of two rounds and random

key levels based on shuffle block key for encryption and

decryption to provide data security. Based on results

analysis it is claimed that the proposed method reduces the

latency ratio and time complexity. However, the crypt-

analysis has not been implied to test the difficulty level of

security. The authors of [70] have proposed an algorithm
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based on stochastic diffusion for data replication and

integrity in the cloud environment. The proposed algorithm

utilizes a stochastic diffusion search (SDS) technique

which is a multi-agent global optimization used to mini-

mize the replication cost of data. A mathematical problem

formulation and optimization computation have been

shown in the sole publication. Results analysis and obser-

vations show that the proposed algorithm has reduced the

cost of data replication. However, this study only focused

on data integrity and replica cost minimization. To deal

with cloud data security, a modified authentication tech-

nique for remote data sharing and access has been pre-

sented in [71]. In the proposed authentication technique the

cloud server utilizes the re-encryption of proxy key and for

decryption, the owner of data produces the secret token to

control the accessibility of a user. The Random Oracle

Model (ROM) is used for informal security analysis of the

proposed protocol. The proposed algorithm is also evalu-

ated on some measurable parameters i.e. computation,

communication, and storage cost. It is claimed that the

proposed algorithm outperforms than others, especially

Tiwari et al.’s protocol [72]. However, practical attacks

counter measurement has been not observed. Moreover,

recently in the research article [73], a cloud data dedupli-

cation mechanism based on certificate-less proxy re-en-

cryption has been proposed for cloud security. The

proposed technique consists of proof-of-ownership based

on certificate-less proxy re-encryption (PoW-CLS) and

certificate-less proxy re-encryption (CL-PRE). The pro-

posed certificate-less cryptosystem has solved the issue of

key escrow and impersonation attack of decryption. The

proposed mechanism has validated through lemma proofs

and theoretical analysis. In the paper, it is claimed that the

proposed scheme uses PoW to validate and verify the cli-

ent-side to enhance security and avoid dictionary attacks.

But still, some problems need to be addressed i.e. in data

sharing it is required to calculate the re-encryption key to

store in the cloud.

Although many security schemes discussed above have

been proposed and used for data security, cloud security

aspects are still prone to vulnerabilities, some have integ-

rity and privacy issues and some algorithms take more

execution time and perform more computations. Therefore,

more investigations are required to propose and implement

a robust security mechanism.

3 Proposed model

GA has been widely used for solving optimization prob-

lems with or without constraints applied. GA is used in the

field of natural sciences, mathematics, and vastly in com-

puter sciences. In computer science, GA is used for both

constrained and unconstrained optimization and security

problems. GA reduces the huge computational complexity

by resolving optimization issues in a minimum amount of

time as it can resolve the NP-hard problems [66]. GA is a

bio-inspired computation process that modifies the indi-

vidual solution of the selected population repeatedly.

Population generation, crossover, and mutations are the

basic operations of GA. GA maximizes the security level as

the structure of the technique is different from the con-

ventional security algorithms and generates a guaranteed

high avalanche effect due to the use of sole properties i.e.

crossover and mutation, which results in a more difficult

and complex mapping between the input and output. In GA

chromosomes can be represented in binary or hexadecimal

forms and can be used as the population. In the crossover, a

new generation is obtained through crossover operation

applied to individuals of the existing generation. The child

generation is expected to be more fit than the parent gen-

eration. Single point, multipoint, random, and uniform

crossover techniques can be used to perform the crossover

operation. Further, the mutation process is essential in GA

to acquire variety in genetic species. The architecture and

conceptual workflow of the proposed model are presented

in Fig. 4. The conceptual model consists of two operations

i.e. uploading and downloading of data to and from cloud

storage. In uploading, first input data is encrypted using the

Caesar cipher algorithm and then an 8-bit binary conver-

sion per character is performed to complete 1st level

encryption. Then a random key of 128-bits is generated

using GA and the desired binary data is encrypted using

this key. The same process is reversed while downloading

Fig. 4 Overall architecture of proposed model CryptoGA
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the data from cloud storage. The procedure of key gener-

ation, data encryption, and decryption are explained next.

3.1 Key generation

The initial population of chromosomes is a sequence of

letters that consists of alphanumeric and special characters

generated via a random function. The size of the initial

population is considered as 200, and the length of each

chromosome is 16-characters encoded to 128-bits. All

individuals are sent to the fitness function one-by-one using

a loop. The fitness function is a maxima function, which

means that the individual having maximum fitness value

will be selected for further processing. After this process

select two individuals and perform byte-wise one-point

crossover; the point of crossover is decided based on a

random number. After performing crossover, get the off-

spring of the selected individuals. Then, the output of the

previous step is used as input for mutation operation. After

mutation, the final key is obtained which is used for the

encryption process. The key generation process consists of

the following steps.

Initial population generation The random function is

used to generate the initial population of size 200 chro-

mosomes of 16 characters each consists of alphanumeric

and special characters encoded as 8-bits per character i.e.

each chromosome is 128-bits long.

Fitness calculation The fitness value of every individual

is derived by calculating Shannon Entropy ðHðXÞÞ. It is

used for measuring the degree of randomness in the set of

data in the final population against the initial population

using Eq. 1.

HðXÞ ¼ �
Xn

i¼1

Pðx1Þ log2 Pðx1Þ ð1Þ

where P represents the probability of each character in the

measured chromosome. The higher the entropy means

harder to crack.

Crossover Byte-wise single-point crossover is per-

formed on selected chromosomes based on a random value;

means that two chromosomes having a length of 128-bits

each are selected as parents and a randomly generated

value in the range of 1–8 is used for crossover operation in

each byte to generate an offspring.

Mutation The byte-wise mutation is performed on the

newly generated child chromosome based on random value

generated in the range of 1–8.

The steps mentioned above are performed until meeting

the stopping criteria i.e. the number of iterations is less than

or equal to 100. In each iteration individual having maxi-

mum fitness, value is recorded. If the stopping condition

meets, then the chromosome with maximum fitness value is

selected as a key for encryption. Figure 5 illustrates the

workflow of the key generation process using GA.

3.2 Encryption and decryption

Figure 6 shows the encryption process of the proposed

model. First, take plaintext and apply the Caesar Cipher

algorithm with shift number generated randomly (recorded

for decryption) and generate input for GA as the first

generation. Then, for each character take its ASCII value

and convert to binary to store as bits-stream ð1. . .NÞ; where

N is the number of bits in the first level encrypted text.

Then divide the bits stream into chunks of 128-bits each

and select one-by-one as parent 1 chromosome for cross-

over operation. The key generated via GA discussed in

Sect. 3.1 is used as parent 2 for crossover operation, which

is also equal to 128-bits. Then single-point crossover in

each byte is performed by taking random value in the range

of 1-8 (recorded for decryption). In the result of the

Fig. 5 Flow of key generation using GA
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crossover between parent 1 and parent 2, we get child 1 and

child 2, with characteristics of both parents. After cross-

over, the mutation is applied to the child 1 by selecting a

mutation point randomly (recorded for decryption) other

than the crossover point. This is performed by flipping one

bit in each byte of child 1 chromosomes. For integrity, the

key, Caesar Cipher shift point, crossover, and mutation

points are hashed using SHA-3-256 cryptographic hash

algorithm, which is a comparatively more secure hashing

algorithm. Finally, the encrypted text is stored in cloud

storage.

The decryption is performed by reversing the operation

of encryption as presented in Fig. 7. First, the hash value of

key, crossover, and mutation points are calculated and

matched with hash value already stored in cloud storage to

check the integrity. If both hash values are found equal,

then the decryption process is initiated as described next.

The encrypted message is converted into an equivalent

binary stream, divides them into 128-bits chunks. Then

apply the byte-wise reverse mutation on points stored in the

encryption process. The reverse mutated stream is for-

warded for reverse crossover operation, the reverse

crossover is performed byte-wise on points already stored

in the encryption process to get the first level encrypted

text. Now, apply the Caesar Cipher decryption based on the

shift value stored. Finally, will get the required plain text.

4 Experimental setup and datasets

This section presents the detailed implementation of the

proposed model CryptoGA on the multi-cloud cluster.

Multi-cloud consists of three well known private clouds i.e.

Microsoft private cloud, VMWare vCloud Suite, and

OpenStack. The configuration of cloud architecture is

presented in Fig. 8. One node was used to create a cluster

of clouds, as a common belvedere among clouds.

(a) Microsoft private cloud is deployed using Windows

Server with Hyper-V and System Center, which provides a

high level of virtualization, endwise service management,

and deep intuition into the application. Its private version

reduces data center complexity. Microsoft private cloud

consists of Microsoft Windows Server 2012, Virtual

Machine Manager, Operation Manager, and App

Controller.

(b) VMWare vCloud Suite is an enterprise-ready cloud

management platform. It’s good for heterogeneous hybrid

cloud. VMWare vCloud Suite does support another

hypervisor (Hyper-V as well as KVM) as the recommended

Fig. 6 Proposed model encryption flow processes

Fig. 7 Proposed model decryption flow processes Fig. 8 Experimental setup diagram
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hypervisor is ESXi. The hypervisor creates and runs virtual

machines if the interface is compatible with the host.

VMWare consists of components vCloud Director, vShield

Manager, vCenter Server, and vChar.

(c) OpenStack is an open-source cloud computing plat-

form. It is founded by RackSpace Hosting and NASA. A

resource such as virtual server etc. are accessed by the user

as IaaS. It can be built using a large pool of compatible

vendor’s equipment. User has multiple ways to manage it

like a dashboard, a command line, or through web services.

It consists of components Horizon (Dashboard), Nova

(Computing Engine or VM Handler), Swift (Storage Sys-

tem of Object and Files), Cinder (Block Storage-A file

access mechanism), Glance (Image Service-VM Tem-

plates), Neutron (Networking mechanism), Ceilometer

(Telemetry-Billing Service), Heat (Orchestration-Require-

ment of cloud service infrastructure to run) and Keystone

(Identity services-Map permission against access).

Algorithms were implemented in MATLAB. Various

parameters i.e. execution time of encryption, decryption,

key size, and throughput efficiency analysis are considered

for comparison. A collection of 5 datasets obtained from

[74] and 5 self-generated are used for experiments as

shown in Table 1. For fair comparison and clear visual-

ization of results in graphical form the datasets are divided

into two categories (a) large datasets i.e. D1, D2, D3, D4,

and D5 (b) small datasets i.e. D6, D7, D8, D9, and D10.

5 Results and discussion

We performed several experiments to evaluate the perfor-

mance of the proposed model CryptoGA under different

perspectives. More precisely, our test-bed consists of 3

compute nodes i.e. three cloud servers as discussed in the

experimental setup section and shown in Fig. 8. A client

machine DellOptiplex-3050 comprises of four core

CPU@3.4 GHz, 16 GB of memory, 1TB HDD installed,

running on 64-bit instruction set kernel Linux (Ubuntu

16.04 LTS) OS is used for uploading and downloading data

to and from servers connected through a 1-gigabit Ethernet

switch. To show the validity and accuracy of results, the

experiment for each dataset is repeated 500 times and the

average time is computed and considered for a fair com-

parison. The execution time for all experiments is recorded

in seconds, the throughput efficiency is calculated as bytes

per second for both encryption and decryption and the

improvement of CryptoGA over others is computed in

percent efficiency for consistency and ease of understand-

ing. Moreover, the throughput efficiency behavior of both

encryption and decryption processes are also observed

during experimental evaluation from largest to smallest

size datasets and discussed. From the extensive study of

literature, it is concluded that some state-of-the-art algo-

rithms i.e. DES, 3DES, RSA, Blowfish, and AES perform

well in a cloud computing environment. Hence, these

algorithms have been selected for comparative analysis.

DES, 3DES, and Blowfish are based on Feistel structure

encryption, AES is an example of substitution and per-

mutation structure algorithm and RSA is a public key

cryptographic algorithm. The key length plays important

role in cryptography and each cryptographic algorithm

have a standard key length(s) defined according to the

nature and structure of algorithm i.e. the standard key

length of DES algorithm is 64 (but use only 56-bits of

them), 3DES has the key length of 192-bit (but use only

168-bits of them), RSA has a dynamic key length in the

range of 1000–2000 bits, Blowfish has variable key lengths

between 8 and 448 bits, AES has three options for key

length and is 128, 192 or 256 bits. But there are some

technical differences between the key lengths of public-key

cryptography and block cipher algorithms i.e. according to

SP800-57 part-1, Table 4 shows that 2048-bit key of RSA

is equivalent to the 192-bit key of 3DES in terms of

Table 1 Datasets used in experiments

S. No Dataset Description Size in Bytes

D1 English texts It includes 2 files i.e. the King James Version of the Bible and The CIA world factbook 6,524,928

D2 Genome It includes single file i.e. complete DNA genome of the E. Coli bacterium 4,640,768

D3 Protein It includes 4 files i.e. protein sequence from the Human sequence genome 7,163,904

D4 rand128 A single file consists of a random text over an alphabet of 128 chars with a uniform distribution 5,242,880

D5 rand256 A single file consists of a random text over an alphabet of 256 chars with a uniform distribution 10,485,760

D6 General text A single consist of mix set of words including text, numbers and special characters 10,240

D7 General text A single consist of mix set of words including text, numbers and special characters 20,480

D8 General text A single consist of mix set of words including text, numbers and special characters 30,720

D9 General text A single consist of mix set of words including text, numbers and special characters 51,200

D10 General text A single consist of mix set of words including text, numbers and special characters 1,024,00
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security, and 3072-bit key of RSA is equivalent to the

128-bit key of AES algorithm. So, keeping in mind the

above technical points and considerations, the configura-

tion for key length is fixed according to the standard i.e. 56,

168, 128, 448, and 256 bits for DES, 3DES, RSA, Blow-

fish, and AES respectively for all experiments. Figures 9

and 10 show the average encryption time of 500 runtime

executions for large and small datasets respectively. Their

results analysis shows that the proposed model CryptoGA

takes less time on all datasets as compare to others. The

accumulative improvement efficiency in encryption time is

shown in Fig. 11. The results analysis of Fig. 11 shows that

the proposed model CryptoGA is 56.21% faster than DES,

368.6% faster than 3DES, 216.2% faster than RSA, 106.0%

faster than Blowfish and 423.9% faster than AES.

Figures 12 and 13 show the average decryption time of

500 runtime executions for large and small datasets

respectively. Their results analysis shows that the proposed

model CryptoGA takes less time on all datasets as compare

to others. The accumulative improvement efficiency in

decryption time is shown in Fig. 14. It shows that the

proposed model CryptoGA is 76.1% faster than DES,

428.6% faster than 3DES, 400% faster than RSA, 123.9%

faster than Blowfish, and 442.3% faster than AES. Fig-

ure 15 shows the encryption throughput efficiency of the

proposed model CryptoGA and other algorithms. The

analysis shows that the throughput efficiency of CryptoGA

is higher than the others. The figure depicts the 16.89 MBs/

s, 5.63 MBs/s, 8.34 MBs/s, 12.81 MBs/s, 5.03 MBs/s and

26.39 MBs/s throughput for DES, 3DES, RSA, Blowfish

and CryptoGA respectively. The cumulative results anal-

ysis shows that the proposed model CryptoGA is 9.49,

20.76, 18.04, 13.58, and 21.35 times more efficient than

DES, 3DES, RSA, and Blowfish respectively. The

encryption throughput efficiency behavior is shown in

Fig. 16. The computational behavior analysis shows that

all the algorithms take more time if the data is divided into

small chunks instead of storing them in a single file and

vice-versa. More, it has been observed that if a dataset

having size 10 MBs is stored in a single file and the same

data is stored in ten different files then the encryption time

of the single file is 4 to 6 times faster than ten different files

of the same size. Moreover, confusion and diffusion are the

two key principles of Shannon’s entropy and are closely

related to security in terms of integrity and privacy of

cryptographic algorithms. The term confusion refers to the

relationship between cipher-text and the keys being used
Fig. 9 Encryption time comparison for large size datasets

Fig. 10 Encryption time comparison for small datasets

Fig. 11 The average percent time faster speed of CryptoGA over

others in encryption

Fig. 12 Decryption time comparison for large datasets
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for both encryption and decryption. Experimental analysis

of the proposed model CryptoGA shows that the compu-

tation of its confusion matrix is very complicated and hides

the sensitive credentials; as it is based on random number

generation and selection of bio-inspired model i.e. GA. The

fitness function increases to measure the fitness of resultant

chromosomes and indicates that the results are getting

better and better as the algorithm proceeds. To calculate the

randomness in the generated chromosome, several run tests

have been used as an indicator of randomness. The ran-

domness of the run test is tough to identify, as it is very

difficult to determine the randomness of data via a simple

look. Therefore, the number of runs is used as a procedure

in experiments as the observations are greater than twenty

then the observed number of runs follows a normal dis-

tribution. Therefore, the proposed model CryptoGA is

more secure as it is almost impossible for a cryptanalyst to

derive or predict the keys from the cipher-text. Diffusion

refers to hiding and complicating the relationship between

ciphertext and plaintext. Experimental analysis shows that

the proposed model CryptoGA ensures privacy as it gen-

erates unpredictable changes in small modifications in

plaintext. The avalanche effect is also measured using

Eq. 2 to find out the dissimilarities between plaintext and

ciphertext. The high avalanche effect is being observed

from the proposed model CryptoGA as compare to others

as shown in Fig. 17.

A ¼
Pn

i¼1ðbitsÞ �
Pm

i¼1ðDbitsÞPn
i¼1ðbitsÞ

� 100 ð2Þ

Figure 18 shows the decryption throughput efficiency of

the proposed model CryptoGA and other algorithms. Its

analysis shows that the throughput efficiency of the pro-

posed model CryptoGA is higher than the others. The

figure depicts 14.21 MBs/s, 4.73 MBs/s, 5.00 MBs/s, 11.18

MBs/s, 4.61 MBs/s and 25.04 MBs/s throughput for DES,

3DES, RSA, Blowfish and CryptoGA respectively. The

Fig. 13 Decryption time comparison for small datasets

Fig. 14 The average percent time faster speed of CryptoGA over

others in decryption

Fig. 15 Average encryption throughput efficiency comparison

Fig. 16 Encryption throughput efficiency behavior comparison from

largest to smallest size datasets

Fig. 17 Avalanche effects analysis of CryptoGA
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cumulative results analysis shows that the proposed model

CryptoGA is 10.80, 20.30, 20.03, 13.85, and 20.42 times

more efficient than DES, 3DES, RSA, and Blowfish

respectively. The decryption throughput efficiency behav-

ior is shown in Fig. 19. The computational behavior anal-

ysis shows that all the algorithms take more time if the data

encrypted were stored in small chunks instead of in a single

file and vice-versa. These observations were almost the

same as were observed in encryption analysis. More, it has

been observed that if a dataset having size 10 MBs is stored

in a single file and the same data is stored in ten different

files then the decryption time of the single file is 5 to 8

times faster than ten different files of the same size and

being encrypted.

Data uploading and downloading latency are analyzed

next. Each dataset is uploaded to and downloaded from

cloud servers and the average time is computed. From the

analysis of results, it is observed that smaller datasets

upload faster than larger datasets. The increase in time

neither linear not exponential, however, the real observa-

tion shows that the latency behavior of both uploading and

downloading is random. Theoretical cryptanalysis has been

performed to show the strength of the proposed model. As

the proposed model first makes use of Caesar cipher of

random shift and then generates a key of 128-bits in length,

which is then used for encryption. This range of key

lengths, in turn, provides a huge number of possible

combinations i.e. 2128. Cracking either of these extreme

level encryptions is extremely time-consuming given the

total number of possible key combinations and the current

processing power of computers. The terminology ‘ex-

tremely time-consuming’ is, in fact, a gross understatement

as even if someone builds a worldwide network of super-

computers designed just for trying combinations, it would

take more than 100 billion years on average to find out the

right one, this could be compared to the universe has only

been around for 13.8 billion years [75].

6 Conclusion

Cloud computing is an emerging field of computational

sciences that provides fast and efficient services through

the internet. Many enterprises shifted their businesses to

the cloud computing environment to achieve the benefits of

cloud computing. In all times the major problem for cloud

computing adoption is data security. Different techniques

and algorithms are being used to ensure data security but

still, a gap exists that needs to be addressed. In this paper, a

robust security approach using GA has been proposed for

cloud data security. It is simple and easy to implement

having only two main processes of crossover and mutation.

The operations of the GA have nature-inspired random-

ness, which maximizes the level of security while

uploading and downloading the data to and from the cloud

or transmitting and receiver’s ends. In contrast to the old

traditional algorithms or cryptographic schemes, i.e. DES

and RSA results analysis proved that the proposed model

provided the fast execution time and greater throughput

while doing encryption and decryption. GA is used in

networks for security algorithms and has capabilities to use

in cloud data security. The architecture of the proposed

scheme is based on the GA which is more secure than old-

fashioned architectures like Feistel and substitution. It

takes less time and is flexible. We intend to make further

improvements in the future by implementing two-way

crossover and to encrypt other types of data like audio,

video, and images, etc. In the future, we also plan to work

on space complexity minimization of the proposed model

to address the challenge of memory requirements.
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