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Abstract
Hybrid cloud is a cost-efficient way to address the problem of insufficient resources for meeting the peak demand of its

users for a service provider, which elastically scales up or down the cloud capability based on demand by combining local

infrastructures and one or more public clouds. While, the combination introduces new challenges that must necessarily be

addressed before adoption. To address these new challenges for improving the resource efficiency in hybrid clouds, much

work tried to solve the decision problem of workload scheduling, resource provisioning, or both, where workload

scheduling answers how to efficiently map workloads to available resources, and resource provisioning addresses how to

optimally provision resources based on demand. In this article, we proposed a comprehensive taxonomy of workload

scheduling and resource provisioning in hybrid cloud environments to investigate and classify 146 related research articles.

Based on the investigation, we summarized the challenges which have not been addressed by these researches, and

discussed future directions and trends in the area.
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1 Introduction

Cloud computing has received increasing attention in both

research and business for about one decade due as it pro-

vides a great deal of benefits, e.g., elastic resource provi-

sioning, pay-for-use, economies of scale, high reliability,

dynamic customization, etc. [175]. But although resources

appear to be infinite to users, a cloud has limited resources

in the real world. Thus a cloud should have enough

resources for satisfying the peak demand of its users’

requests to satisfy all Quality of Service (QoS) require-

ments of users for its reputation [45].

When there are insufficient resources for a local cloud

meeting the peak demand of its users, three methods can be

exploited. The first one is to reject some unimportant

requests, e.g., cheap requests, to make room for important

requests whose rejections cost much more [106]. While this

method would reduce the cloud provider’s reputation [45],

and may further result in the loss of potential users. Sec-

ond, the cloud provider increases infrastructures enough for

the peak demand. While, in real production environments,

the peak resource demand of users is usually much more

than the average one, but transient [14, 99], in a cloud,

which leads to lots of idle resources most of the time if

using the second method. Besides, most of the small to

medium enterprises have insufficient capital for infras-

tructure investments. The third method, hybrid cloud (a.k.a.

cloud bursting), is a cost-efficient way to address the

problem, which elastically scales up or down the cloud

capability based on demand by combining local infras-

tructures (clusters, grids, or private clouds) and one or

more public clouds. Surveyed by the European Network

and Information Security Agency (ENISA), most of the

& Bo Wang

wangb@zzuli.edu.cn

Changhai Wang

wangb@zzuli.edu.cn

1 Software Engineering College, Zhengzhou University of

Light Industry, Zhengzhou 450002, China

2 Beijing Advanced Innovation Center for Materials Genome

Engineering, Beijing Information Science and Technology

University, Beijing 100101, China

3 Beijing Key Laboratory of Internet Culture and Digital

Dissemination, Beijing Information Science and Technology

University, Beijing 100101, China

123

Cluster Computing (2020) 23:2809–2834
https://doi.org/10.1007/s10586-020-03048-8(0123456789().,-volV)(0123456789().,- volV)

http://orcid.org/0000-0003-3598-5359
http://crossmark.crossref.org/dialog/?doi=10.1007/s10586-020-03048-8&amp;domain=pdf
https://doi.org/10.1007/s10586-020-03048-8


small to medium enterprises prefer a mixture of cloud

computing models (public cloud, private cloud) [26].

Nowadays, both commercial and open-source virtualiza-

tion tools support basic cloud bursting functionalities, e.g.,

VMware [182], Open Nebula [150], OpenStack [151]. As a

new computing paradigm, hybrid cloud computing plays a

crucial role not only in developing cloud computing, but

also in integration of cloud computing and Internet of

Things (IoTs) [25] as others, e.g., edge computing [165],

fog computing [51], mobile cloud computing [62].

For providing services, cloud providers must solve the

problems of provisioning the optimal number of resources

based on demand, i.e. resource provisioning, and mapping

users’ workloads to available resources efficiently, i.e.

workload scheduling [130]. Workload scheduling is to

decide the order (priority) of workloads to be executed on

available resources in various scheduling units, e.g., virtual

machines (VMs), tasks, user requests, while resource pro-

visioning judges which and what amount of resources

should to be allocated to the scheduled workloads. For

optimally providing services, the cloud provider should

schedule workloads based on the characteristics of avail-

able resources, e.g., heterogeneity [55, 89], reliability [18],

and provision resources considering the features of work-

loads to be run, such as various QoS [72], interdependences

between service components [100], interferences between

workloads [195], etc. Thus, workload scheduling and

resource provisioning are intimately related with each

other, and both of which are essential to a cloud

management.

However, for a service provider, the hybrid cloud

resource management not only has all of the challenges for

provisioning services both on a private cloud, e.g., server

consolidation [183], and on public clouds, e.g., elasticity

management [10], but also introduces new ones, such as

the heterogeneity between clouds in terms of various

resources [131, 187], the decision of which services and/or

which part of a service to be outsourced to the public cloud

[100, 145], the performance overhead caused by the net-

work connection between clouds with much lower band-

width [73, 131], and so on.

In this paper, we surveyed the articles about workload

scheduling and resource provisioning for hybrid clouds in

recent 10 years. We first presented a comprehensive tax-

onomy of workload scheduling and resource provisioning

in hybrid cloud environments to investigate these 146

related research works in detail. Then, we discussed the

challenges which have not been addressed, and suggested

several promising directions for future research, based on

the detailed investigation for these related papers. To our

best knowledge, no work has extensively and thoroughly

reviewed workload scheduling and resource provisioning

in hybrid clouds. We believe our review work is helpful to

academia and industry concerning hybrid clouds.

The rest of this paper was organized as follows. Sec-

tion 2 presented the hybrid cloud architecture, which is

helpful to understand the remainder of the paper, the sur-

vey works related to the resource provisioning and the

workload scheduling in hybrid clouds, and the method of

collecting related works reviewed. Section 3 introduced in

detail the comprehensive taxonomy of workload schedul-

ing and resource provisioning on hybrid cloud management

and investigated related works in depth. Section 4 sum-

marized the challenge and the opportunity for future work.

And finally, Sect. 5 concluded the paper.

2 Background

In this section, we first provided a simple overview of

hybrid cloud architecture, which is helpful to understand

the remainder of the paper. Then, we presented the previ-

ous work surveying hybrid cloud resource management,

and the search method for the related literature reviewed in

this paper.

2.1 Hybrid cloud architecture

In a hybrid cloud environment, as shown in Fig. 1, users

request and pay for services with various QoS requirements

from the service provider with local or public resources

including computing, storage, network resources, and so

on. The service provider provisions its local resources on

which it schedules user requests to process, and rents

resources from public clouds when local resources are not

enough to satisfy any QoS requirement.

The local resources can be provisioned as either physical

resources, e.g., clusters and grids, or virtualized resources

which are managed with virtualization tools, e.g., Xen [16],

KVM [103], and Docker [64]. Virtualization introduces

many benefits, e.g., better isolation and manageability of

resources, while with significant performance overheads

[120, 185]. The public computing resources are usually

Local Resources Public Clouds

Physical Resources
PM Storage Network

A
uxiliary 

Cooling Racks UPS Labour ...

VM Storage Network

Hybrid Cloud Resource Management
Local Resource Provisioning Public Resource Provisioning

User Workload Scheduling

Virtualization Broker

Fig. 1 The hybrid cloud architecture
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provisioned in the form of VM, e.g., Amazon EC2 [2],

Alibaba Cloud [1], etc. The local and public resources are

different in various characteristics, which will be explained

in detail in Sect. 3.3, and the resource provisioning policies

should be designed with their own peculiarities, respec-

tively. In a hybrid cloud, the public resources may be

provisioned by more than one public clouds to avoid

vendor lock-in. Then a broker of multi-cloud service

composition may be introduced to save the service provider

the complex issue of choosing the best fit public cloud [12].

While the use of broker may lead to the service provider

losing some optimization opportunities, e.g., the commu-

nication cost between public clouds, as the execution of

workloads on the public clouds are transparent to the

provider.

In this article, we focused on the hybrid cloud resource

management including workload scheduling and resource

provisioning on hybrid clouds.

2.2 Related survey work

Although there have been plenty of researches surveying

resource management on a cloud, only a few works con-

cerned the hybrid cloud.

Bittencourt et al. [22] compared the performance of

seven scheduling algorithms on hybrid clouds, where only

two work was specially designed for hybrid clouds. And

they assessed the impact of communication links on

schedules, concluding that the increase of bandwidth

reduced the costs and the makespan, and that HCOC

[21, 23], a scheduler in hybrid clouds, outperformed MDP

[196] designed for utility computing.

Fadel and Fayoumi [68] surveyed 19 works published

over 5 years ago, tackling the issue of cloud bursting

whose challenges were choosing the best workload to burst

and choosing the best resource to provision.

Chopra and Singh [42] investigated only six task

scheduling methods for hybrid clouds, considering only

three aspects: their optimization criteria, multi-core pro-

cessor awareness and the number of workflows supported.

Their criteria involved only the cost for renting public

computational resources and workflows’ finish time.

Manikandan and Suguna [134] reviewed 10 papers

about resource provisioning for clouds, where there was

only one work [217] focusing on hybrid clouds.

Bhosale and Bandari [19] reviewed three works

[27, 173, 191] of Aneka cloud platform developed by

CLOUDS Laboratory in the University of Melbourne,

which provisioned resources for multiple non-interactive

workloads involving a large number of files in hybrid

clouds.

de Assunção et al. [53] investigated whether a local

cluster can benefit from using clouds to improve its

requests’ performance by evaluating seven scheduling

strategies designed based on conservation [143], aggressive

[121], and selective backfilling [172], in terms of various

performance metrics, e.g., average weighted response, job

slowdown, number of deadline violations, number of jobs

rejected and the cost for using clouds.

In this article, we reviewed 146 research works studying

on the workload scheduling or/and resource provisioning

for various service deliveries, e.g., scientific computing,

web services, infrastructures (i.e., VMs), in hybrid clouds.

We presented a comprehensive taxonomy to categorize

these related works for helping us to summarize the chal-

lenges which have not been addressed and propose

promising directions for future research. We hope that our

work is helpful for both research and business in hybrid

cloud management.

2.3 Literature search

The literatures we reviewed include the followings:

(1) the relevant papers obtained by querying the Engi-

neering Village Compendex database [67] and the

Web of Science Core Collection [190] with the

searching conditions (in the form of the query

statement in Engineering Village Compendex data-

base), (‘‘hybrid cloud’’ OR ‘‘hybrid clouds’’ OR

‘‘cloud bursting’’) AND (‘‘task scheduling’’ OR ‘‘job

scheduling’’ OR ‘‘application scheduling’’ OR ‘‘re-

quest scheduling’’ OR ‘‘service scheduling’’ OR

‘‘task management’’ OR ‘‘job management’’ OR

‘‘request management’’ OR ‘‘application manage-

ment’’ OR ‘‘service management’’ OR ‘‘service

migration’’ OR ‘‘resource scheduling’’ OR ‘‘resource

provision’’ OR ‘‘resource provisioning’’ OR ‘‘re-

source management’’), to cover all high quality

research papers;

(2) the relevant references of the papers obtained in (1),

(2) and (3) (a recursive procedure);

(3) and the relevant literatures citing the papers obtained

in (1), (2) and (3), which were achieved by Google

Scholar [77] (a recursive procedure).

3 Taxonomy

This section presented the detailed taxonomy for workload

scheduling and resource provisioning in hybrid cloud

environments. We classify related works in six ways

according to the properties of the hybrid cloud optimization

problem they solved, as shown in Fig. 2. This classification

can help us to review related works in detail and summa-

rize them for leading out challenges and opportunities of
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optimizing the use of resources in hybrid clouds. The

taxonomy is detailed as followings.

(1) Requirement. When exploiting cloud resources,

users have various QoS requirements for their

workloads, e.g., response time, security, etc. In

reviewed works, these requirements are treated as

objective(s) of optimizing one or more QoS metrics,

or constraints of restricting some metric values,

illustrated in Sect. 3.1 in details.

(2) Workload types. There are various types of workload

to be executed on clouds. Distinct types of workload

have requirements of various characteristics of

resource, and thus should be managed by different

methods to achieve the best result [37]. The work-

load type is a useful differentiating factor for related

literatures to understand the applicability of a

scheduling/provisioning method to a type of work-

load. Workload types concerned are detailed in

Sect. 3.2.

(3) Resource characteristics. Private and public

resources have differences in various aspects, e.g.,

cost–performance ratio, security, reliability, etc.,

which will be described in Sect. 3.3, leading to

different types and different amounts of hybrid

resources required by various workloads with diverse

QoS requirements. In general, cloud resources are

heterogeneous because of continuously infrastructure

updates during operation in a cloud, which is one of

basic challenges complicating scheduling in clouds

[56, 57]. The mix of private and public clouds make

various resources more heterogeneous, which brings

much more challenges. While, existing related works

simplified the resource optimization problem by

ignoring more or less heterogeneity or diversity of

hybrid cloud resources, such as ignoring the hetero-

geneity between private resources and public

resources, illustrated in Sect. 3.3.

(4) Private resource cost model. The total costs of cloud

operations are mainly composed of investment costs

for buying infrastructures and operational costs

which consist of the electricity costs for power,

software copyright costs, hardware/software mainte-

nance costs, and so on [171, 184]. In general,

investment costs are consider as ‘‘sunk costs’’, and

operational costs are evaluated by consumed power

due to its very largest part of operational costs [71].

When concerning the cost of executing workloads on

hybrid clouds, one should consider costs of both

private and public resources used. The ways how to

deal with the private resource costs by related works

are shown in Sect. 3.4.

(5) Public resource costs. When renting resources from

public clouds, service providers, which is also public

cloud users, are charged based on the amount of

rented resources and the rent time. In existing related

literatures, there are three types of resources, com-

puting (VMs), storage, and network bandwidth,

concerned to be charged by the public cloud. The

cost model for each type of resources for each work

is presented in Sect. 3.5.

(6) Factors of workload processing time. The perfor-

mance of workloads, e.g., finish time, response time,

is one of the most concern in clouds. While there are

a number of factors affecting the performance, and

one work cannot address all of these factors.

Therefore, each work has its own concern on some

factors to solve the scheduling or provisioning

problem in a hybrid cloud environment with simpli-

fication which was believed reasonable. Performance

factors concerned by related works are shown in

Sect. 3.6.

3.1 Requirements

Service providers have various requirements in different

hybrid cloud environments concerning various QoS when

managing hybrid resources. These requirements can be

handled as optimization objectives or constraints in a

hybrid cloud resource management problem. The require-

ments concerned by current works are as follows.1 Table 1

summarizes requirements concerned by each work.

3.1.1 Profit or cost

For a service provider, the profit is of the most concern.

The profit is the difference between the revenue and the

cost (Fig. 3),

Profit ¼ Revenue� Cost: ð1Þ

A user pays for its required services according to service

level agreement (SLA) contracts with service providers.

Requirements Hybrid resource 
characteristics

Cost model of 
local resources

Cost of public 
resourcesWorkload types Factors of 

Processing time

The taxonomy on workload scheduling and resource provisioning in hybrid cloud

Fig. 2 The taxonomy of workload scheduling and resource provi-

sioning in hybrid cloud environments

1 The objectives and constraints concerned by reviewed papers

respectively correspond to the second and third columns in tables re-

spectively summarizing related works for each type of workloads in

‘‘Appendix’’ which reviewed in detail each work by the categories

classified by the workload type they focused on: the job with

independent tasks, the workflow job, the (One-tier) web service as a

whole, the (Multi-tier) web service with multiple components, etc.
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The revenue of a service provider is the accumulated

payment from all of its users for their service requests.

Thus, when user requests and the payment of each request

are known, the revenue of the service provider is a constant

(C), and then, the profit maximization is equal to the cost

minimization for a service provider.

Profit ¼ C � Cost ) maxProfit ¼ C �minCost: ð2Þ

In a hybrid cloud environment, the cost of a service pro-

vider includes the costs for operating the local resources

and renting the public resources, which would be illustrated

in Sects. 3.4 and 3.5, respectively, as well as the penalty

cost due to SLA violations,

Cost ¼ Costpri þ Costpub þ Costpenalty: ð3Þ

The service provider must pay the penalty when it is in

breach of any SLA contract with users. Meanwhile, some

potential users may be lost, and thus the revenue and the

profit may be reduced, if the service provider has violated

some SLA contracts which reduces its reputation.

In the most of related works, the profit or the cost was

concerned as the/an optimization objective (Profit2—

profit maximization, Cost—cost minimization) or a con-

straint (Budget—the upper limit to the cost).

From Table 1, we can see that the profit/cost is one of

the most concerns for providing services in hybrid clouds

as it is one of the most important factors considered by

cloud providers for increasing their incomes.

3.1.2 Application performance

A user always wants to get the result of its requests as soon

as possible. Thus, the turnaround time, the time between

submitting a request instance and receiving the result,

usually is concerned as a QoS metric. For a batch job, the

turnaround time is generally expressed as the finish time, or

the makespan which is the period elapsed from the sub-

mission to the completion, while for a web service, it is

expressed as the response time influenced by many factors,

e.g., the communication delay between the user and the

private cloud, the queuing delay, the processing delay, the

communication delay between the private and public

clouds.

For batch tasks/jobs, the finish time and the makespan

are equivalent when the turnaround time is considered as

Table 1 Classifying literatures based on requirements

Requirement Literatures

Cost/profit ð76:0%Þa [3, 4, 6–9, 11, 13, 15, 18, 20, 21, 23, 24, 30–32, 34–36, 38–41, 43, 44, 46, 47, 50, 59–61, 63, 65, 66, 70, 74, 76,

78–81, 83–87, 92–94, 98, 100, 101, 107, 108, 110, 113–119, 122–128, 131, 133, 136, 137, 139, 140, 147–149,

153, 154, 156–160, 162–164, 166, 167, 169, 177, 181, 186, 187, 189, 193, 194, 197, 198, 201, 205, 208–212, 215–217]

Performance (76.7%) [4, 6–9, 13, 15, 18, 20, 20, 21, 23, 28, 29, 31, 31–33, 36–41, 43, 44, 46–49, 54, 58–61, 63, 65, 66, 70, 80, 81, 83–85,

90, 91, 95–98, 100–102, 108–110, 113–117, 119, 122, 124, 126, 128, 131, 133, 136–139, 141, 142, 145, 147–149,

152–154, 156–160, 166, 167, 174, 176, 178, 181, 186, 187, 189, 193, 194, 197, 198, 205, 208, 209, 209, 210,

210–217]

Resource amount

(13.0%)

[3, 28, 29, 33–35, 40, 41, 74, 119, 131, 138, 162, 163, 170, 176, 178, 213, 214]

Utilization (2.1%) [24, 33, 213]

Reliability availability

(4.1%)

[13, 18, 37, 90, 91, 126]

Security (14.4%) [11, 30, 50, 76, 80, 92, 94, 104, 111, 126, 132, 141, 149, 159, 160, 164, 166, 167, 177, 199, 201]

SLA (9.6%) [30, 50, 94, 107, 118, 137, 158, 159, 164, 177, 202–204, 216]

Others [80, 125, 192] (Balance, 2.1%) [86, 87](Contention, 1.4%) [213](RentTime) [119](QLength, 2.1%)

Multi-objective

(21.2%)

[18, 32, 33, 44, 46, 47, 50, 65, 66, 70, 83–85, 100, 101, 110, 113–117, 122, 126, 159, 164, 174, 189, 193, 205, 213, 216]

aThe percentage below a feature is the proportion of literatures concerning the feature among all related literatures (146)

Requirements

Objective

Constraints

Profit / Cost

Application 
Performance Security

Reliability /
Availability

OthersUtilization

SLA violationPublic resource 
amount

Fig. 3 The taxonomy by concerned requirements

2 We use the Courier font to represent possible values for the

properties of related works in tables in ‘‘Appendix’’.
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the optimization objective (Finish/Makespan—finish

time/makespan minimization). The finish time can be also

considered as a constraint metric, Deadline—the time

before which the job must be finished, which depends on

various factors, e.g., the started time (Start), the execu-

tion time, the transfer time of input data (Transfer), etc.

For web services, the response time was concerned by

some works as an optimization objective or a constraint

metric (Response). While, most of works focusing on

optimization of hybrid cloud resource management for web

services only concerned a part of the response time, e.g.,

the queuing delay (Queuing), the processing delay

(Delay), the communication delay between the private

and public clouds (Communication). The part of the

response time was also considered as an optimization

objective or a constraint for each related work.

As shown in Table 1, the performance (turnaround time)

is one of the most concerns in hybrid clouds as it is one of

the most important factors considered by cloud users

paying for qualified services delivered by clouds. The fail

of satisfying performance requirements would increase the

cost of cloud providers due to a violation of contracts, and

hurt their reputation, leading to a lose of some potential

users.

3.1.3 Public resource amount

The amount of public resources was considered by several

works in two ways: some works concerned that the number

of VMs may be limited in a public cloud, in practice, such

as a user can run up to 20 instances at a time with a default

plan in Amazon EC2; the public resources should be suf-

ficient for satisfying users’ requirements as the private

resources are fixed.

In the first case, the public resource amount was con-

sidered as a constraint metric expressing the limitation of

rented public resources in VM number (VM Number)

[33, 40, 41, 74, 119, 138, 162, 162, 213, 214] or in amount

of each resource type (Amount Limit) [131].

In the second case, the public resource amount was

concerned as a metric of the objective or a constraint.

When concerned as an objective metric, the amount was

minimized with satisfying the performance requirements of

provided services (Amount Minimum)

[3, 28, 29, 34, 35, 176, 178], which indirectly reduces the

cost of renting public resources. When the amount was

considered as a constraint metric, a lower bound was set,

representing the minimum requirements of users (Amount

Required) [170] to indirectly guarantee the application

performance.

3.1.4 Resource utilization

To improve the efficiency of resources, the resource uti-

lization is one metric should be concerned. In general, the

resource utilization and efficiency are positively correlated.

Thus, there is a few work tried to maximize the resource

utilization (Utilization) [33, 213]. While, a high uti-

lization may reduce the reliability of infrastructures [17],

and thus, some work restricted the resource utilization to an

upper bound (Utilization Limit) [24].

3.1.5 Security

Security is a essential factor for whether users, especially

enterprise users, exploit the public cloud because of the

security and privacy issues of internal data or codes. Thus,

several works have concerned the security as a constraints

(Security) to restrict the location for processing work-

loads requiring high security. There usually are multiple

levels for security requirements, and most of the related

works considered simple two-level security model: the

high security level requiring the workload must be pro-

cessed in the private cloud, and the low security level

representing the workload can be processed in both the

private and public clouds.

3.1.6 Reliability/availability

Due to the increasing functionality and complexity of hybrid

cloud computing, failures are inevitable, which may degrade

the performance of processing workloads. For example, a

task can be finished with its requirement without any failure,

while its requirement may be violated if there is a failure

which interrupts the task’s execution. Thus, a few works

improved the reliability or the availability of processing

workloads, which had a great influence on the performance

(Reliability,Arantes2017,Choi2015,Ben-

Yehuda2012,Liu2015 and Availability) [90, 91].

Usually, the reliability and the availability can be both

improved by redundant executions of workloads. While,

the redundant execution requires more resources, and thus

costs more. Therefore, there is a tradeoff between the

reliability (or availability) and the cost.

3.1.7 SLA violation

There will be SLA violations when there is no resource

with enough power for satisfying a workload, or when the

service provider puts the profit first and there are some

requests whose rejections cost less than their acceptions.

Thus, there are some works concerned SLA violation, e.g.,

request rejections/failures, as an objective or a constraint

metric (SLA) to minimize the number of SLA violations

2814 Cluster Computing (2020) 23:2809–2834
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[30, 50, 137, 159, 164, 216] or to restrict the number to an

upper bound [94, 107, 118, 158, 177, 202–204].

3.1.8 Others

A very few work respectively concerned the load balance

between the private and public clouds (Balance)

[80, 125, 192], which may improve the turnaround time by

finishing workloads in clouds close to one another, the

length of request queues (QLength) which was con-

strained within a bound for optimizing the queue time

[119], or the resource contentions between services

(Contention) [86, 87], e.g., the supports of library and

operating system versions for each service, the conflicts of

communication ports for services, etc.

If all rented (homogeneous) VMs have a same price,

minimizing the cost and minimizing the total rent time of

public VMs are equivalent. With this assumption, a very

few work concerned the optimization of the total rent time

instead of the cost for public VMs (RentTime) [213]

(Fig. 4).

3.1.9 Single- or multi-objective

Cloud computing provides services for users usually with

multiple QoS requirements. There are two ways to concern

multiple metrics presented in the previous paragraphs

simultaneously. The first one is to consider one metric as

the optimization objective while others as constraints,

formulating the hybrid cloud resource management as a

single objective optimization problem. With another way,

some works considered multiple metrics as objectives and

modelled the hybrid cloud resource management as a

multi-objective problem.

For a single objective optimization problem, there is

always an optimization solutions not inferior to any other

solution, while there usually is no such solution for a multi-

objective problem. Therefore, all Pareto-efficient solutions

should be solved to provide candidate solutions for service

providers, where a Pareto-efficient solution outperforms

any other solution in at least one objective, i.e., an objec-

tive cannot be improved without sacrificing other

objectives.

Most of works optimizing multiple objectives focused

on the tradeoff between cost and performance, two of the

most important factors concerned, where the performance

is improved by increasing allocated resources, generally,

leading to more costs for a workload. While there is few

research concerning other factors, e.g., security, reliability,

availability, when considering the tradeoff between/among

multiple objectives.

3.2 Workloads

There are mainly two types of workloads focused by

related works: batch jobs and long-running web services,

explained as follows. There are also a few works focusing

on the infrastructure (VM) service delivery using hybrid

clouds regardless of workloads.

3.2.1 Batch jobs

Batch jobs, e.g., recommendation computing, financial

analysis, weather forecast, generally require complex cal-

culations, which take from a few seconds to a few days to

complete, and thus mostly are not sensitive to short-term

performance fluctuations. A batch job is usually divided

into multiple tasks which are respectively dispatched to

available resources within a duration so that all tasks of the

job are completed as soon as possible or within its

deadline.

Batch jobs can be classified into two categories, jobs

with independent tasks and workflow jobs. There are plenty

of jobs consisted of a number of trivially parallel tasks

(called Jobs with Independent Tasks), such as

parallel image rendering, data analysis. For these jobs, any

two tasks do not depend on each other, and thus, all tasks

can be executed in parallel. Such jobs are a kind of very

common application in the parallel and distributed systems

[75, 88]. Thus, a number of researchers focused on com-

pleting jobs with independent tasks on hybrid clouds.

While, a number of scientific computing jobs consist of

multiple tasks with logic or data dependency relationships

(called Workflow Jobs), i.e., a task can be started only

when all tasks it depends on are finished. A workflow job is

usually abstracted into a directed acyclic graph (DAG)

where nodes are tasks and edges represent the dependences

between corresponding tasks. More difficult than focusing

on jobs with independent tasks, the work scheduling

workflow jobs on hybrid clouds should take task depen-

dences into account for maximizing the degree of task

parallelism to improve the performance of workflow jobs.

3.2.2 Web services

Web services are long-running services handling short-

lived latency-sensitive requests, where each request takes

only a few milliseconds to a few hundred milliseconds.

Workload Types

Independent 
tasks Workflow jobs Web services 

as a whole
Multi-tier web 

services VMs

Fig. 4 The taxonomy by workload types
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Such services are used for end-user-facing products such as

web search, online video, business transaction, and for

internal infrastructure services (e.g., distributed databases).

Web services should return results to their requests as soon

as possible as the request respond time has significant

influence on the service providers’ profit [82].

A web service usually consists of several tiers (or

components). For example, the 3-tier web application

architecture consisting of presentation, application and data

tiers, has been widely used. For a web service, tiers have

different requirements of resources due to their different

functionalities, which motivates the use of virtualization

for consolidating the instances of web service tiers to

benefit from the complementarity of tiers’ resource

requirements.

While, a few works considered a web service instance as

a whole for simplification (One-tier Web Service).

Such works studied on methods vertically (reconfiguring

the resources allocated to service instances) and/or hori-

zontally (tuning the number of service instances) scaling

web services to improve the cost of the service provider

with guaranteed performance requirement.

For the works focusing on Multi-tier Web Ser-

vices, the vertical and horizontal scale of instances

should be concerned for each tier. Meanwhile, these works

should improve the performance of the connection between

instances of different tiers by reducing the communication

distance using instance deployment/migration, which has

significant influence on the response time of requests. Such

things increase much more complexity for providing web

services.

3.2.3 Literature review

From Table 2, we can see that there are about half of lit-

eratures focusing on independent tasks. This is mainly

because its suitability of being outsourced to public clouds

as there is no data transfer between tasks, which makes the

performance of tasks not degraded by the scarce network

resource between two clouds as (almost) no communica-

tion between tasks. There are also 21.2% researches opti-

mizing the execution of workflow applications on hybrid

clouds as the problems of resource heterogeneities, poor

network resources between clouds, etc. can be addressed by

carefully designing methods of workload scheduling to

guarantee performance requirements (Fig. 5).

Web services have stringent requirements in perfor-

mance due to their interacting with users, and are tunable

for each component in instance number [188]. Thus it is

more challenging when providing them in hybrid clouds.

Therefore, there are relatively fewer studies focusing on

providing web services on hybrid clouds, being only about

a quarter of studies focusing on batch jobs in amount.

There are only about 11.6% literatures focusing on

infrastructure (VM) service delivery regardless of work-

load features in the perspective of an IaaS provider, as it is

more useful and more efficient when executing applica-

tions on clouds concerning the application characteristics

while it is more simple than providing web services. When

using these research result, a service provider must decide

the amounts of required private resources and rented public

resources, according to its load and service characteristics,

which is a challenging question.

3.3 Hybrid resource characteristics

Resources of a hybrid cloud are composed of Local

Resources and resources rented from public clouds

(Public Resources). There are many different char-

acters between local and public resources, as shown in

Table 3.

In general, local resources have better performance and

less costs than public resources, and thus almost all of

Table 2 Classifying literatures based on workload types

Type Literatures

Independent

batch tasks

(49.3%)

[4, 6, 13, 15, 18, 20, 28, 29, 31, 32, 37–39, 43,

44, 46, 47, 54, 58–61, 63, 69, 70, 83–85, 93,

98, 102, 108–110, 113–117, 122, 123, 126,

133, 137, 139, 140, 142, 145, 153, 154, 162,

163, 169, 170, 174, 176, 178, 181, 186, 187,

189, 192–194, 197, 198, 208–211, 215, 216]

Workflow

(21.2%)

[7–9, 21, 23, 33, 36, 40, 41, 48, 49, 65, 66, 74,

81, 95–97, 104, 124, 131, 136, 138, 152, 158,

160, 166, 167, 199, 213, 214]

One-tier web

service (11.6%)

[24, 86, 87, 100, 101, 118, 119, 125, 128,

147–149, 156, 157, 202–204]

Multi-tier web

service (6.1%)

[3, 34, 35, 78–80, 94, 107, 212]

VM (11.6%) [11, 30, 50, 76, 90–92, 111, 127, 132, 141,

159, 164, 177, 201, 205, 217]

Hybrid resource characteristics

Homogeneous 
to public Homogeneous Homogeneous 

for a VM type Heterogeneous

Private resources Public resources

Fig. 5 The taxonomy by hybrid resource characteristics
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related works used local resources whenever possible as

their high performance cost ratio. While, the amount of

local resources is limited, thus, the public resources are

rented when the workloads are so high that local resources

cannot satisfy all QoS requirements. Even though a public

cloud provisions ‘‘unlimited’’ resources, there are some

restrictions for public cloud users in the form of resource

amount (VM instance number).

Usually, local resources are heterogeneous (Heter) as

servers are gradually provisioned and replaced over the

operation of the private cloud (or clusters, grids) [55].

While, plenty of related works (about 65.5% as shown in

Table 4) considered local resources as homogeneous for

simplicity. There are two degrees of homogeneity consid-

ered by existing related works: (i) all of local resources,

physical machines (PMs), VMs or CPU cores, are homo-

geneous (Homo); (ii) similar to the public cloud, local

resources are homogeneous for VMs with one type (Ho-

moType). For simplicity, 88.2% related works, as shown

in Table 4, treated local resources the same as public

resources for seamlessly combining the private and public

clouds (Seamless). In general, a public cloud provisions

homogeneous VM instances with one type (HomoType),

while, some related works regarded all public resources as

homogeneous for simplicity (Homo) or as heterogeneous

for generalization (Heter).3

Compared to the public cloud, the local cloud provided

more security/private services as it only serves internal

users. While local resources are often regarded as less

reliable as it is too expensive to maintain resources with

high reliability, for example, traditional and desktop grids

have yearly resource availability averages of 70% or less

[105]. Public clouds, in contrast, have SLAs that guarantee

resource availability averages of over 99%. Thus, some

related works tried to migrate services to public clouds for

increasing reliability, which could prove prohibitively

expensive [18].

3.4 Cost model of local resources

For service providers, the investment costs of local

infrastructures, which cannot be reduced by runtime

resource managements, are usually considered as ‘‘sunk

costs’’. Thus, the vast majority of works in resource man-

agements concerned the reduction of the operational costs

consisted of the electricity costs for power, hard-

ware/software maintenance costs, and so on [171, 184]. As

these electricity costs make up the largest part of opera-

tional costs, and above 90% of energy is consumed for

computing (EnergyCom), networking (EnergyNet) and cool-

ing (EnergyCoo) [71], the electricity costs for powering

PMs, network and cooling equipments can be regarded

approximately as the operating cost of local resources

(private cost for short),

CostPri �pricee � ðEnergyCom þ EnergyNet

þ EnergyCooÞ þ C;
ð4Þ

where pricee is the unit price of electricity, C is a constant

representing relatively fixed private costs including soft-

ware copyright costs, electricity costs for powering auxil-

iary equipment, salaries of staffs, etc. (Fig. 6).

Table 3 The comparison between local resources and public

resources

Local resources Public resources

Performance Better Worse

Performance/price Higher Lower

Resource amount Limited (Seem) unlimited

Some limited

Homogeneity Mostly heterogeneous Homogeneous

Security Higher Lower

Reliability Lower Higher

Elasticity Almost no Better

Table 4 Classifying literatures based on resource characteristics

Character Literatures

Alike - ð24:1%Þa [3, 31, 40, 41, 44, 46, 47, 63, 80, 93, 104,

111, 113–118, 122, 123, 127, 136, 140,

141, 145, 149, 156, 157, 169, 174, 181,

192, 194, 212, 214]

Alike HT (24.8%) [4, 6, 15, 30, 33, 38, 39, 43, 50, 59–61,

74, 81, 83–85, 110, 132, 133, 137,

152–154, 158, 159, 162, 163, 166, 167,

201, 208–211, 217]

Alike Homo (28.9%) [11, 13, 20, 28, 29, 32, 34, 35, 37, 54, 58,

65, 66, 76, 78, 79, 86, 87, 90–92, 95–97,

100, 101, 119, 125, 128, 138, 142, 147,

148, 176–178, 193, 197, 198, 205, 213,

215]

Alike Heter (10.4%) [7–9, 21, 23, 36, 70, 98, 102, 107, 124,

126, 131, 160, 189, 216]

Heter HT (1.4%) [186, 187]

Heter Homo (1.4%) [18, 109]

Homo Heter (0.7%) [24]

Homo HT (0.7%) [108]

– (7.6%) [48, 49, 69, 94, 139, 164, 170, 199, 202–204]

aIn the resource characteristics column, the first and second rows

represent the characteristics of local and public resources, respec-

tively. ‘–’ represents that the work did not consider the resource

characteristic

3 The Resource Characteristics of the local and public

clouds regarded by reviewed papers respectively correspond to the

fourth and fifth columns in tables in ‘‘Appendix’’.
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For a decade, reducing the electricity costs in a private

cloud, a cluster, or a grid has been studied by many works

[179, 200], which are worth borrowing for optimizing costs

in hybrid cloud environments. While, most of existing

works focusing on hybrid cloud resource managements,

about 67.1% as shown in Table 5, did not consider the

costs of local resources, or considered them costless (-) or

a Fixed value, considering that operational costs of local

resources were much less than the rent cost of public

resources. Most of works concerning the costs of using

local resources, about 75.1% (¼ 24:7%=ð1� 67:1%Þ) as

shown in Table 5, regarded the cost model the same as that

of public resources (Same), without considering their dif-

ference. Only 7.5% related works concerned the computing

Energy cost for the local resources with simple energy

consumption model, e.g., the linear relationship between

consumed energy of the private cloud and the number of

tasks/requests [194, 197, 198], the linear relationship

between energy consumed by a data center and the number

of active PMs/VMs [128]. There was also a very few

related works assumed that the service provider pay for

used network bandwidth (Net) in the local cloud [118].4

3.5 Cost of public resources

Service providers should pay for various resources, e.g.,

computing (C), network (N), and storage resources (S),

rented from public clouds. Usually, public resources are

charged on a basis of unit time (Timeunit), for example,

Amazon EC2 charges its VMs hourly. The resource with

the lease time less than one unit is charged for one time

unit, for example, if one rents a VM with $0.2/h price for

2.2 h, it needs to pay $0.6 ($0.2/h � d2:2e h) instead of

$0.44 (Fig. 7).

In general, the computing resources provisioned by

public clouds are in the forms of VMs. Thus, the cost for

renting a VM (CostVM) is

CostVM ¼ PriceVM � TimeVM
Timeunit

� �
; ð5Þ

where TimeVM is the lease time of the VM.

There are usually three price model for rent VMs, On-

demand, Spot and Reserved With on-demand model,

the public cloud provisions VMs as soon as its users pay

and withdraws them when their rents are due. The price of

on-demand VMs is usually stable during a relatively long

period. Spot VMs are bid by multiple users. The public

cloud provisions spot VMs for a user only when it bids

higher than the spot price which varies depending on

market supply and demand, and will withdraw them either

when their rents are due or when the spot price increases to

higher than the user bid. For most of time, spot VMs are

cheaper than on-demand VMs, providing cost saving

opportunities with proper bid strategy, while they are more

expensive sometimes. The reserved VMs are rented and

paid by users for a long time, e.g., weeks, months.

Reserved VMs are cheaper than on-demand VMs in unit

price, saving cost for service providers often having rela-

tively high workload. Thus, the combination of these three

kind of VMs help service providers to optimize their costs

satisfying various requirements, while almost all related

Cost model of local resources

Costless / Fixed Same as public 
resources

Computing 
energy Bandwidth

Fig. 6 The taxonomy by local resource cost model

Table 5 Classifying literatures based on concerned local resource

costs

costs Literatures

Costless/fixed

(67.1%)

[3, 7–9, 13, 15, 20, 20, 21, 23, 28–37, 40, 41,

43, 44, 46–50, 54, 58, 63, 69, 70, 76, 78–81,

90, 91, 93–98, 102, 104, 109, 111, 113–117,

119, 122, 124–127, 131, 132, 136–142, 145,

147, 149, 152, 156–160, 170, 174, 176–178,

186, 187, 192, 193, 202–204, 211–216]

Same (24.7%) [4, 6, 18, 38, 39, 59–61, 65, 66, 74, 83–87,

100, 101, 107, 110, 133, 148, 153, 154,

162, 163, 166, 167, 169, 181, 189, 201,

208–210, 217]

Energy (7.5%) [11, 24, 92, 108, 123, 128, 164, 194, 197,

198, 205]

Bandwidth

(0.7%)

[118]

Cost of public resources

VM

Network

Storage

Spot

Reserved

Discrete

Workload

Charged resources VM price model VM Charged unit

On-demand

Continuous

Resource unit

Fig. 7 The taxonomy by public resource costs

4 The concerned cost of local resources (Local Cost) in related

works corresponds to the sixth column in the tables in ‘‘Appendix’’.

2818 Cluster Computing (2020) 23:2809–2834

123



works, as shown in Table 6, only concerned on demand

VMs. Only 3.2% and 0.7% related works respectively

exploited spot VMs and reserved VMs in hybrid cloud

environments.

Even though, in real world, most of public clouds charge

their provisioned VMs in the discrete form of time

(Discrete), e.g., Hourly, plenty of related works

(67.8% as shown in Table 7) simplified the VM price

model for their hybrid environments. 13% related works

considered that the public VMs were charged by seconds or

continuous time (Continuous). Many other related

works (21.2%) used the price model of VMs with the bill

unit being Workload (task or request) or Resource unit

(e.g., VM) regardless of the length of the rent time. Very

few work considered that there is a constant saved cost for

using a public VM [212], optimizing cost benefits by

migrating some workloads to a public cloud. Several works

even did not concerned the cost for renting the public

resources (-), which optimized the amount of rented public

resources.5

For network resources, public clouds charge their users

on the basis of network bandwidths (BW) and time. The

time for using public network resources is proportional to

the amount of transferred data (DataTransfer=BW). Thus the

cost for renting network resources in a public cloud

CostNet ¼ PriceBW � BW � DataTransfer
BW

� �

� PriceBW � DataTransfer;
ð6Þ

where PriceBW is the price of network resources in band-

width unit and time unit. The network resources are paid

for only the uplink and downlink data transfers in public

clouds whose internal bandwidths are free to use. Thus, the

data transfers between two clouds are charged. The broker

is not recommended for service providers as the data

transmission between two public clouds is transparent to

them in both performance and cost, losing some opportu-

nities for optimization in workload scheduling or resource

provisioning (Fig. 8).

Public clouds charge the storage resources according to

the amount of stored data (DataSTO) and its during

(TimeSTO),

CostSTO ¼ PriceSTO � DataSTO � TimeSTO
Timeunit

� �
; ð7Þ

where PriceSTO is the cost for a unit of data, e.g., Kilo-

Bytes, MegaBytes, GigaBytes, per time unit.

Then a user should pay for rented computing, network

and storage resources in a public cloud

Costpublic ¼
X
VM

CostVM þ CostNet þ CostSTO: ð8Þ

Although public clouds charge their computing, network

and storage resources, in general, there only about 6.2%

related works, as shown in Table 8, concerning the costs of

these three types of resources, and more than half of related

researches only considered the cost of rented VMs for the

sake of simplicity.

In hybrid cloud environments, service providers should

minimizing their total cost. The outsourcing of workload

may reduce the private cost while increase the public cost

by increasing the rented public resources. Thus, a service

provider should concern the tradeoff between the private

and public costs to achieve the optimal overall cost.

Table 6 Classifying literatures based on public VM price model

price model Literatures

On-demand

(70.5%)

[3, 4, 6–9, 11, 13, 15, 18, 20, 21, 23, 24, 30–36,

38–41, 43, 44, 46, 47, 50, 59–61, 63, 65, 66, 70,

74, 76, 78, 79, 81, 83–85, 92, 93, 95, 98, 100,

101, 107, 108, 110, 113–117, 119, 122, 124–128,

131, 133, 136, 137, 139, 140, 147, 148, 152–154,

158–160, 162–164, 166, 167, 169, 177, 181, 186,

187, 189, 193, 197, 198, 201, 205, 208–212,

215–217]

Spot (3.2%) [54, 58, 119, 139, 194]

Reserved

(0.7%)

[119]

Table 7 Classifying literatures based on charged unit of public VMs

Price model Literatures

Discrete

(32.2%)

[4, 15, 20, 31, 38, 39, 43, 59–61, 108, 133, 139, 140,

153, 154, 162, 163, 181, 186, 187][24, 30, 74, 78,

79, 81, 83–85, 98, 119, 124, 125, 128, 131, 147,

148, 158, 164, 166, 167, 194, 197, 198, 201,

205, 217]

Continuous

(13.0%)

[6, 11, 13, 18, 21, 23, 50, 63, 65, 66, 70, 107, 110,

159, 208–211, 215]

Resource

(9.6%)

[3, 34, 35, 86, 87, 93, 100, 101, 127, 137, 177,

189, 212, 216]

Workload

(11.6%)

[32, 33, 44, 46, 47, 113–117, 122, 123, 126, 136,

160, 169, 193]

5 In the tables, the public resources concerned to be charged

(charged), the Price Model and the Charge Unit for public

VMs correspond to the seventh, eighth, and ninth columns, respec-

tively, in ‘‘Appendix’’.

Factors of processing time

Computing Data transfer VM startup Queuing Fault 
repairment

Fig. 8 The taxonomy by factors of processing time

Cluster Computing (2020) 23:2809–2834 2819

123



3.6 Factors of processing time

In a cloud, the turnaround time of a workload (a task or a

request) depends on various factors, e.g., the computing

time (C), the transfer time for input data (T), the startup

time of provisioned resources (S), the queue time (Q), the

recover time when there is a failure (F), etc.

The computing time of a workload is decided by its

computing load, e.g., the number of instructions to be

executed, and the computing power of the resource (PM or

VM) it is assigned to. The VM performance can be affected

by the heterogeneity in underlying hardware [89], such as,

VMs with same type (resource configuration) provided by

heterogeneous architectures, e.g., POWER and X86, can

have different performance. The evaluation of the com-

puting time can be conducted by exploiting either the linear

model of the load and the resource capacity or other

complex models captured by some data analysis tools, e.g.,

machine learning [55].

The data transfer time is influenced by the bandwidth of

the transmission link and the data amount. When out-

sourcing workloads to public clouds to improve the per-

formance, service providers should concern the

heterogeneity and the dynamics of available network

resources [73]: (i) the bandwidth between two clouds is

much less than that within a cloud; (ii) the bandwidths in

public clouds may fluctuate much as the shared public

resources by various users. While, less than half of related

researches, as shown in Table 9, concerned the delay of

data transfer and no related work considered the fluctuation

of bandwidths, to our best of knowledge.

The startup time/delay, concerned by only 8.2% related

literatures, is the difference between starting a VM and

scheduling the workload on it, which is also known as

bootstrapping time, service initiation time or VM provi-

sioning delay, made up by the time loading VM image,

starting the operating system, installing software, config-

uring network and so on. Thus the available network is a

factor affecting the startup time by influencing the image

loading time. The types of services and VMs as well as

cloud service providers are also important factors influ-

encing the startup time [135]. The startup time ranges from

seconds to dozens of minutes [135, 161], which may have a

significant impact on the performance of applications,

especially for latency-sensitive web services.

The queue time quantifies how long it takes to start

executing a task/request from its arrival, which is an

important factor for the performance of workloads, e.g., the

finish time of batch jobs, the response time of web services.

The queue time fluctuates strongly in time, and thus using

the average value as the evaluation/prediction one, which is

used by most of related works concerning the queue time

for web services, may lead to many SLA violations. Using

a percentile of the queue time, e.g. 90th, 95th, or a complex

tools, e.g., stochastic process analysis [5], may be more

suitable to evaluations.

As the increased scale and complex of clouds, the fail-

ures of processing workloads are inevitable, which also

influence the workload performance. Service providers

should apply some recovery approaches to handle these

failures, which take some time and consume some

resources.

All of these above factors contribute to the turnaround

time of workloads, while all of existing related works, to

the best of our knowledge, either concerned only a portion

of them or used the average one as the turnaround time for

homogeneous workloads (P), with simplifications.6

Table 8 Classifying literatures based on public resources charged

Resource Literatures

VM (53.5%) [4, 7–9, 13, 15, 18, 24, 28–32, 36, 38–41,

44, 46, 47, 50, 54, 58, 63, 65, 66, 70,

74, 76, 83–87, 92, 93, 98, 108, 110,

113–117, 119, 122, 123, 125, 127, 128,

131, 137–140, 152–154, 158, 159, 162,

163, 176, 178, 181, 186, 187, 193, 194,

197, 198, 201, 205, 208–210, 217]

VM and network (20.5%) [3, 6, 11, 21, 23, 34, 35, 43, 59–61, 80,

81, 94, 100, 101, 124, 133, 147, 148,

160, 164, 166, 167, 169, 177, 211,

212, 215]

VM and storage

(0.7%)

[149]

VM and network and

storage (6.2%)

[20, 33, 78, 79, 107, 126, 136, 189, 216]

Network and storage

(2.1%)

[118, 156, 157]

Table 9 Classifying literatures based on factors of workload pro-

cessing time

Factor Literatures

Transfer (41.8%) [6–9, 20, 21, 23, 28, 29, 33, 36, 40, 41, 43,

44, 46, 47, 65, 66, 70, 74, 78–81, 94–97,

100–102, 104, 109, 113–117, 122, 124, 126,

131, 133, 136, 142, 145, 147, 156, 157,

160, 166, 167, 174, 176, 178, 189, 211–213,

216]

Startup (8.2%) [15, 28, 29, 78, 79, 138, 139, 176, 178,

192, 213]

Queuing (2.7%) [119, 147, 156, 157]

Recovering (0.7%) [6]

Process time as a

whole (5.5%)

[86, 87, 128, 148, 149, 202–204]

6 In ‘‘Appendix’’, the last column of tables showed the factors of

processing time concerned by related works.
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4 Challenges and directions

In this section, we resumed the main issues related to

hybrid cloud resource management still requiring research

efforts and put forward some advice for future research

direction.

4.1 Potential of using distributed public clouds

To avoid vendor lock-in and to improve the cost, service

providers rent resources from multiple public clouds

instead of only one public cloud, as there is no public cloud

always having best cost-performance ratio due to the

commercial competition. While the usage of multiple

public clouds increases the complexity as it introduces

several resource heterogeneities. The service provider

should be careful to dispatch workload among clouds as the

introduction of several public clouds may degrade the

performance due to the low network performance between

every two public clouds, which has been concerned by few

works. Especially in the era of big data, there are plenty of

data analysis applications whose performance is largely

limited by the network resources. Thus, there is a tradeoff

between benefits from more diversity of used public clouds

and the overall workload performance.

4.2 Cost evaluation

It is necessary to establish a cost model for hybrid clouds to

provide the cost optimization objective function and an

evaluation method of resource management strategies for

service providers. While modelling the cost is difficult as

there are different costs for different resources or different

resource amounts and as the price models of private and

public resources is very different. In the private cloud, the

cost of resources is influenced by many factors [112], the

utilizations of computing and network infrastructures,

supply of cooling, etc., each of which has various chal-

lenges need to be addressed [52]. In a public cloud, the

service provider pays for their rented resources according

to the resource amounts and the rent times. While, the

prices of public resources, especially spot VM instances,

vary with time [129], which should be modelled as a time

series model for example. Intuitively, there is a positive

correlation between the total cost and the allocated work-

load size in a cloud, thus, there is a tradeoff between the

costs of the private and public clouds, which has not con-

cerned by related works as most of related works ignored

the cost of operating the private cloud.

4.3 Performance evaluation

In general, the performance requirements of users/work-

loads are defined as QoS, e.g., the finish time of batch jobs

and the response time of web services. While, almost all

related works used resource amount to express the

requirements of workloads/users which simplifies the

hybrid cloud resource management problem. Thus, existing

works have to be employed with the relationship between

QoS values and resource amounts in hybrid clouds, scar-

cely studied by researches. Therefore, it is necessary to

establish the model mapping QoS requirements to various

resources to address the problems, how many resources and

which hybrid resources should be provided to satisfy the

QoS requirements?

4.4 The VM provisioning delay

On a cloud, starting a VM instance needs seconds or

minutes [161]. Ignoring the time consumed by VM provi-

sioning may violate QoS requirements, e.g., deadline

constraints of batch workloads, response time requirements

of web services, which is what have done by almost all of

related works. Thus the evaluation and the concern of the

VM provisioning delay, the duration between the request

and the running of a VM instance, is essential to the service

provisioning in clouds. There are many variables for esti-

mating VM provisioning delays should to be considered

[135, 146], e.g., the virtualization technology, the instance

type, the VM image loading, the software installing, the

network configuration, the time of the day, the data center

location, etc. The heterogeneous between private and

public clouds also should be considered, due to the

infrastructure heterogeneous and the available information

for the service provider. Therefore, the evaluation of pro-

visioning delays is still a challenging open problem need to

be solved.

4.5 Workload prediction

To eliminate the negative impact of the VM provisioning

delay on the workload performance, the prediction of

workload sizes is necessary for provisioning VMs in

advance. Thus, the time of predicting workload sizes have

to be no longer than the VM provisioning delay. While few

forecasting models were fast enough under these highly

dynamic hybrid cloud circumstances [206], which may

result in a prediction delay and provision insufficiency to

deal with traffic bursts.
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4.6 Reliability

The diversity, frequency, and number of failures are all

increased with the hardware and software complexities in

cloud platforms [105, 168]. Failures may increase the

penalty cost of service providers by decreasing the work-

load performance, and thus violating SLA. There are many

service providers having lost substantial revenue because

of failures [168]. While failures are hard to diag-

nose/forecast or hard to repair due to the high dynamics

when clouds are operated, the complex relationships

among failures, the different characters of various

resource/workload reliabilities (e.g., hardware vs. software,

data vs. process) [144, 168], etc. Existing related works

concerning reliability in hybrid clouds simplified the reli-

ability analysis by assuming the reliability of running a

workload in a resource was known. Reliability models

which are applicable to real comprehensive hybrid cloud

environments need to be researched to avoid more penalty

costs for service providers.

4.7 Security

Users, especially enterprise users, have requirements of

their data security and privacy. Security issues are one of

the most factors enterprises move their data on to a public

cloud [155]. Existing related works concerning security or

privacy considered two levels of data security, private and

public. The workload with private level cannot be out-

sourced to the public cloud, i.e. having location constraints,

while the workload with public level can be processed in

both the public and private clouds. While, the data pro-

tection technologies, e.g., encryption algorithms, data

integrity auditing, access control, etc., provide opportuni-

ties for outsourcing some private workload or data to

public clouds, to our best knowledge, which have

employed by no research work related to hybrid cloud

resource management, to overcome the problem of lacking

private resources for the private workload or data, or to

reduce the overheads of moving some executing workloads

from the private cloud to the public cloud to make room for

some new private workloads. However, there are resource

overheads consumed by data protection technologies, and

thus there is a tradeoff between the overheads of using

protection technologies and of moving executing work-

loads for idling some private resources.

4.8 Optimization for hybrid workloads

In many cases, there are complementaries of resource

requirements for different types of workloads in time or/

and amount, e.g., compute-intensive batch jobs vs.

network-intensive web services. In production environ-

ments, a lot of service providers provide hybrid services.

For example, Google clusters concurrently run long-run-

ning services handling short-lived latency-sensitive

requests and batch jobs that take from a few seconds to a

few days to complete [180, 207]. Thus, the resource effi-

ciency can be improved by consolidating heterogeneous

workloads with different characteristics, i.e., concurrently

executing hybrid workloads, in hybrid clouds. While,

existing related works did not focus on executing hybrid

workloads in hybrid clouds, which is one of the most

promising directions to improve the profit of service

providers.

5 Conclusion

In this paper, we presented a taxonomy to classify the

research works of resource provisioning and workload

scheduling in hybrid clouds according to various factors

considered, the optimization objective, the constraints, the

workload type, the heterogeneities of hybrid resources, the

cost model of local and public resources, and the concerned

factors of turnaround time, and investigated the current

research status based on the taxonomy. Then, we presented

several issues as well as research directions about hybrid

cloud management still requiring research efforts, the

potential of using multiple public clouds, the cost model of

hybrid resources, the performance evaluation in hybrid

clouds, the concern of VM provisioning delay, the relia-

bility guarantee, the security guarantee, and optimization

for hybrid workloads in hybrid clouds. We believe our

survey work is helpful for industrial circles and academic

interested in hybrid clouds.
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Table 10 Workload scheduling and resource provisioning for jobs with independent tasks in hybrid cloud with one optimization objective

Literature Requirements Resource

characteristics

Local cost Cost of public resources TT

Optimization Constraints Local Public Charged Price model Charge

unit

Ditarso et al. [63] Cost Deadline Alike – Fixed C On-demand Continuous C

Mattess et al. [139] Cost Deadline – – – C Spot, on-

demand

Hourly S C

Zinnen and Engel [215] Cost Deadline Alike Homo Fixed C N On-demand Continuous C

den Bossche et al. [59–61] Cost Deadline Alike HT Same C N On-demand Hourly C

Bicer et al. [20] Cost Deadline Alike Homo – C N S On-demand Discrete C T

Malawski et al. [133] Cost Deadline Alike HT Same C N On-demand Hourly C T

Chu & Simmhan [43] Cost Deadline Alike HT - C N Spot, on-

demand

Hourly C T

Wang et al. [186, 187] Cost Deadline Heter HT – C On-demand Hourly C

Ahene et al. [6] Cost Deadline Alike HT Same C N On-demand Continuous C T F

Balagoni and Rao [15] Cost Deadline Alike HT – C On-demand Hourly C S

Peláez et al. [153, 154] Cost Deadline Alike HT Same C On-demand Hourly C

Zhang et al. [211] Cost Deadline Alike HT – C N On-demand Continuous C T

Lee & Lian [108] Cost Deadline Homo HT Fixed ?

energy

C On-demand Hourly C

Abdi et al. [4] Cost Deadline Alike HT Same C On-demand Hourly C

Zhang and Sun [208] Profit Deadline Alike HT Same C On-demand Continuous –

Caron and de Assunção [31] Cost Deadline, budget Alike – – C On-demand Hourly C

Vilutis et al. [181] Cost Start Alike – Same C On-demand Hourly C

Ruiz-Alvarez et al.

[162, 163]

Cost VM number Alike HT Same C On-demand Hourly C

Arantes et al. [13] Cost Queuing,

reliability

Alike Homo – C On-demand Continuous C

Jiang et al. [93] Cost – Alike – – C On-demand Resource C

Mattess et al. [140] Cost – Alike – – C On-demand Hourly C

Shifrin et al. [169] Cost – Alike – Same C N On-demand Workload C

Choi and Kim [38, 39] Cost/finish Deadline Alike HT Same C On-demand Hourly C

Yuan et al. [197, 198] Cost/profit Deadline Alike Homo Energy C On-demand Discrete C

Xie et al. [194] Profit Queuing Alike – Energy C Spot Discrete –

Fan et al. [69] – – – – – – – – –

Lee and Zomay [109] – Deadline Heter Homo – – – – C T

Siddiqui et al. [170] – Amount required – – – – – – –

Lilienthal [123] Cost – Alike – Fixed?

operate

C – Workload –

Kim et al. [102] Finish – Alike Heter – – – – T

Bicer et al. [20] Finish Budget Alike Homo – C N S On-demand Discrete C T

Nahir et al. [145] Finish – Alike – – – – – C T

Kang et al. [98] Finish/cost Deadline Alike Heter – C On-demand Hourly C

Morla et al. [142] Finish – Alike Homo – – – – C T

Choi et al. [37] Finish Reliability Alike Homo – – – – C

Delamare et al. [54, 58] Finish – Homo Homo – C Spot Hourly C

Zhang et al. [209, 210] Makespan Budget Alike HT Same C On-demand Continuous C

Buyya et al.

[28, 29, 176, 178]

Amount

Minimum

Deadline Alike Homo – C – – S C T

Marcu et al. [137] SLA Deadline, budget Alike HT – C On-demand Resource C

Wu et al. [192] Balance – Alike – – – – – S C
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