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Abstract
In a cloud environment, scheduling problem as an NP-complete problem can be solved using various metaheuristic

algorithms. The metaheuristic algorithms are very popular for scheduling tasks because of their effectiveness. A bacterial

foraging is a swarm intelligence algorithm inspired by the foraging and chemotactic phenomenon of bacteria. This paper

proposes a task scheduling algorithm based on bacterial foraging optimization to reduce the idle time of virtual machines

whereas the load balancing and reducing of runtime have occurred. The Cloudsim toolkit has assessed the performance of

the proposed method in comparison with some scheduling algorithms. According to the obtained results, the makespan and

energy consumption were reduced by using the proposed algorithm.
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1 Introduction

Nowadays, instead of keeping data on the own PCs of

clients, they can store them on the virtual platform for

processing and data manipulation activities. Also, they can

put their applications on the cloud and use the cloud’s

servers [1–5]. Cloud computing has led to increased energy

consumption problems, which is associated with an

increase in carbon dioxide [6–9]. Data centers in cloud

computing play a significant role in cloud computing

infrastructure [10, 11]. The balance between energy con-

sumption and efficiency has become an important issue for

studying. So, by increasing the popularity of cloud ser-

vices, the number of users is also rising, which will

increase the energy consumption [12–15]. The problem of

resource utilization and energy efficiency by increasing the

system performance is a serious problem [16, 17].

On the other hand, suitable dynamic resources and large

communication characteristics are the main features of

cloud computing. Generally, mapping tasks on apparently

unlimited computing resources in cloud computing is an

NP-hard issue [18, 19]. Due to the efficiency and effec-

tiveness of the metaheuristic methods and their ability to

solve large and complicated problems, they have become

popular in recent years [20–27]. Also, a cloudlet is the

cloud-based application services such as business workflow

and content delivery [28]. The cloudlet can be a computer

or a cluster of the digital infrastructure that offers a rapid

response and specific customized functionalities to cloud

users [29]. Therefore, efficient scheduling of tasks over

cloudlet directly affects the performance of the system.

A biologically inspired bacterial foraging is employed in

this paper for mapping tasks into cloudlet in the cloud

environments. The intelligent group foraging capability of

Escherichia coli bacteria is extracted for generation of a

schedule resulting in a lower makespan of the cloudlets
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while the efficiency of the system is ensured with reduced

running time. Therefore, in this paper, bacterial foraging

optimization (BFO) algorithm for cloudlet scheduling over

the cloudlet and for improving the makespan and energy

consumption through a fitness function is used. Also, the

performance assessment is done using based on the existing

scheduling algorithms.

The following sections will be discussed in the rest of

the paper. The related work is discussed in Sect. 2. Sec-

tion 3 presents the proposed method. Section 4 shows the

results of the done experiments to test the efficiency of the

proposed approach. Finally, the conclusions and future

work are described in Sect. 5.

2 Related work

This section analyzes and summarizes the state of the art

methods in the field of cloudlet scheduling in the cloud

environments.

In the first study, a resource scheduling method is pro-

posed in [30] based on bacterial foraging for grid com-

puting. In this research, a grid resource scheduling model is

designed, which is accompanied by optimizing the make-

span and cost. At the first step, jobs are selected for

scheduling and the proposed method selects jobs from an

unscheduled list and eventually selects the appropriate

resource. At the next step, jobs are moved from the current

resource to other resources. In the final step, the randomly

selected jobs are removed from the job list. Consequently,

some parameters such as cost and makespan are improved,

but the energy consumption is not considered.

Abdullahi et al. [31] have proposed a task scheduling

algorithm based on symbiotic organism search (SOS) to

improve the makespan, imbalance of degree, and response

time. Steps of this method have contained ecosystem ini-

tialization, mutualism, commensalism, and parasitism. In

mutualism phase for better solutions, new regions of the

search are explored. In parasitism phase, parasite vector

technique is proposed that prevents rapid convergence.

Tasks are scheduled on virtual machines in order to take

high utilization with minimum makespan whereas the

energy consumption is not considered.

Changtian and Jiong [32] have proposed the Energy

Aware Task Scheduling based on Genetic Algorithm

(EATSGA) for minimizing makespan and energy con-

sumption. This research suggests dynamic voltage scaling

to reduce the energy consumption and map tasks to

resources that have the same QoS requirement. Chromo-

some coding, population initialization, fitness function

calculation, individual selection, crossover and mutation

operator are the main steps of this algorithm.

Consequently, makespan and energy consumption are

improved, but the imbalance degree is increased.

A task scheduling algorithm using Genetic Algorithm

and Ant Colony Optimization (GAACO) has been pro-

posed in [33] that considered time consumption and relia-

bility in the cloud environment. An optimal scheduling

algorithm is proposed by combining the ant colony and

genetic algorithms and considering the QoS as a fitness

function of the genetic algorithm. Accordingly, it improves

the load balancing and makespan. However, the energy

consumption needs to be considered.

Finally, a model of resource allocation is presented in

[34] that optimized the task scheduling based on multi-

particle swarm optimization (MPSO). In this research,

tasks are scheduled on virtual machines and are determined

which virtual machines are better for task execution. The

idea of this method is to use a ranking strategy based on

objectives in the balanced way. As a result, the execution

time, waiting time, and throughput are improved, but the

energy consumption is increased.

3 Proposed method

In this section, the proposed cloudlet scheduling algorithm

based on BFO and the related models are described.

3.1 Green cloud model

Cloud scheduling is one of the most fundamental and

radical components in any distributed systems like a cloud.

It basically points to the mapping tasks on the available

resources or on the cloudlets. This process contains

searching multi-administrative domains in order to use the

existing cloudlets to satisfy the clients. The cloud

scheduling has two main steps. The first step identifies the

user’s requests and the second step maps the jobs to the real

set of cloudlets or resources. Figure 1 shows an energy-

efficient cloud scheduling model with the following

components:

(a) The request of users is known as cloudlets.

(b) The cloud portal provides a facility for each

customer to access the services after which the

authentication and authorization are completed on

the portal side.

(c) The information about the available resources is

taken from the resource information center through

the resource provisioning unit. The resource infor-

mation center collects the information about the

resources [35]. Then, the elementary requirements

are performed based on the user’s requests. When the

resource requirements are completed, the mapping to

exact resources is performed.
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(d) All the information from the resource provider unit

(RPU) is taken.

(e) The SLAs are finalized by the green negotiator with

the users/brokers based on specified prices and

penalties between the cloud provider and consumer.

(f) The service requirements of a submitted request are

interpreted and analyzed by the service analyzer

before accepting it.

(g) The important consumers present special advantages

and preferences over other consumers by their

features.

(h) For making the energy-efficient allocation decisions,

the energy monitor observes the energy consumption

by virtual and physical machines.

(i) Request to virtual machines are assigned by the

service scheduler and the resource entitlements for

the allocated virtual machines are determined.

(j) The virtual machines manager keeps the track of the

availability of virtual machines and their resource

usage.

(k) The job manager is a protocol engine which is

utilized for communicating with a diverse range of

local resource schedulers using a standard message

format [36, 37].

3.2 Energy model

Based on [38], the data center is mainly consumed by the

central processor, memory, interfaces, and graphics mem-

ory. Therefore, the physical power consumption of

resources can be defined as a linear relationship between

the processor efficiency and energy consumption. Studies

have shown that the introduction of multiple processors

and resources virtualization has forced manufacturers to

equip servers with a lot of memory, which will increase the

energy consumption. In addition, modeling an exact ana-

lytical model for power consumption in this environment

will be quite difficult. Therefore, as shown in Table 1, the

actual results of the power assessment are used in this

Cloud Portal

Broker LayerResource Provider UnitResource informa�on center

PricingConsumer ProfilerService AnalyzerGreen nego�ator

Job managerTask SchedulerVM managerVM SchedulerEnergy monitor

Virtual
Machine

s

Physical
Machine

s

Datacenter

User

CloudletCloudletCloudlet

Fig. 1 Scheduling model in

green cloud architecture
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study. The energy consumption of a physical source will be

calculated according to (1).

E ¼
Z t1

t0

pðuðtÞÞdt ð1Þ

Where P is the physical power of the source versus the

processor utilization at time t [39]. The total energy con-

sumption will be equal to the total energy consumption of

the physical resources [according to (2)].

E ¼
Xm
i¼1

Em ð2Þ

Makespan is a time when a physical resource is in an

active state.

Makespan ¼ max
Xm
j¼1

Xm
i¼1

Eij

( )
ð3Þ

Where n is the number of cloudlets and m is the number

of physical resources [40].

3.3 Expected time to compute (ETC) model

In the proposed cloudlet scheduling algorithm, a physical

machine is divided into several virtual machines and then

the independent cloudlets T are assigned to virtual machi-

nes in order to execute them. Undoubtedly, one job cannot

run in two virtual machines, and any virtual machine can

control just one cloudlet at a time. It should be noted that

each virtual machine has several features. Therefore, it is

necessary to complete all the cloudlets to minimize the

energy consumption and time. Cloudlets size is considered

in Million Instructions and the power of the virtual

machine processing is million instructions per second

(MIPS). The waiting time for executing cloudlets to run in

a virtual machine is expressed as an ETC matrix:

ETCði� jÞ ¼

ETCð11ÞETCð12Þ. . .ETCð1jÞ
ETCð21ÞETCð22Þ. . .ETCð2jÞ

. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .. . .

ETCði1ÞETCði2Þ. . .. . .ETCðijÞ

2
6664

3
7775 ð4Þ

Where ETCðijÞ ¼ MINSi
MIPSVMSi

, i 2 1; 2; . . .;Nf g,

j 2 1; 2; . . .;Mf g, N is the number of cloudlet, M is the

number of virtual machines. The amount of load in the

virtual machine is equal to the total execution time of the

cloudlets that is calculated by (5):

LoadVMSj ¼
X

ETCðijÞ ð5Þ

Load balancing degree is defined as:

Loadlevel ¼
min1� j�M Loadvmsj

max1� j�M Loadvmsj
ð6Þ

min1� j�M Loadvmsj is equal to the minimum time that

completes all cloudlets with virtual machines and

max1� j�M Loadvmsj is equal to the maximum time that

completes all cloudlets with virtual machines [42].

The following results are obtained according to the

formula:

• The cloudlets have not been scheduled yet

(min1� j�M Loadvmsj = 0).

• Some virtual machines are idle(Loadlevel = 0 and

max1� j�M Loadvmsj ! = 0)

• Load balancing is established (Loadlevel = 1)

3.4 Scheduling algorithm

To achieve the optimal solution, cloud cloudlet scheduling

must consider some limitations. The scheduling limitations

can be either resource constraint or time constraint.

Cloudlet scheduling tries to increase the usage of the

resources or cloudlets and decrease the execution time

through load distribution on variable operators.

3.4.1 Bacterial foraging optimization

In BFO, bacteria under the control of the system decide to

favorable change in its state. Bacteria state includes the

direction and length of the steps that are moving towards

the food source. The control system is fully responsible for

assessing the state of change that serves as a reference to

change the next state. The bacteria are constantly

approaching the source of energy with the goal of maxi-

mizing the energy absorbed in the unit time. BFO consists

of three basic events that are described as follows:

Table 1 Power consumption at

different load levels [41]
Server Power consumption (watt)

idle 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

IBM Server 9 325 41.6 46.7 52.3 57.9 65.4 73 80.7 89.5 99.6 105 113

HP ProLiant ML110 G4 86 89.4 92.6 96 99.5 102 106 108 112 114 117

HP ProLiant ML110 G4 93.7 97 101 105 110 116 121 125 129 133 135

IBM Server 9 325 58.4 98 109 118 128 140 153 170 189 205 222
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• Chemotaxis event: Escherichia coli bacteria continues

to move forward in the previous movement or moves

further on tumbles that occur alternately in the flagel-

lates. By adjusting the bacterial parameters, swinging

happens through the evaluation of the current environ-

ment of the individuals, the direction advanced and the

length of the steps are determined. The change in

direction is calculated by (7).

hiðjþ 1; k; lÞ ¼ hiðj; k; lÞ þ cðiÞuðjÞ ð4Þ

Where hiðj; k; lÞ is the current position of the individual

i, j is the number of chemotaxis events, k is the number of

duplicate iterations, the number of elimination-dispersal

events is displayed as l. New direction is displayed as uðjÞ
and c(i).

• Duplicate event: After the chemotaxis process, some of

the bacteria have a lower energy than their counterparts.

So, it seems to be ineffective. Such bacteria are

eliminated and the same number of bacteria is repeated

with a superior foraging strategy to replace them.

Sr ¼ S=2 ð5Þ

Where the size of the population is shown as S and Sr is

the number of bacteria that are removed.

• Elimination-dispersal event: This event is an evolu-

tionary process that may place bacteria in the nearest

available food source. The bacteria are destroyed and

dispersed with Ped probability [43].

3.4.2 Proposed method

This research proposes a bacteria foraging task scheduling

algorithm (BFTSA) that maps cloudlets to appropriate

virtual machines with minimizing the energy consumption

and makespan while ensuring the load balancing.

Scheduling is started by using ETC matrix (N*M) where

the number of cloudlets is displayed with N and M is the

number of virtual machines. Expected time is signified as

the values of Etc[i][j] [43]. A population of the bacteria

(solutions) is generated by the greedy algorithm. It is worth

mentioning that the position in the solution space is defined

as the cost of the bacteria. The size of the solution set is

equal to the number of bacteria. According to the

description of the previous section in the chemotaxis step,

two main steps such as tumble and move are used. Bacteria

during the foraging process periodically follow these two

steps. In this section, the scenario of assigning cloudlets to

virtual machines is described with the goal of minimizing

the energy consumption and time.

Tumble step: At this step, the change in direction of

bacterial movement occurs during the foraging process. In

this way, cloudlets with a small length are reallocated from

virtual machines with overloaded to machines with under-

loaded. This makes it possible to balance the load and

maximize the energy and time consumption. The amount

of fitness function during this process will be as follows:

fitness ¼ w1 � E þ w2 � makespan ð6Þ

Where w1 þ w2 ¼ 1 and E and makespan are normalized

values.

Move step: The movement is completed at this stage by

reallocating the shorter lengths with the above method. As

a matter of fact, the cloudlet will be moved from the cur-

rent ith virtual machine to the next (i ? 1)th virtual

machine and then will be checked for the remaining virtual

machines if the energy consumption and makespan are

reduced. The advantages of this approach are that the

reallocation of cloudlet results in an allotment of cloudlets

is faster than the tumble step.

In the duplicate step, half of the healthy bacteria is

eliminated from the population and half of the other

healthy bacteria is repeated to take their place in the space

of the solution. The bacteria are removed with Ped prob-

ability and new bacteria are created randomly. In this step,

not only bacteria are dispersed in a large solution space, but

also forbidden solution getting trapped in the local minima.

3.5 Time complexity

A given population of bacteria is assessed for fitness in

each generation to denote a sequence of heuristics. The

number of fitness function evaluations is important in

measuring the performance of BFO. Some repetitions

should be done to allocate any recourse to an application

over each user application and resource, i.e. O(mn). All the

operations are done for each application, i.e., n times.

Therefore, the complexity of the bacterial foraging based

on hyper-heuristic resource scheduling algorithm is given

by O(mn2 9 Generations 9 Population Size).

4 Experimental results

In this section, the experimental results, as well as the

simulation data and parameters are provided.

4.1 Simulation tool

Various capabilities, configurations, and domains are

required to provide the facilities of modeling and simula-

tion of resources and network connectivity by Cloudsim.

Also, the primitives for application composition, informa-

tion services, and interfaces are supported for allocating

cloudlets to resources. CloudSim toolkit has many advan-

tages such as [44, 45]:

Cluster Computing (2020) 23:663–671 667
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• It lets the modeling of heterogeneous resources.

• There is no limit on the number of simulated applica-

tion cloudlets.

• Multiple user entities are needed to perform cloudlets

simultaneously.

• CloudSim analysis methods can record and analyze the

statistics of all or selected operations.

• The simulation of both static and dynamic schedulers is

supported.

Being heterogeneous is the feature of application

cloudlets and they can be a processor or I/O intensive.

4.2 Simulation parameters and dataset

Due to the wide range of cloud environments and the

impossibility of practical experiments, the Java program-

ming language and Cloudsim have been used to validate

the proposed algorithm. To evaluate the proposed method

and compare with other algorithms, different parameters

that contain cloudlet, virtual machines, physical machines,

and BFO parameters are used as shown in Table 2. The

number of cloudlets varies from 50 to 1500 to calculate the

fitness value. In order to adapt the values for power supply

and energy consumption, their values are provided in

Table 1.

4.3 Comparison results

This section defines the performance evaluation criteria to

evaluate the performance of BFTSA. Some factors such as

makespan, running time, energy consumption and imbal-

ance degree are chosen in order to evaluate the perfor-

mance. The behavior of the proposed method in term of

makespan is shown in Fig. 2 that the proposed method is

compared with SOS algorithm [31], EATSGA [32],

GAACO [33], MPSO [34] algorithms that the number of

cloudlets varies from 100 to 1000. According to this figure,

the makespan value is increasing for MPSO [34] and it is

observed that the proposed method always has better

makespan. Figure 3 shows the makespan value with an

increase in the number of virtual machines that it is

observed when the number of virtual machines increases,

the makespan value decreases for the same number of

cloudlets and the proposed method has better value com-

pared to previous methods. To study the behavior of the

proposed method for a bigger size, the length of the

cloudlets is scaled up from 2000 to 6400. Other input

parameters are kept the same as given in Table 2. The

results of this parameter are shown in Fig. 4. Figure 5

shows the comparison of methods in terms of running time

that SOS algorithm [31] and EATSGA [32] consume more

time in reaching the near optima value. Figure 6 illustrates

the energy consumption that increases the number of

cloudlets and energy consumption, but the proposed

method has better results than other methods. Also, the

compression of imbalance degree can be observed in

Fig. 7.

Table 2 Parameters of simulation

Parameters Values

Cloudlet number 50–1500

Virtual machine number 15–1000

Processing speed 100–200Mips

Cloudlet size range 2000–6400MI

Chemotaxis step number 100

Movement step number 10

Reproduction step number 4

Elimination step number 2

Elimination ped probability 0.1
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5 Conclusions and future works

This research proposes a cloudlet scheduling algorithm

based on bacterial foraging algorithm. The performance is

analyzed in terms of makespan, running time, energy

consumption, and imbalance degree. The proposed algo-

rithm consists of three basic events that contain Chemo-

taxis event, Duplicate event, and Elimination-dispersal

event. Scheduling is started by using ETC matrix (N*M). A

population of the bacteria is generated by the greedy

algorithm. In the proposed method, each bacterium shows a

solution. It is worth mentioning that the position in the

solution space is defined as the cost of the bacteria.

According to the description of the previous section in the

chemotaxis step, two main steps such as tumble and move

are used. Bacteria during the foraging process periodically

follow these two steps. The experimental results have

shown that the proposed algorithm goes beyond the hybrid

heuristics in all the cases and it reduces the energy con-

sumption, makespan, running time, and imbalance of

degree. Incorporating the trust of the node and the relia-

bility of the resources are considered as the future goals.

Also, the contained results are done on the Cloudsim, but

we expect to verify the results on actual environments in

the future, therefore, we can lower the makespan and

review QoS. And, this requires an algorithm to carry out

the mentioned cases, for example, by combining the BFO

and PSO algorithms.
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