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Abstract
Anomaly detection, which is a method of intrusion detection, detects anomaly behaviors and protects network security.

Data mining technology has been integrated to improve the performance of anomaly detection and some algorithms have

been improved for anomaly detection field. We think that most data mining algorithms are analyzed on static data sets and

ignore the influence of dynamic data streams. Data stream is the potentially unbounded, ordered sequence of data objects

which arrive over time. The entire data objects cannot be stored and they need to be handled in one-time scanning. The data

distribution of data stream may change over time and this phenomenon is called concept drift. The properties of data stream

make analysis method different from the method based on data set and the analysis model is required to be updated

immediately when concept drift occurs. In this paper, we summarize the characteristics of data stream, compare the

difference between data stream and data set, discuss the problems of data stream mining and propose some corresponding

strategies.
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1 Introduction

Intrusion detection is proposed by Lee [1] in 1998 and

provides important protection for network security. In

general, intrusion detection is categorized into two types:

misuse detection and anomaly detection [2]. The former

recognizes the pattern of known attack behaviors and

establishes the rule base. The attack behavior is detected if

it matches the rules. This method can detect known attack

types efficiently, but it cannot detect unknown attack

behaviors that result in lower detection rate. The latter

learns the pattern of normal behaviors and considers

anomaly behavior deviates from normal pattern. It has the

ability of detecting unknown attack behaviors, but it could

cause higher false alarm rate.

The integration of data mining technology solves the

problem of higher false alarm rate [3]. It can mine the

potential patterns of normal behaviors from samples and

train detecting model automatically. The methods of data

mining can be categorized into several types by diverse

intentions, such as clustering method, classification method

and regression method [4]. The combination of data mining

and intrusion detection has made great progress. Wang [5]

proposes the approach based on artificial neuron network

(ANN) and fuzzy clustering to solve the problem of low

detection precision in the respect of low-frequent attacks.

Lin [6] proposes the improved k-nearest neighbor (KNN)

combined with cluster centers. The experimental results

show it performs better than or similar to KNN and support

vector machines (SVM) [7–10]. Hoz [11] proposes the

multi-objective approach for feature selection and applies it

to self-organizing maps (SOM) [12].
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Most anomaly detection methods are based on static

data sets and they ignore the influence of dynamic data

stream. Data set is static and the analysis model is estab-

lished after scanning entire data set for several times. The

definition of data stream is different, but commonly data

stream can be thought as the sequence of infinite data

objects that make it impossible to store entire data objects.

The treatment of data stream should be fast enough to

prevent the loss of critical data which is a challenge for

designing algorithm. The model needs to be updated when

the distribution of data object changes. Therefore, the

detection of data distribution changing is the other chal-

lenge for data stream mining [13–15].

Main applications of data stream mining can be cate-

gorized into three fields: data stream clustering, data stream

classification and frequent pattern mining [16–18]. There

are some classical researches about data stream mining.

Besides, the classification methods can be divided into two

types according to the number of classifiers: single classi-

fier learning and ensemble learning. Ensemble learning has

been proved to be an efficient method of improving pre-

dictive accuracy or/and decomposing a complex, difficult

learning problem into easier sub-problems [19]. Very fast

decision tree (VFDT) [20] is proposed in 2000 for data

stream classification and it constructs decision tree based

on Hoeffding inequality. Han [21] proposes FP-tree for

frequent pattern mining. It directly stores the scan results of

the database into frequent pattern tree rather than using

candidate itemset. Czarnowski [22] proposes ensemble

online classifier which concerns mining data stream with

concept drift and the one-class base classifiers can be

updated by incoming chunks of data objects.

Data stream clustering methods are mostly transplanted

from clustering methods based on static data set. Clustering

methods based on data set can be categorized as partitional

methods, density-based methods and grid-based methods

[23]. Guha [24] proposes the improved data stream clus-

tering algorithm STREAM based on k-means in 2003. In

the same year, Aggarwal [25] proposes the framework

CluStream for evolving data stream. They firstly propose

that data stream should be treated as infinite data objects

and the processing over whole data stream is not appro-

priate. D-Stream [26] is proposed by Chen in 2007 and it is

improved according to the density and grid based algorithm

which is applied for high dimensional data stream.

There are two other techniques which are necessary in

data stream mining: concept drift detection and sliding

window technique. The phenomenon of conceptual drift is

inevitable in data stream and its detection is vital for

updating the model. The detection of concept drift can be a

tough problem, because the type of concept drift is diverse.

Sergio [27] proposes there are six types of drifts with

respect to the ratio of changes. Sliding window is

considered as one of the basic technologies which can

solve the problems of discovering knowledge in dynamic

data stream. It solves the problems of knowledge discovery

in potential infinite data stream by superimposed process-

ing of data windows with finite capacity. It also helps data

mining methods in static data sets transplanted to dynamic

data stream.

The application of data stream mining in anomaly

detection is proposed by Oh [28] in 2005. They exploit data

stream clustering method and model various statistics of

objects as profile to improve the performance of anomaly

detection. The clusters can be split and merged to fit the

change of data stream. Big data stream also become new

branch of data mining and it is based on data stream

mining. Guerrieri et al. proposes a distributed data stream

mining algorithm DS-means [29]. The mining work con-

sists of three steps: local clustering, model transmission

and global clustering which is a typical hierarchical dis-

tributed data stream mining framework.

The main contributions of this paper are the following:

1. We introduce the research status of data stream

classification, clustering and concept drift. The con-

ventional methods of data stream mining are reviewed

and discussed.

2. We summarize the characteristics of data stream and

discuss the differences between dynamic data stream

and static data set. Based on the comparison, the

problems existing in data stream mining are discussed

and some corresponding strategies are proposed.

3. The improved anomaly detection model based on data

stream mining is introduced in the end of the paper.

We briefly introduce the idea of improved model and

the experimental performance could be found in our

previous studies [30, 31].

The remainder of the paper is organized as five sections.

Several main technologies are reviewed in Sect. 2. In

Sect. 3, the characteristics of data stream are discussed.

Some problems of data stream mining are discussed and

strategies are proposed. An improved anomaly detection

model based on data stream mining is proposed in Sect. 4.

Section 5 concludes the paper and proposes the plans for

future research.

2 Related work

In this section, we will review main technology of data

stream mining. Data stream classification and clustering

methods are fundamental technologies in data stream

mining and concept drift detection play an important role

in updating classification and clustering model. Therefore,

we will review the research works of data stream from
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three aspects. The classification methods can be catego-

rized as single classifier learning and ensemble learning.

Similarly, the clustering methods also can be divided into

several types.

2.1 Data stream classification

Single classifier learning method maintains and incremen-

tally updates single classifier. It can response to concept

drift and the classifier can select from ANN, SVM and

decision tree. Because of the characteristics of data stream,

incremental updating is the main method to solve the

change of data stream. Incremental updating refers to

updating the model after the processing of instances which

is one by one (or batch by batch) sequentially. Ensemble

learning method exploits several basic classifiers and the

updating method of this classifier is easier than single

classifier. Considering the influence of concept drift, the

performances of ensemble learning method are better than

single classifier learning method. Ensemble learning

method is more efficient for being extended and paral-

lelized. It can be rapidly adapted to concept drift by

pruning and obtain more accurate description of the con-

cept. Moreover, the training speed of basic classifier is

faster than that of single classifier and it is more suitable for

dealing with high-speed data stream.

Decision tree models are widely applied to construct

classifiers for processing data stream, because decision tree

model is similar to human reasoning and is easy to

understand. The decision tree based on Hoeffding

inequality is most popular for data stream classification,

such as VFDT [20], Concept-adapting Very Fast Decision

Tree (CVFDT) [32], VFDTc [33].

VFDT is a method of constructing decision trees based

on Hoeffding bound for data stream mining environment. It

is generated by constantly replacing leaf nodes with branch

nodes. Each node retains an important statistic and it

accepts the splitting test when the statistics of the node

reach a threshold. The most important innovation is to

apply Hoeffding inequality to determine the number of

samples and the splitting attributes which are need to split

leave nodes. The algorithm only needs to scan the data

stream once, so it has high temporal and spatial efficiency,

and the performance of the classifier is similar to that of the

traditional algorithm. However, VFDT ignores the influ-

ence of concept drift. CVFDT is the extension of VFDT

and it solves the problem of concept drift. The core idea is

to replace the historical subtree with new subtree when new

subtree is more accurate. It maintains a sliding training

window and updates the generated decision trees when the

sample flows into or out of the window, keeping generated

decision trees adapt to the distribution of samples in the

training window.

Ensemble learning makes the classifier more accurate

and adapt to the change of concept [34, 35]. It reduces the

impact of concept drift by using decision combination

function as Fig. 1 shows. The commonly used ensemble

methods are boosting and bagging. Bagging is to generate

T subset by randomly select from original data set T times

and the subset has same size with original data set. Then it

trains T base classifiers and combines them as an ensemble

classifier. Boosting also obtains several classifiers by

resampling from original data set, and finally constructs an

ensemble classifier. The difference is that bagging combi-

nes classifiers with weights.

There are two approaches to design ensemble classifiers:

coverage optimization and decision optimization [19]. The

former focuses on the generation of a set of mutually

complementary classifiers and they are combined to

achieve optimal accuracy with a fixed decision combina-

tion function. The latter focuses on designing and training

an appropriate decision combination function and the

classifiers are given in advance. The selection of classifiers

is also an important problem. Both of high diversity and

accuracy should be considered.

2.2 Data stream clustering

Clustering method can be considered as the process of

dividing data sets into subsets which consist of several

similar objects and these subsets are called clusters or

classes [36]. Clustering method aims to make objects in

same cluster as similar as possible and different from those

of other clusters. Since the data objects in clustering do not

need labels, clustering method is an unsupervised learning

process. Clustering analysis is an important and basic

method of data mining. It can be applied to analyze the

distribution of the data by dividing data objects into

Fig. 1 The diagram of ensemble learning
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different clusters and the characteristics of each cluster can

be observed. Clustering can also be treated as a prepro-

cessing technique for other data processing methods, such

as generating category labels, providing support for clas-

sification, extracting features to support correlation analy-

sis, mining frequent item, detecting outliers.

The characteristics of data stream make the data labeling

very costly that new arrived data cannot be applied for

training classifier. Clustering method is a kind of unsu-

pervised method and it does not require the labeling

recourse. Therefore, clustering method is appropriate for

data stream and it can be exploited as the preprocessing of

classification method. The application of clustering method

in anomaly detection is based on two hypotheses:

(1) The number of normal behaviors is much greater

than that of abnormal behaviors;

(2) There are obvious differences between normal and

abnormal behaviors.

Data stream is infinite and temporal that requires the

adaptive updating of analysis model. Incremental learning

method means the model can learn knowledge from

increasing data and it is thought to solve the problem of

concept drift. However, incremental learning method is not

appropriate for data stream, as it analyzes each incoming

data object that does not meet the need of processing speed

in data stream. The technology of data window is utilized

in batch learning method. It exploits finite window to

analyze infinite data stream. The data objects in data

window can be treated as static data set and the samples of

data stream. In this way, traditional data mining methods

can be transplanted from static data set into dynamic data

stream.

Most clustering methods for data stream are based on

traditional clustering method of data set. The classical data

stream clustering methods include STREAM [24], Clu-

Stream [25], DenStream [37], E-Stream [38] and D-Stream

[26]. STREAM, which is based on K-means algorithm, is

proposed by Guha in 2003. They employ the idea of batch

learning method and the summary statistics are stored to

represent generated clusters. The processing size of data

objects is limited to meet the need of memory and the

updating algorithm is shown in Fig. 2.

However, STREAM algorithm executes clustering pro-

cess in entire data stream and it does not consider the

impact of concept drift. Aggarwal proposes CluStream

algorithm in 2003 which is based on STREAM algorithm.

They make a breakthrough opinion that data stream is an

infinite process and newer data is more valuable for data

stream. The process of CluStream has two stages: online

stage and offline stage. In online stage, generated clusters

are updated by incoming data objects to fit the change of

data stream. In offline stage, historical clusters saved in

pyramidal time frame are clustered according to query

requests.

STREAM and CluStream are based on K-means algo-

rithm which belongs to partitional method. Den-Stream and

D-Stream belong to density-based method. Cao proposes

Den-Stream in 2007 aimed for eliminating the effects of

noise and DBSCAN algorithm is applied in offline stage.

D-Stream algorithm is proposed by Chen in 2007 and it is

based on density and grid. High dimension data object is

mapped into grid with low dimension and the outliers are

detected by grid density.

2.3 Concept drift

One of the characteristic in data stream is that potential

distribution of data stream may change over time and the

concept reflected by data distribution also changes that this

phenomenon is known as concept drift. Especially in real

life data stream, concept drift may happen in these situa-

tions [19]:

(1) In computer or telecommunication systems, attack

behaviors or abnormal behaviors could make con-

cept drift happens and behavior pattern changes;

(2) Traffic patterns may change over time in traffic

monitoring system;

(3) The concept may change in weather prediction

system that means climate change or natural

disasters.

To tackle the influence of concept drift, the analysis

model should be able to detect the change of concept, and

quickly adjust the model according to incoming data

objects. Concept drift cannot be predicted, but it could be

observed in the context.

Given target variable y and condition variable X, data

instance can be denoted as ðX; yÞ. In time t, every instance

is generated from data source with a joint probability dis-

tribution PtðX; yÞ. Concept drift can be observed [39] in t1

Fig. 2 The diagram of STREAM algorithm
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when Pt0ðX; yÞ 6¼ Pt1ðX; yÞ. Besides, when concept drift

occurs, either one of or all the following changes: prior

probabilities of classes PðyÞ, conditional probabilities of

classes PðXjyÞ and posterior probabilities of classes PðyjXÞ.
Concept drift is distinguished as two types: real concept

drift and virtual concept drift. Real concept drift means

PðyjxÞ will change not matter whether the change of PðxÞ
and it can affect the decision boundary. Virtual concept

drift means P yjxð Þ will not change, although PðxÞ has

changed. The decision boundaries will not be affected by

virtual concept drift, and analysis model does not need to

be updated. However, virtual concept drift should also be

detected. The visualization of two types is show in Fig. 3.

In the paper [27], Sergio distinguishes concept drift as

six types considering its rapidness, including sudden,

gradual, incremental, recurring, blips and noise. They also

propose three solutions for learning from data stream with

concept drift:

(1) The analysis model should be retrained for every

time a new instance or chunk arrives;

(2) The analysis model will be retrained when the

degree of detected concept drift is significant. In this

way, the concept drift detector can tolerate noise;

(3) The analysis model can update itself adaptively and

follow the shifts and drifts of data stream.

Sliding window is applied to store finite incoming data

objects from data stream and it also can be utilized to

detect concept drift by compare the distribution in histor-

ical and new sliding window. However, the size of sliding

window is a crucial issue for its performance. A small

sliding window could detect small and rapid changes, but it

may cause the problem of overfitting. Conversely, large

sliding window could store more information, but it may

ignore small and rapid changes. Therefore, the best choice

is to adaptatively modify the size of sliding window. For

example, the window size could be increased if concept

drift does not occur, but it will be narrowed when concept

drift is detected.

3 Analysis and discussion

In this section, we will analyze data stream and compare it

with static data set. The characteristics of data stream

determine that mining method for data stream is different

from that of static data set. Besides, we will also discuss the

problems of data mining algorithm and give several

strategies.

3.1 Analysis of data stream

The definition of data stream is described in several papers

[19, 24, 36] and it can be summarized as: a data stream is

the potentially unbounded, ordered sequence of data

objects which arrive over time.

Definition 1 Given data stream S which consists of data

object o, it can be denoted as S ¼ ðo1; o2; . . .; ohÞ. Each
data object oi is consist of m features and omi represents the

value of m-th feature.

Definition 2 Data window is a common technique for

data stream mining and data objects will be divided into

different data window according to its arrival order. Data

window is denoted as B1;B2; . . .;Bn and the number of data

objects in Bi is denoted as Ni. Through the finite size of

data window, data object can be treated as data set and

exploit traditional mining method.

Data window can be distinguished as three types:

landmark window, sliding window and damped window.

Landmark window considers the entire data stream and can

obtain global frequent pattern by analyzing whole histori-

cal data. Sliding window focuses on recent transactions and

it is introduced in Sect. 2.3. It is easy for understanding and

designing that makes it applied widely in data stream

mining. In damped window model, each transaction has a

corresponding weight, and the weight will increase with

time. Therefore, it can control these weights to store or

delete relevant historical data information.

Definition 3 Synopsis data structure plays a crucial role

in data stream clustering algorithm and it is employed to

store the summary statistics information of micro clusters.

The cluster C is simply denoted as Cðd; l; SSÞ. d is the

number of data objects in the cluster. l represents the

Fig. 3 Two types of concept

drift
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center of cluster and SS is the quadratic sum of data objects

in the cluster.

In the paper [31], we summarize and compare the dif-

ference between static data set and dynamic data stream

mining. Data stream have several characteristics compared

with data set:

(1) Ordering. The data objects in data stream are

generated in chronological order and the ordinal

numbers are implicit at the arrival time or are

recorded directly with the time stamp.

(2) Non-reproducibility. Once the data object in the data

stream is scanned by processing node, it will not

appear again unless extra storage is utilized to save

the information.

(3) High speed. The data objects are generated at high

speed and it requires fast processing speed of mining

algorithm.

(4) Infinity. The data objects in data stream are contin-

uously generated and data stream can be treated as

infinite process.

(5) High dimension. The data objects in data stream

have a large number of features and some of that can

be redundant. Efficient dimension reduction method

will be helpful and traditional methods for data

set also can be transplanted into data stream, such as

the localization of linear discrimination analysis

(LDA) in the paper [40].

(6) Dynamic. The probability distribution of data objects

in data stream changes over time and the change is

out of control. It requires analysis model should be

updated to fit the distribution changes.

(7) Costly labeling resource. The data labeling can be

costly and it may be not immediate. Sometimes, it is

not possible to determine the label. Therefore,

clustering method can be applied as the preprocess-

ing of other mining methods to analyze the distri-

bution of data stream.

The characteristics of data stream make its analysis

model different compared with data set and the analysis

model should satisfy several requirements:

(1) The design of mining algorithm is necessary and it

should have lower time and space complexity.

Considering the limited storage capacity of devices

and the infinity of data stream, it is impossible to

store whole data objects. The memory requirement

of mining algorithm should be independent of the

number of data objects and it is better to be a fixed

memory size. The ordering of data objects requires

that the processing of each data object should be in

time, and each data point can only be accessed by

one-time scanning.

(2) The high dimension of data stream means dimension

reduction methods can be employed to reduce time

and memory consumption, such as feature selection

and extraction.

(3) The change of data stream should be monitored and

the occurrence of concept drift should be detected.

The analysis model need to be adapted for the

change of data stream and correctly describes the

distribution of data objects when concept drift

occurs. Therefore, the detection of concept drift is

closely related with the updating of analysis model.

3.2 Problem and strategy

In this section, some problems existing in data stream

mining methods are discussed and the corresponding

strategies are proposed.

(1) The problem of data collection. The data objects in

data stream is continuously generated and data

collection system should be robust, because the

downtime of data collection system means the loss

of data objects. Flume is a log collection, aggrega-

tion and transmission system with high availability

and reliability provided by Cloudera. Flume supports

the data structure customization for senders, pro-

vides the simple treatment of data, and writes to

diverse receivers. Kafka is a distributed publish

subscribe message system with high throughput

capacity. The purpose of Kafka is to unify online

and offline message processing through the parallel

loading mechanism of Hadoop, and provide real-

time consumption through the cluster.

The sources of data stream are diverse and they do not

always have strict data structure. The network stream is

based on TCP/IP network and data collection is established

in TCP/IP network with HTTP protocol. Since web sites

are the first use case of large scale data collection, the log

format used by web servers has become popular. JavaScript

Object Notation (JSON) is one of the most popular log

format which is easy to be parsed and extended.

(2) The problem of concept drift detection. Concept drift

detection is closely related with data window and the

appropriate window size is significant for fast and

effectively detecting concept drift. Large window

size can delay the detection and may cause missed

detection. Conversely, small window size is sensitive

to noises and may cause false alarm. The window

size can be determined according to Hoeffding

bound [10]. The occurrence of concept drift means

the change of data distribution, and concept drift can

be detected according to data distribution. The

404 Cluster Computing (2019) 22:399–408
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change of data distribution between two adjacent

data windows should be within a limited range. If the

variation degree is large, it thinks concept drift

occurs.

(3) The problem of anomaly detection based on data

stream. Generally, data stream clustering and data

stream classification are applied for anomaly detec-

tion. Similarity measurement is an important issue

for data stream clustering and classification. Eucli-

dean distance is a common choice and cosine

distance also performs well in text processing. The

concerned problem of data stream clustering using in

anomaly detection is how to detect anomaly point.

Clustering method belongs to unsupervised learning

method and does not need additional label resources.

It can divide data points into nearest cluster accord-

ing to similarity measurement, but it cannot decide

the label of data points. The application of clustering

method in anomaly detection is based on two

conditions: the numbers of normal behaviors are

much more than that of anomaly behaviors; there are

obvious differences between normal and anomaly

behaviors. Consequently, the label of clusters can be

inferred from its number.

The concerned problem of data stream classification

using in anomaly detection is adaptive updating of classi-

fiers. The additional label resources are required to update

classifiers that make updating process more complex.

Clustering method can be integrated with the updating of

classifiers and the preliminary label results can be utilized

as label resources of classifiers.

4 Improved anomaly detection model

In the paper [30, 31], we propose an anomaly detection

model based on data stream clustering and employ two

synopsis data structures to store summary statistics infor-

mation of clusters as shown in Formula 1. n-cluster rep-

resents normal cluster and s-cluster denotes the cluster

which is suspected as anomaly cluster.

n� cluster : ðd; l; SS; flagÞ
s� cluster : ðd; l; SS; flag; listÞ

(
ð1Þ

In Formula 1, d is the number of data points in the

cluster; l is the cluster center; SS is the quadratic sum of

data points in the cluster. The property flag is added to

identify the type of clusters and list stores the index of data

objects in s-cluster. When new data object arrives, these

properties can be updated as Formula 2.

ðd; l; SSÞ ! dþ 1;
l� dþ o

dþ 1
; SSþ o2

� �
ð2Þ

The improved anomaly detection model is shown in

Fig. 4, and we add classifier and concept drift detecting

module into anomaly detection model. Clustering module

will update clusters according to new arrived data point.

Classifier module is trained by initial training data set and

label new arrived data point. Meanwhile, classifier module

will be updated according to clusters information from

clustering module when concept drifting module detects

the occurrence of concept drift. The main ideas of

improved anomaly detection model are as follows and

detailed process can be obtained in the paper [31]:

(1) Clustering module waits for receiving data objects

and clustering algorithm will generates initial clus-

ters. These clusters are labelled as n-cluster or s-

cluster according to the number of data objects.

Classifier module are trained by initial training data

sets;

(2) When data window receives enough data objects,

they will be sent to concept drift detecting module. If

it detects the occurrence of concept drift through the

method mentioned in Sect. 2.3, the summary statis-

tics of clusters in clustering module are utilized to

update classifier. Otherwise, they are labelled

directly by classifier and update the clusters of

clustering module.

Background 
Learning

Data collection

Data Stream

Detecting

Response

Data preprocess Concept Drift 
Detecting

Classifier

Clustering

Fig. 4 Improved anomaly detection model
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5 Conclusion

Traditional data mining methods are based on static offline

data sets and these methods can perform better on data sets,

but they may be not effective for data streams. The dis-

tribution of data stream may change over time and the

change is out of control. The occurrence of concept drift

causes original analysis model not work and it requires the

retraining or updating of analysis model.

Focus on these problems, we discuss and propose some

strategies for data stream mining. The improved anomaly

detection model based on clustering method is also

designed. The generated clusters can be updated immedi-

ately when new data object comes and the summary

statistics of clusters are utilized to retrain or update clas-

sifiers when it detects the occurrence of concept drift.
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22. Czarnowski, I., Jędrzejowicz, P.: Ensemble online classifier based

on the one-class base classifiers for mining data streams. Cybern.

Syst. 46(1–2), 51–68 (2015)

23. Gaur, M.S., Pant, B.: Trusted and secure clustering in mobile

pervasive environment. Hum. Centric Comput. Inf. Sci. 5(1),
1–17 (2015)

24. Guha, S., Meyerson, A., Mishra, N., Motwani, R.: Clustering data

streams: theory and practice. IEEE Trans. Knowl. Data Eng.

15(3), 515–528 (2003)

25. Aggarwal, C., Yu, P., Han, J., Wang, J.: A framework for clus-

tering evolving data streams. In: International conference on very

large data bases, pp. 81–92 (2003)

26. Chen, Y., Tu, L.: Density-based clustering for real-time stream

data. In: ACM SigkDD international conference on knowledge

discovery & data mining, pp. 133–142 (2007)

406 Cluster Computing (2019) 22:399–408

123



27. Ramı́rez-Gallego, S., Krawczyk, B., Garcı́a, S., Woźniak, M.,
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