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Abstract
To improve the short-term power prediction accuracy, a comparative analysis of the PSO and SVM algorithm was carried

out. Then, the two were combined and, the penalty factor and kernel function parameters in SVM model were optimized by

the improved PSO algorithm. The SVM algorithm with optimized parameters and model were applied to predict and

control and form PSO-SVM algorithm. Finally, the short-term power load was modelled and predicted based on PSO-SVM

algorithm and it was compared with the conventional SVM algorithm. The results showed that the relative error of the

average absolute value of PSO-SVM method was 1.62%, while the relative relative error of the average absolute value of

conventional SVM using particle swarm optimization algorithm was 3.52%. It can be seen that the error adopting the new

algorithm is reduced by 1.9%. It shows that the precision of the improved power load forecasting model is greatly

improved.
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1 Introduction

With the gradual progress of science and technology and

the development of society, the modern industrial process

presents many complex characteristics such as multi-vari-

able coupling, strong non-linearity and uncertain model,

which seriously restrict the production and rapid develop-

ment of industry. How to accurately predict and control the

complex industrial production process has become a hot

issue of today’s scholars. The so-called artificial intelli-

gence optimization algorithm, in essence, is a summary and

improvement of some natural phenomena in daily life or

the law of human activity. First of all, it needs to determine

how to transform the practical problems into corresponding

mathematical theory model that we know. Then, the

analysis of and solution to the problems are actually

transformed into analysis of and solution to the

mathematical model and the formula. The main research

directions include two aspects: the first is a kind of

improvement and innovation to the existing algorithm, and

another is to use different characteristics of different

algorithms to combine some algorithms. In fact, there are

many examples for this, which are not described in detail.

In order to obtain the optimum solution, it drives people to

conduct continuous research and exploration for many

years, and the optimization problem becomes the emerging

popular practical science [1].

Support vector machine is another new artificial intel-

ligence algorithm. Its proposed time is the same time as

that of particle swarm optimization algorithm, which is

raised by the famous scholar Vapnik. This algorithm is also

different from other algorithms. Especially in dealing with

the small samples and very complicated nonlinear model

problems, it has great advantages. In addition, because its

essence is the mapping and conversion of a dimension, for

the high latitude pattern recognition problem, it also has

special advantages and at the same time used in many other

algorithms [2]. Compared with the traditional neural net-

work based on empirical risk minimization, it has fast

learning speed, global optimization and generalization
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ability. Its learning result is more obvious than other pat-

tern recognition and regression prediction methods.

2 PSO and SVM algorithm

2.1 Improved PSO algorithm

Particle swarm optimization (PSO) algorithm is an artificial

intelligence algorithm summed up based on the action laws

of birds and fish in the biological clock. The process of the

algorithm is that when fish are foraging, they have both

group action and other foraging processes. This group and

individual behaviour is destined for some fish to find better

food ways, while some fish can’t find better food sources.

When there is a good food way, it will continue to pass this

way. Its path information is constantly transmitted and

optimized, and ultimately finds the best way. This food

way is the global optimal solution of this problem [3]. The

way of particle swarm finding the optimal solution through

collaboration among individuals is compared with genetic

algorithm adhering to the ‘‘survival of the fittest’’. It takes

particles with no quality and no volume as individuals, the

behaviour rules are simple and complex characteristics of

each particle can solve the complex optimization problems.

Assuming that in a fixed period of time, every particle is

a possible solution. At the same time, the feasible solution

is likely to be selected as the model global optimal solution

for many. Different feasible solutions, namely the times for

corresponding particles selected as the global optimal

solution, are also different. Therefore, in selecting the

global optimal solution each time, the particles with the

most global optimal solution should be considered with

priority [4].

In the model, for the number of the particles in the

model selected as the optimal solution, a corresponding

tabu list is established. At the same time, for the table, a

specific vector is constructed. The vector dimension is

determined by the number of particle algorithm, each

dimension in vector represents the times of a particle,

namely the corresponding feasible solution chosen as the

global optimal solution of the model. The table has a ref-

erence standard value, which is selected as 100 in this

article. The penalty function is designed as a recursive

function to maintain the historical value of penalty value,

and as a function of the tabu list, taking the frequency

components as independent variables, so as to achieve the

principle of global extremum selection. When a penalty

function value is larger on a particle, it means that it is

chosen to do the extreme value for many times. Next time,

we need to continue to reduce its chance to be selected, and

maintain the penalty function to achieve the possibility of

larger function value [5]. If a penalty function selected on a

particle is small or 0 at a time, it means that the times of it

selected to do the global extreme value is less or not

selected. Then, next time, it is necessary to maintain or

increase the chance to be selected, so that the penalty

function value has a smaller function value.

The step process for improving the PSO algorithm is

shown in Fig. 1.

2.2 SVM model

The idea of support vector machines (SVM) is established

based on the optimal classification surface on the linear

separable basis. The optimal classification point set dia-

gram is shown in Fig. 2.

In Fig. 2, the optimal classification surface is relative to

the multidimensional space. In two-dimensional space, the

optimal classification surface is the best classification line.

It means that, in the premise of ensuring empirical risk

minimization, it can accurately separate the two types of

data samples and make the interval the maximum, that is,

Start
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Access the tabu table to calculate 
the fitness of the particles

Evaluating new adaptive values, changing 
individual extremes and global extremes

Update the velocity and position of the particle 
and limit the new position to the Xmax

Calculate the amount of change E caused by two 
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To the maximum number of times 
or to satisfy the minimum error

Output results

End

Y

N

Fig. 1 The flow chart of PSO model improvement
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the classification interval is the maximum [6]. H is a

classification line. H1 and H2 represent the smallest line

that separates different categories, respectively, and the

distance between them is different. They balance each

other, and at the same time, they are also balanced with

classification. The classification interval is the distance

between two kinds of classification lines. In the above

figure, the two types of data samples are solid points and

hollow points.

2.3 PSO optimized SVM regression estimation
model

From the principle of support vector machine algorithm, it

can be seen two parameters of support vector machine have

great influence on the diagnosis effect of the model. A

parameter is the penalty factor C, which controls the pen-

alty degree of samples beyond the error, and another is the

kernel function parameter r, which represents the width of

the radial basis function. The two parameters determine the

generalization ability of SVM. As a result, to get the best

diagnostic results, it needs to obtain the optimal parameters

[7]. The traditional methods of selecting parameters

include empirical method, experimental comparison

method, crossover validation method and grid search

method, all of which are time-consuming and inefficient. In

order to solve this problem, this chapter combines the

advantages of particle swarm optimization algorithm and

support vector machine algorithm, and uses particle swarm

optimization algorithm to optimize the parameters of SVM

regression estimation model, so as to further improve its

learning ability and convergence speed.

The prediction accuracy of SVM is closely related to the

value of the penalty parameter C, RBF kernel function r,
and the value of the insensitive loss parameter e. Therefore,
the optimal combination of support vector machine

parameters is the key to obtain better predictive

performance.

Particle swarm optimization (PSO) is a kind of swarm

intelligence optimization algorithm. PSO then produces a

group of particles, which are the initial model feasible

solutions. Then, it continues to search and iterate through

the particles, constantly modifies the feasible solutions, and

finally finds the global optimal solution [8]. When the

location is updated each time, every particle is updated by

tracking personal extremum pbest and global minimum

gbest. The personal extremum pbest indicates the optimal

solution of the particle itself; the global extremum gbest
refers to the optimal solution found by the entire popula-

tion, as shown in Fig. 3.

The PSO-SVM intelligent algorithm combines PSO

algorithm model and SVM regression model. Its essence is

to optimize parameters in SVM by particle swarm opti-

mization algorithm, and the specific calculation steps are as

follows:

First of all, the initial value of the particle group is set.

Tmax is the maximum number of iterations, w is the inertia

weight, and c1 and c2 are the acceleration factors.

Assuming that a particle iteration is at the current time of t,

then the initial particle swarm is X(t), x1, x2,…, xs repre-

sents every particle in the particle swarm, and they are all

generated randomly. In the meanwhile, corresponding to

the particle population, corresponding initial speed is set,

each particle is v1, v2 and vs, and the speed of the group is

V(t).

Secondly, it is the evaluation of the whole particle

group. It is assumed that the fitness function is as follows:

�F ¼
Xn

i¼1

yi � ŷið Þ2 ð1Þ

For each particle in a particle population, the closer the

distance from the target is, the greater the value of the

fitness is. Among them, ŷi and yi represent the actual and

target output results of SVM model, respectively.

Thirdly, the position of each particle and the velocity

value are updated by two extremes, and the specific

updating equation is as follows:

vidðt þ 1Þ ¼ wvidðtÞ þ c1r1 pidðtÞ � xidðtÞð Þ
þ c2r2 pgdðtÞ � xidðtÞ

� �
ð2Þ

vidðtþ 1Þ ¼ vidðtÞ þ vidðtþ 1Þ ð3Þ

w is called inertia weight; d = 1, 2,…,n; t suggests the

current evolution iteration; i = 1, 2,…, S and S represents

the group scale, used for controlling the random numbers r1
and r2 of effect for previous velocity on the current

velocity; the interval is [0,1]; c1 and c2 are two positive

constants; acceleration factor xid indicates the particle

position; vid refers to the particle velocity; pid denotes the

individual best solution pbest and pgd means the global best

solution gbest;

Fig. 2 The best classification hyper-plane
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Fourth, the iteration termination condition is detected.

There are two main conditions to terminate the iteration:

the first one is the number of iterations to reach the max-

imum number of iterations set in the first step and the

second is not reached the maximum number of iterations,

but has found the accuracy less than the set error value and

at this time, iteration can be stopped [9]. If none of them is

reached, then return to the second step to continue the

iteration;

Fifth, after the iteration, the parameters of the support

vector machine are extracted, and the PSO-SVM control

prediction model is established;

Sixth, the obtained model is used to train the sample

data, and the sequence minimum method is improved to

solve the model;

Seventh, the parameters obtained in the sixth step are

substituted into (4) to determine the final function equation

of the model. The new sample data is predicted with this

equation.

But the larger inertia weight w has better global search

ability. Because the inertia weight will decrease corre-

spondingly with the increasing number of iterations, when

initializing, we must carefully select the inertia weight and

it should not be too small. In this way, the PSO model

algorithm can improve the global or local search and final

convergence. Suppose the number of iterations is the law of

linear change, where the maximum and the minimum are

0.9 and 0.4, then we can get:

wðtÞ ¼ 0:9� t

MaxNumber
� 0:5 ð4Þ

The MaxNumber is specified as the maximum number

of iterations. Another important factor is the acceleration

factors c1 and c2 and the selection will also affect the

convergence ability of particles. If c1 value is great, it will

result, in the search process, a large part of the particle

trapped in range of the local circulation, ultimately unable

to find the optimal solution in the global scope. Similarly, if

c2 value is relatively large, then the process of the whole

particle swarm optimization will quickly converge to a

local extremum, so the biggest drawback is that the random

factor cannot be balanced, so after the comprehensive

analysis above, c1 = c2 = 2.

3 Short-term power load prediction based
on PSO-SVM

Short-term load prediction is a traditional research problem

in the field of power system, which is of great significance

to the planning and scheduling of power systems. With the

Initialize the position and speed of each group of 
particles

Calculation of the fitness of each 
particle

Updating individual extremes and global extremes according 
to the fitness of each particle

Update of particle position and 
velocity

The maximum number
 of iterations

Get a new particle population

Output optimized SVM parameter,
Establishing an optimized SVM modelY

N

Fig. 3 The PSO based on SVM

parameter optimization process
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development of modern power grid, the theory and method

of forecasting in the electric power market have been paid

more and more attention to by relevant departments and

researchers. In recent years, SVM has been applied to

short-term power load prediction and also achieved good

results, but there are outstanding problems to be solved for

the method in practical applications, which is how to

include balance parameter C, insensitive parameter e for

setting to directly affect the key parameters of the algo-

rithm performance [10]. In the studies having applied this

method, crossover validation is usually used to get all kinds

of key parameters, but this method is blind and time-con-

suming [11]. In this paper, the particle swarm optimization

(PSO) is proposed to optimize the parameters of SVM and

to predict the short-term load.

3.1 Prediction steps

In order to reduce the scale of the solution, we can set up

load prediction for every point on a working day. Because

the load rule of general working days and holidays is quite

different, for the prediction accuracy, we must establish a

sub sample model in turn. The steps of short-term power

load prediction based on PSO-SVM are as follows:

First of all, the exception samples are processed. Con-

sidering the proportion of previous and back load, if there

is an obvious load value beyond the load range, then the

data is an anomaly. In order to eliminate such abnormal

data, we can take an estimated value, which is within

normal load range, and then check and calibrate the load

data one by one;

Secondly, the influence factors of non-numerical value

are numerically processed. For example, in the numerical

process of illumination, it can be set up: the number of

sunny days is 5, and the numerical value of rain is 1, of

which cloudy and overcast days take 4 and 3, respectively.

Therefore, the non-numerical factors are numerically

processed;

Thirdly, the sample of similar daily type load is selected

and divided into two parts, one is training sample, and the

other is the test sample. We choose the known days as the

first 4 weeks of the whole sample, and give a constant r.

We take the evaluation function less than the constant as a

similar load day type. r value is an empirical value, which

is selected according to people’s experience;

Fourth, if the directly collected data is used for direct

prediction and calculation, it may be saturated. In order to

avoid this problem, we conduct normalization on load data

so that the input load data is between [0, 1], and at t

moment, the load data uses the following normalization

formula:

L̂ ¼ Lt � Lmin

1:5Lmax � Lmin

ðt ¼ 1; 2; . . .; 24Þ ð5Þ

Lmax and Lmin are the maximum and the minimum

training sample collective load, respectively. The data of

temperature and light are also treated with normalization.

Fifth, the influence factors of all similar day types are

taken as input values of PSO-SVM model, and the load

values of t of each similar day are taken as output samples.

When the parameter vector (C, e and r) is selected and

determined, we use the optimization algorithm to search

the global optimal value, and assign the value to the SVM

prediction model. The SVM is tested and trained with the

corresponding sample data;

Sixth, to predict the load at a certain time in the future,

we need to use the SVM that has been trained;

Finally, the predictive value is corrected. Because there

are many uncertain factors in the real environment, the

future load demand based on historical data is also need to

be corrected manually, but this process is more compli-

cated. In addition, there will be a great difference between

the prediction result and the original load change rule. For

such data problem, we need to replace all the data with the

average value of the prediction value before and after the

data.

3.2 Prediction results

In this paper, our specific application is to carry out

24-points short-term load forecast for the grid of a city in

Northeast. We collect 24-points load data and various

meteorological factors including average daily tempera-

ture, peak temperature, and the illumination condition in

the city within 1 year and set up the model of load pre-

diction [12].

Matlab software is used for simulation and the simula-

tion program is compiled. Here, the overall size of the

particle swarm is selected as 20, three-dimensional solution

space corresponds to C, e and r, the initial weight is 0.9

and the maximum number of iterations of the program is

determined to 200 times. The acceleration factor is

c1 = c2 = 2; C is in the range of [0.1, 150], e is ranged in

[0, 0.8] and r is ranged in [0.1, 10]. The maximum velocity

vector corresponding to (C, e, r) is (0.5, 0.1, 0.1). Figure 4

is the prediction result of the city on March 17, 2016. The

conventional SVM method and the PSO-SVM method are

used to predict. Table 1 is the relative error list of the two

methods.

From the table, we can see that the relative error of the

absolute value of PSO-SVM method is 1.62%, while the

relative error of the absolute value of conventional SVM

using particle swarm optimization is 3.52%. It can be seen

that the error of the new algorithm is reduced by 1.9%.
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When the system is predicted, it can be found that the

training time is within 2 s. It can be concluded that the

support vector machine optimized by particle swarm opti-

mization algorithm effectively improves the accuracy of

short-term load forecasting, and the speed of operation has

been significantly improved.

4 Conclusion

The problem of particle swarm optimization (PSO) and

support vector machines (SVM) is mainly studied. On the

basis of load forecasting for traditional SVM method, a

short-term load forecasting method based on SVM opti-

mized by PSO is proposed. This method effectively over-

comes the blind selection of system parameters in SVM.

Using a test day consumption data and feature data as the

experimental data, and the maximum temperature, mini-

mum temperature, wind, humidity and weather conditions

as the feature data of input and electricity for output data,

PSO-SVM experimental samples are constructed. The

experimental results showed that the power consumption

prediction based on particle swarm optimization algorithm

and support vector machine had a high prediction accuracy,

which was 1.9 percentage points lower than the traditional

algorithm, very suitable for electricity consumption pre-

diction. Compared with the SVM method, which has been

widely used at present, the precision of short-term load

forecasting is improved, and the speed of operation has

been greatly improved.
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