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Abstract
Cloud computing will provide scalable computing as well as storage resources where more data intensive applications will

be developed in a computing environment. Owing to the existence of such security threats in the cloud, several mechanisms

are being proposed for allowing the users to audit the integrity of data along with the public key of the owner of the data

even before making use of the cloud data. Replicating of data in cloud servers through multiple data centers offers better

availability, scalability, and durability. The correctness of choice of the right type of public key of the previous mecha-

nisms is based on the security of the public key infrastructure (PKI). Although traditional PKI has been widely used in the

construction of public key cryptography, it still faces many security risks, especially in the aspect of managing certificates.

There are different applications having different types of quality of service (QoS) needs. In order to support the QoS

requirement continuously, the application of such data corruption for this work will be an efficient integrity of data

replication that makes use of a stochastic diffusion search (SDS) algorithm that has been proposed. This SDS is that

technique of a multi-agent global optimisation which has been based on the behaviour of ants that has been rooted in the

partial evaluation of that of an objective function along with direct communication among agents. The proposed SDS

algorithm will minimize the replication cost of data. The results of these experiments have shown that the mechanism will

be able to demonstrate the effectiveness of this proposed algorithm which is in the replication of data as well as its

recovery. The proposed method when appropriately compared with the cost effective replication of dynamic data given by

Li et al. proves that the average recovery time is less by 18.18% for the 250 number of requested nodes, by 14.28% for the

500 number of requested nodes, by 11.11% for the 750 number of requested nodes and by 8.69% for the 1000 number of

requested nodes.

Keywords Cloud computing � Cloud services � Data storage � Data integrity � Data replication and stochastic diffusion

search (SDS)

1 Introduction

Cloud computing is that emerging technology that has got a

lot of attention recently for providing services on the

internet. The users will be able to use the online services

for various software as opposed to that of purchasing or

even installing them on their computers. The National

Institute of Standard and Technology (NIST) have defined

cloud computing as that paradigm that enables the useful

and on demand access to the network to that of a shared

pool of the configurable resources. It further offers many

other services that are presented in three different models

which are: the software as service (SaaS), the platform as

service (PaaS), and the infrastructure as service (IaaS). The

software as service (SaaS) further provides services that

exist in cloud or in the applications to end users, the

platform as service (PaaS) will provide access to the plat-

forms and the infrastructure as service (IaaS) provides the

processing storage and also the other computing resources

[1].
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Security is perhaps the main barrier to continuing

growth of cloud computing and for the purpose of certain

security risks and some issues, the enterprises and the

individuals are not willing to deploy data as well as

applications in the cloud environment. When the data, the

web applications, and the services get hosted in a cloud

environment by the providers of service, the control of all

of these is not managed by them. The cloud services are the

shared infrastructure for increasing the vulnerabilities

relating to access of unauthorised data concerning privacy

of data, identity management, compliance, authentication,

confidentiality, availability, encryption and internet proto-

col (IP) vulnerabilities (which in most cases will be un-

trusted that permits a man in the middle of the attack), the

network security as well as physical security [2].

Generally, the cloud computing will provide both soft-

ware and hardware services that use large scale data cen-

tres. The result of this was that the cloud computing moved

further away from the data storage and computation. From

that of the end user onto the servers that are located within

the data centres. Thereby relieving the users from the

hardship of both application provisioning and management.

As a result, software can then be thought of as purely a

service that is delivered and consumed over the Internet.

Offering users the flexibility to choose applications on-

demand and allowing providers to scale out their capacity

accordingly. It has been quite challenging to provide a high

level of availability and also an efficient access to the data

centres owing to the large scale as well as its dynamic

nature [3].

The increase in the volume of both personal and vital

data will bring further focus on the storing of this data in a

secure manner. By implementing the services of cloud

computing, the local storage and its reliance in addition to

bringing down the maintenance and operations costs are

observed. The users will have a major security as well as

privacy concerns on their outsourced data owing to the

possible unauthorised access in the service providers.

Darwazeh et al. [8] made a proposal for a secure cloud

computing model that is based on the classification of data.

This proposed cloud model will bring down the overhead

and the time for processing for securing the data by using

various security mechanisms having different sizes of the

key for providing proper confidentiality levels. This model

had been tested having a different algorithm for encryption

and the results of simulations have shown the reliability as

well as the efficiency of this proposed framework.

Fabian et al. [9] have presented another novel archi-

tecture and the implementation of the data sharing that is

inter-organizational that gives a high level of privacy and

security for the patient data in the cloud computing envi-

ronments. The architecture features an encryption that is

attribute-based for reduction of the adversarial capacity of

the cloud computers that are curious. The implementation,

as well as evaluation by means of many experiments, will

demonstrate the feasibility as well as a good performance

of this approach.

Jiang et al. [10] brought about a collision attack for the

current scheme and also provided a public integrity audit-

ing scheme having a secure group user revocation that has

been based on the vector commitment as well as the veri-

fier-local revocation group signature. They further

designed one more concrete scheme that was based on the

definition of the scheme. This supports the public checking

as well as effective revocation of the user with some nice

properties like efficiency, traceability, and confidentiality.

Lastly, the experimental analysis and security when com-

pared with the other relevant schemes, this particular work

scheme has also been secure and efficient.

Data owners store their data remotely in the cloud and

have access to on-demand high quality applications and

services. However, data owners and cloud servers are not

in the same trusted domain, due to which the data’s

integrity may be at risk. Generally, owners or a trusted

third party audit data storage. Cloud service providers

(CSP), to cut costs tend to discard some lesser accessed

data or delegate it to second-level storage devices. Mali-

cious CSPs may delete data or sell the data to competitors.

Also, hackers may intercept and capture the communica-

tions and access user’s sensitive information. Thus, pro-

cesses to verify the data’s confidentiality and integrity is

required. Users require assurances that their data is secure.

Thus, an efficient and secure scheme for cloud data storage

is essential for ensuring the data integrity and

confidentiality.

Data replication is a commonly used technique for

increasing the data availability in cloud computing. Cloud

replicates the data and store them strategically on multiple

servers located at different geographic locations. A repli-

cation is that process of getting different replicas of a

similar service on different nodes.

Replication is a used technique in different clouds, such

as google file system (GFS) and hadoop distributed file

system (HDFS). In case of the cloud, the data replication

will be achieved using a data resource pool along with the

actual number of data replicas that is set based on both

history and experience. Also, it will not be needed to create

another replica for all of the data files. So it becomes

necessary to replicate adaptively the popular files and

determine the actual number of replicas along with the data

nodes and where the replicas have to be placed based on

the current environmental conditions of the cloud [4].

Ali et al. [11] made a proposal of a division and repli-

cation of data in that of the cloud for the purpose of optimal

performance and security (DROPS) that will collectively

approach this security and also the issues in performance.
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In case of the DROPS methodology, it can divide the file

into different fragments, and further replicate this frag-

mented data over that of the cloud nodes. Each node stores

only a small or a single fragment of a certain data file

ensuring that even in the case of any successful attack, no

type of meaningful information will be exposed to this

attacker. Furthermore, these nodes that store fragments, are

being separated with that of a particular distance by means

of the graph T-colouring for prohibiting attackers to guess

the locations of such fragments. Also, this DROPS

methodology will not depend on the techniques of tradi-

tional cryptography for data and its security thus relieving

this system from the methodologies that are expensive in

terms of computation.

Zhang et al. [12] made a proposal of provable multiple

replication data possession protocol having full dynamics

called the MR-DPDP. In case of the MR-DPDP, it will

make use of an authenticated data structure that is called

the Merkle hash tree that has a rank for supporting both the

dynamic data updates and the efficient integrity and its

verification. Additionally, construction with that of the Ron

Rivest, the Adi Shamir and the Leonard Adleman (RSA)

signature will support the variable-sized file blocks and

using security proof along with performance evaluation

this will demonstrate the MR-DPDP for incurring a lower

overhead of communication while updating the data blocks

and also verifying the proof of integrity for many more

replicas.

A cloud storage service is a very common as well as

popular service (for example the Google Drive, the Drop-

box, the Amazon S3 and the microsoft one drive) for usage

by general users. However, the users have also faced a

bottleneck on its local side storage space as they need a

large storage space for storing a large amount of data on

this type of a situation. The cloud storage service will have

a very high capacity and also a high computation solving

users’ difficult problems. Moreover, the user tends to build

a larger storage device that may be more expensive than

that of the rented cloud storage service. As the cloud

storage service provides an access to cloud services from

the web service or the applications using the application

programming interface (API) by means of mobile devices

(like the laptop, the table computer, and the smart phones),

it is very convenient to be used by the users, and also

achieves ubiquitous service [5].

Although any cloud storage service has several advan-

tages, it can bring many challenging issues that include

efficacy or security. One such challenge is the verification

of integrity as users will not know how this storage service

can handle data. Such cloud storage services will be pro-

vided by the commercial enterprises to ensure they are not

fully trusted. So the provider can also hide the data loss or

the data errors in service owing to their benefits. It is a

traditional approach by downloading the whole data from

cloud and verify its integrity by means of checking the

digital signatures or the hash values of the entire data. This

type of a simple approach will be able to check the

integrity of the data users. Owing to a large size of such

data that is outsourced and the limited capability of the

users, there needs to be found an efficient way for

achieving the verifications of integrity without any local

data file copy. To solve the issue of data integrity verifi-

cation several investigations that are present in different

methods, as well as security models, are employed [6].

The existing public schemes of verification will assume

the auditor being honest and will not be corrupted and this

being a strong assumption as auditors may be corrupt in

practice. There may be a malicious auditor that can claim

outsourced data which is not well retained and additionally

the vulnerability of the current schemes may be further

exacerbated by the malicious auditors colluding with these

cloud servers and also generate a message that is biased

and challenging for checking the data blocks which are not

corrupt and so will deceive the users. The construction of

an efficient verification of the data integrity of the cloud

storage against such malicious auditors will be of great

importance [7].

Encryption of the data before storing in cloud addresses

the confidentiality issue. Though, verifying integrity of

data is a hard task without a local copy of data. Thus,

cryptographic primitives cannot be used for protecting

outsourced data. Downloading of data for cross checking

its integrity is unfeasible due to high I/O cost, high com-

munication overhead and limited computing capability.

Therefore, efficient and effective mechanisms are required

for protecting the confidentiality and integrity of user’s

data with minimal computation, communication and stor-

age overhead.

This advanced network explorations with the growing

demand for sharing and transferring of mobile data that has

driven many novel applications in that of the cyber-phys-

ical systems (CPSs), like the intelligent transportation

systems (ITSs). The current implementations of the ITS

that are restricted by means of conflicts among communi-

cation efficiency and security. Based on this issue, Gai

et al. [13] made a proposal of a security-aware efficient

data sharing along with transferring (SA-EAST) model,

that has been designed for the purpose of securing the

implementations. While applying this approach they aim at

obtaining a secure and a real time transferring and multi-

media data sharing. This evaluation has proved that such

models will provide one effective performance in terms of

securing the communications of the ITS.

Sookhak et al. [14] made a proposal for another efficient

remote data auditing (RDA) technique that is based on the

algebraic signature properties for that of a system of cloud
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storage which will incur a minimum computational as well

as communication costs. This also made a presentation of a

new data structure called the divide and conquer

table (DCT) which supported the dynamic operations of

data like the append, the insert, the modify, and delete.

This proposed data structure may also be applied for that of

a data storage of a large-scale. When compared with the

RDA techniques this method will be secure and be highly

efficient in the reduction of the costs of communication.

Dashti and Rahmani [15] made a proposal for an

architecture that satisfied both the consumers as well as the

providers in terms of the needs of this technology. They

further designed another new service within the PaaS layer

for the scheduling of the tasks of consumers. Incompati-

bility between the specification of such physical machines

and the user requests in the cloud will result in problems

like the trade-off and large consumption of power to

decrease profits. For this, the QoS of the users and the

reduction of energy has been proposed by using the particle

swarm optimization (PSO) in order to reallocate migrated

virtual machines in that of the overloaded host. They fur-

ther dynamically consolidated the under-loaded host that

provides power saving.

Li et al. [16] also developed another dynamic energy-

efficient virtual machine (VM) migration along with a

consolidation algorithm based on the models of multi-re-

source energy-efficient. Here the authors also designed the

method of double threshold having a multi resource use for

triggering the VMs and their migration. This modified PSO

method has been introduced into this consolidation of the

VMs for avoiding them from falling into the local optima.

When compared with the other heuristic algorithm this is

modified as best fit decrease and reduced the actual number

of such physical nodes and shows better degrees of effi-

ciency in case of a data centre for cloud computing.

Lin and Chong [17] further presented another genetic

algorithm (GA) that was based resource constraint project

scheduling by incorporating various new ideas (the

enhancements as well as the local search) for the purpose

of solving computing and resources allocation problems in

that of a cloud manufacturing system. The generated off-

spring will not be feasible owing to the precedence of the

task and the constraints of resource availability. There are

conflict resolutions as well as enhancements that have been

performed in this and the neighbourhood of solutions can

be exploited and owing to the complex traits the allocation

of computing resources in a system of cloud manufacturing

is found to be NP-hard. The results of computation have

shown that this proposed GA will be able to provide a

better schedule which will be able to allocate the com-

puting resources optimally.

Some existing public verification schemes cannot resist

a common attack where an external, active and online

adversary can modify the cloud stored data and tamper

with the interaction messages between the cloud server and

the auditor. The proposed scheme is secure against such

external adversary. One common approach for resisting

these adversaries will be to have this cloud server interact

with auditors for securing a channel. The construction of a

secure channel for each of the tasks is a cumbersome task.

In this paper, mechanism for maintaining the integrity of

data and the replication in that of the cloud computing is

proposed. The proposed method is based on the SDS

algorithm. The rest of the text has been organized as fol-

lows: in Sect. 2 several methods used in the work are

discussed. In Sect. 3 the experimental results are observed

and the work is concluded in Sect. 4.

2 Methodology

This QoS aware data replication (QADR) problem is

concerned about how the QoS needs can be efficiently

considered. The goal of this QADR will be to bring down

the cost of data replication. By minimising this, the prob-

ability of data corruption is reduced significantly. Owing to

the limited space of replication in a storage node, the

replicas of data in certain applications can be stored in the

nodes of lower performance. This can lead to some replicas

which will not meet the requirements of the QoS and their

applications. These replicas are the QoS-violated data

replicas and the number of such violated replicas will be

expected to be very small. For solving this QADR problem,

the work has proposed an SDS algorithm.

2.1 Data integrity

As according to Fig. 1, this system model includes four

different entities: the cloud, the data owner, data users and

finally the Key Generation Centre (KGC). Cloud further

provides data services to both the owner and the user. The

owner will outsource data to the cloud and save them on

local devices. Generally, for efficient modification, this

data will be divided into different blocks. The data user

will use the cloud data that was outsourced by the data

owner in the cloud. The data user also performs a search on

the cloud data for certain purposes. This KGC will be a

trusted party in this framework. The KGC is that trusted

party that is needed within the framework of the certificate-

less schemes which can generate a partial and private key

for the entity (the data owner) and based on its identity

(name or email address) and the rest of the private key will

be generated by this entity itself [18].

The data that is stored in the cloud can also be polluted

from two different possible causes. Firstly, an external

adversary can pollute data, and also prevent the owner as
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well as the users from making use of this data accurately.

Secondly, the providers of cloud service may also corrupt

the data accidentally due to human errors. Therefore, the

owners and the users may not be able to fully trust the

cloud.

For the purpose of protecting the integrity of data which

has a signature attached to the private key of the owner.

The data user has to check on the integrity of the cloud data

like the search, the computation and the data mining after

which the cloud will generate a proof of possession. Lastly,

the data user will verify the integrity that is based on the

response of auditing. It has to be noted that the owner will

also have to be a verifier for checking the data and its

integrity that is not possessed physically by means of fol-

lowing this protocol.

This design of such a public auditing mechanism will

get three objectives which are: (1) Correctness: a public

verifier (i.e., a data user) is able to verify the integrity of

data in the cloud correctly. (2) Public auditing: a public

verifier is able to audit the correctness of data without

retrieving the entire data from the cloud and (3) Certificate

less: which denotes the correctness of such public auditing

which will not need a public verifier for managing

certificates.

2.2 Stochastic diffusion search (SDS)

The SDS will be based on the computation that is dis-

tributed where the operating of simple units or the agents

that are probabilistic is inherent. There is a positive feed-

back that promotes some better solutions by means of

allocating more agents to them for exploration. The limited

resources will induce a strong competition from one of the

larger population of agents that correspond to the solution

that is best-fit which emerges rapidly [19].

In many of such search problems, solutions are thought

of as being composed of several results that unlike many

methods of swarm intelligence, the SDS will use this

decomposition for increasing the efficiency of search.

Here, each agent will pose a hypothesis on the possible

solution which will evaluate this partially. The successful

agents will continue to test this hypothesis at the same time

recruiting the unsuccessful agents using a direct commu-

nication. This can bring about a mechanism of a positive

feedback to ensure a rapid convergence of the agents to

promising solutions in this space. There is a global solution

thus constructed from the interaction of several simple

agents that form a large cluster. This cluster will be a large

cluster which is dynamic in nature and will be stable and
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Fig. 1 The cloud, the data

owner, data users and the KGC
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also analogous to that of ‘‘a forest whose contour does not

change but whose individual trees do change’’.

Unlike many such nature inspired search algorithms, the

SDS [20] also has a strong framework of mathematics that

describes the behaviour of this algorithm by means of

investigating the resource allocation, the convergence to

global optimum, the robustness and finally the minimal

convergence criteria along with the linear time complexity.

This pseudo code of the SDS algorithm has been given

below:

sin  ()
 (     )

  ()
  ()

Initiali g agents
While stopping condition is not met
Testing hypotheses
Diffusion hypotheses
End

During the phase of initialisation, all the agents will

select randomly a hypothesis from a search space. These

agents are all set to be inactive. Two types of knowledge

that can influence this initialisation phase: (i) The actual

ratio of the size of this model to the size of search space is

greater than one; this will guarantee that at least one single

agent is duly initialised with one of the best hypothesis. (ii)

The earlier location of this model will be known; this will

be useful at the time of performing successive searches on

such similar search spaces; for instance, the consecutive

frames of a video.

During this test phase, these agents determine whether it

will have to set itself to be more active or inactive. This has

been achieved by means of applying a single test function

to that of its current hypothesis. This type of a test function

is also a partial evaluation of the position of the hypothesis.

The test function also differs depending on the domain of

application. The agents have been set to active in case this

partial evaluation of hypothesis will return success; else,

they continue to be inactive [21].

During the phase of diffusion, the agents exchange

information on the hypothesis. The idea for this is the

active agents that disseminate their hypothesis to the

inactive agents. Three differing strategies in dissemination

are identified, called recruitment strategies: the passive

recruitment, the active recruitment and a combination of

both. This type of an information exchange will lead to

proper hypotheses in recruiting inactive agents and a large

number of such agents will congregate around this

hypothesis that is available. A standard SDS strategy of

recruitment will be deployed and passive.

A relate phase will be an optional phase that is intro-

duced in case there are multiple models that are extant

within the search space. The technique permits a dynamic

re-allocation of the agents. This relate phase will also help

in a dynamic search space for re-aligning themselves using

the right hypotheses. A relate phase will have two modes:

the context free and the context sensitive.

The weak halting criteria will state that the SDS needs to

stop when a percentage of all the agents are active,

regardless of the hypothesis. There is a stabilisation that is

seen as an active agent population that is steady with some

margin of tolerance. Once this is met, the search will stop.

The strong criteria of halting will define the halt state as

related to the percentage of the active agents in a large

cluster by applying the threshold or the tolerance rule as the

weak halting state but instead looking at the percentage of

such agents that are active inside this large cluster.

Minimize
X

8ri2Sr

X

8qi2SRðriÞn

xðri; qjÞ � Tstorageðri; qjÞ

0

B@

1

CA

þ
X

8ri2Sr

X

8qi2SRðriÞn

yððri; qjÞ � k

0
B@

1
CA ð1Þ

In the Eq. (1), the main objective will be to minimize

the first minimum term which is the total replication cost of

all the data replicas, the second minimum term will be the

actual number of such QoS-violated data replicas. The next

minimum term will be prior to that of the first minimum

term. A coefficient k will be used for ensuring that the

actual number of the QoS violated data replicas will be

among the first minimized [22]. The main reason will be

explained subsequently. In the Eq. (1), in case the

requested node ri will put one data block replica within the

node qj, this particular event will be recorded by means of

setting 1 in x(ri, qj). However, in case this replica is one of

a QoS-violated data block type of a replica, y(ri, qj) it will

also be set as 1. By means of adding all these values of y,

the number of QoS violated data replicas will be obtained.

This number will be expected to be small by means of

associating with one constant coefficient

k ¼ max8ri 2 Sr ^ 8qj 2 S Tstorageðri; qjÞ
� �

þ 1. With the

actual setting of k, each y(ri, qj) has a larger coefficient than

x(ri, qj). This is called the values of the x(ri, qj) and y(ri, qj)

which are either 0 or 1.

3 Results and discussion

In this section, the random, cost effective dynamic data

replication (Li et al.) and proposed methods are used. The

worst case recovery time, average recovery time, recovery

time after 20% data corruption and recovery time after 40%

data corruption are shown in Figs. 2, 3, 4 and 5.

From the Fig. 2, it can be observed that the proposed

method has lower worst case recovery time by 25.05 and
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11.36% for 250 number of requested nodes, by 19.24 and

13.9% for 500 number of requested nodes, by 20.16 and

22.63% for 750 number of requested nodes and by 20.75

and 22.86% for 1000 number of requested nodes when

compared with random and cost effective.

From the Fig. 3, it can be observed that the proposed

method has lower average recovery time by 33.33 and

18.18% for 250 number of requested nodes, by 26.66 and

14.28% for 500 number of requested nodes, by 21.05 and

11.11% for 750 number of requested nodes and by 20.4 and

8.69% for 1000 number of requested nodes when compared

with random and cost effective dynamic data replication

(Li et al.).

From the Fig. 4, it can be observed that the proposed

method has lower recovery time after data corruption 20%

by 33.33 and 18.18% for 250 number of requested nodes,

by 46.15 and 57.14% for 500 number of requested nodes,

by 44.44 and 35.29% for 750 number of requested nodes,

but the proposed method has higher recovery time after

data corruption 20% by same value and 8.69% for 1000

number of requested nodes when compared with random

and cost effective dynamic data replication (Li et al.).

From the Fig. 5, it can be observed that the proposed

method has lower recovery time after data corruption 40%

by 15.38 and 28.57% for 250 number of requested nodes,

by 40 and 58.82% for 500 number of requested nodes, by

47.61 and 40% for 750 number of requested nodes, but the

proposed method has higher recovery time after data cor-

ruption 40% by 7.4 and 7.4% for 1000 number of requested

nodes when compared with random and cost effective

dynamic data replication (Li et al.).

4 Conclusion

In case of the cloud storage service, the integrity of data of

the verification is a very critical issue. Here in this work,

the organizing of public auditing requirements that contain

function, security as well as the performance from many

relevant kind of literature proposes the SDS method which

is an optimization algorithm based on the interaction of

agents. There is a high level description of the SDS shown

as a social metaphor that demonstrates the procedures of

SDS allocation of resources. This SDS algorithm will

achieve an optimal solution to the problem of QADR. The

cost of data replication and the QoS-aware data replicas are

minimized. The results show that this proposed method has

a lower average recovery time by about 33.33 and 18.18%

for the 250 number of requested nodes, by about 26.66 and

14.28% for the 500 number of requested nodes, by about

21.05 and 11.11% for the 750 number of requested nodes

and by about 20.4 and 8.69% for the 1000 number of

Fig. 2 Worst case recovery time (second)

Fig. 3 Average recovery time (second)

Fig. 4 Recovery time after data corruption 20%

Fig. 5 Recovery time after data corruption 40%
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requested nodes when duly compared with the random and

the cost effective replication of dynamic data (Li et al.).
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