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Abstract
Scientific retrieval systems need to be given domain search terms for searching publications, however, as natural language,

search terms provided by users are often fuzzy and limited and some relevant terms are always overlooked in searching.

Meanwhile, users always desire to be given domain related keywords to enlighten themselves what other terms can be used

for their searching. This paper presents a concepts recommendation model in scientific paper retrieval, in which concepts

are extracted from keyword in scientific papers, and some data mining algorithms are used to calculate the similarity

between search terms and concepts and do recommendation for users. This model is simple and can be used with small

dataset, in which all training data used is from meta data of papers that is easy to acquired. Experimental result hold good

precision, which shows that this research not only simplifies searching step and improves the searching quality for users,

but also lays the foundation for semantic search.
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1 Introduction

The exponential growth of electronic scientific papers with

unstructured nature has made finding and searching rather

difficult [1]. The aim of searching scientific papers is to

map a natural language query, which describes information

that seeker needs by several keywords called search terms,

to a set of papers in given database. There are three prin-

cipally paths called syntactic information retrieval,

semantic enabled syntactic information retrieval and

semantic information retrieval, all of them need provided

search terms for search engine in common firstly [2].

Search term plays an important role in query process

affecting search quality, but as fuzzy natural language, if

they are used to do a search directly, especially in

searching scientific papers, some relevant terms are over-

looked, because related research concepts are syntactically

irrelevant [3].

There is a small, but notable, set of related scholarly

work committed to studying keywords in scientific papers.

For several years, many researchers have done very

impressive jobs related to this research. The presence of a

long history of statistics has been indicated through anal-

ysis of keyword counts in an early scientific journal, and

the research also found the functional approach and model-

based curve clustering turned out to be better at tracing and

comparing individual temporal evolution of keywords,

despite computational and theoretical limitations [4]. Some

structural analysts indicated that entropic and clustering

approaches are used to improve statistical keyword detec-

tion in short texts, which concluded the clustering

approach is able to better discriminate the degree of rele-

vance of low frequency words than the entropic approach.

In this experiment, the clustering method is used to divide

scientific papers, which are completely short texts, into

different classes, and measure the weight of keywords in

different classes [5]. Extracting keywords has been

achieved for scientific paper retrieval and the research used

a novel, unsupervised cascade learning scheme to extract a

‘cluster-theme keyword’ structure from related papers of a

research topic, helping users quickly locate research
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interests. However, it did not consider that although dif-

ferent keywords are not in the same subject, there still has a

relationship between them. Consequently, the results of

research interests were incomplete [6]. To identify the

most-used keywords in the title and content of articles

published over time, a methodology has been developed

and providing insight for traceability of future research

directions, which have important influence on attaining

publication content, as well as quality information for

readers and authors [7]. Some systems could refine user

interest profiling, focusing on extending scientific subject

ontology via keyword clustering and improving the accu-

racy and effectiveness of recommendations of electronic

academic publications in online services [8]. A research

used identified keywords of published literature to explore

major subjects and evaluate the quality of the Korean

Journal of Womens’ Health Nursing from 2007 to 2009 [9].

Some keyword search engines could enable users to easily

access XML data without the need of learning XPath or

XQuery and study possibly complex data schemas [10].

Some researchers used two methods, one based on online

communities and another based on the set of nouns

obtained by morphological analysis of webpages to cluster

keywords of a search engine [11]. Leverage and citation-

network and meta data information are also used to rec-

ommend relevant keywords for papers [12]. Many other

researchers were dedicated to keywords of scientific

papers, and many methods were used for keyword extrac-

tion, keyword search and keyword analysis [13].

In this paper, a concepts recommendation model is used

to provide related concepts before searching based on

search terms, including three major steps: the first is to

preprocess meta data and define concepts, the second is to

acquire related terms based on search words and finally is

to map these related terms to concepts that would be rec-

ommended. The metadata in this work contains title, key-

words and abstract in papers. For scientific papers, the

keywords defined by authors in papers, is perfect natural

research concepts, which finding process does not need a

lot of background knowledge and is easy, so this work

extracts research concept from keywords in database. For

mapping search terms to research concepts, this work

regards single words in meta data of papers as intermediate

node, in which select related single words are selected by

calculating similarity value between candidate words and

search terms, and then these related single words are

matched to concepts that are recommended to users. There

are two main contributions in this work. Firstly, different

from other recommendation model using string to describe

domain knowledge, this work proposes concept recom-

mendation which extracts concept from keyword string.

Secondly, semantic correlation is to compare meaning of

the concepts not words, which need a great deal of

background knowledge, in this part, this work puts forward

related concepts recommendation model based on data

mining algorithms, which only search for relatedness, do

not need to deal with the relationship between concepts and

only need metadata of papers which is easy to acquire.

This model recommends related concepts automatically,

which not only solves the natural language fuzziness

problem, simplifies the search steps, but also lays the

foundation for the next step work of semantic search,

which helps users quickly find accurate search concepts

and improve retrieval efficiency.

2 Methodology

The proposed concept recommendation algorithm frame-

work of this work is given in Fig. 1, which includes data

acquiring, data preprocessing and concept extracting, and

concept recommendation. Data of this work is acquired

from Web of Science, which is the meta data of papers

includes title, keywords, and abstract. Section 2.1 intro-

duces data preprocessing method, Sect. 2.2 introduces

concept recommendation model, and similarity calculation

of concept recommendation is introduced in Sect. 2.3.

2.1 Data preprocessing and concept extracting

The goal of searching scientific papers is to map several

search keywords called search terms to a set of papers in

given database. All search engines need in common is

provided search terms firstly. The accuracy of search terms

affects search quality, but as natural language, which are

fuzzy and always perform polysemy, synonyms, etc., so

precise search terms are significant. In this paper, we

propose a model to recommend related concepts for

searching papers based on search terms. Data used in this

work is the meta data of the paper, which includes title,

Fig. 1 Concept recommendation algorithm framework
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keywords, and abstracts acquired in Web of Science stored

at papers database.

For concepts recommendation implementation, it is

advisable to further establish a concept database which

contains two elements: concepts and the appearing fre-

quency of every concept. So, according to this principle,

this work extracts concepts from meta data of papers. The

candidate terms of the concepts extracted from keywords.

However, they are string, not concept. For example,

‘‘search engine’’ and ‘‘search engines’’, ‘‘SVM’’ and

‘‘Support Vector Machine’’ are the different strings, but

same concepts. So, this work merges synonyms by same

NLP technologies and language rules defined. For example,

if ‘‘a(b)’’ in our language rules, two terms appeared in

context with this pattern, this work signs them as the same

concept, and then, if they are found in another context with

different language pattern, the new pattern can be added in

language rules. Through this method, concepts are extrac-

ted from keywords and stored at concept database.

2.2 Concepts recommendation model

This model studies concepts recommendation based the

above preprocessed metadata. In this paper, a concepts

recommendation model is proposed, including two main

parts: similarity calculation for terms and term-concept

matching, through which related concepts can be extracted

and recommended. The flowchart of this concepts

recommendation model is shown in Fig. 2. Based on search

words, related terms are extracted by three kinds of cal-

culations and cosine similarity is used to map those terms

to concepts. After ranking, the most related concepts could

be recommended.

The similarity is calculated between search term pro-

vided by users and terms in meta data of paper, which

includes three factors: inclusion, intersection, and semantic

relation. The method of similarity calculation could be

introduced in 3.3.

After extracting terms with high similarity values with

input term, this work maps these terms to concept, for

example, maps ‘search’, ‘engine’, ‘web’, ‘optimization’ to

‘search engines’, ‘web search engines’, and ‘search engine

optimization’. Cosine similarity is used in this work to

accomplish this mapping. If n related words have been

selected, the related words sequence can be seen as one

vector W(w1, w2,…, wn), while each concept is another

vector C(c1, c2,…, cn). The wi is the similarity weight

value calculated above, which describes similarity degree

of every word in search topic. And ci is the weight value of

every word in concept. If the word is in concept phrase, the

value is set with ‘‘1’’, else, the value is set with ‘‘0’’. Then

cosine similarity algorithm can calculate the similarity of

two vectors. In this way, this model figure out similarities

between concepts vectors and related words vector and

select those with higher value as related concepts. The

cosine similarity can be seen in formula 1.

cos h ¼ Rn
i¼1 Wi � Cið Þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rn
i¼1 Wið Þ2

q

�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

Rn
i¼1 Cið Þ2

q ð1Þ

Two elements are considered in this work to rank the

result of concepts, similarity (S) and frequency (F). This

work ranks concepts with formula 2. W is the final

importance weight value of each concept, the a in which is

the parameter to regulate weight of S and F.

W ¼ ða2 þ 1ÞS� F

a2ðSþ FÞ ð2Þ

2.3 Similarity calculation for terms

Three main relationships are constructed to measure the

similarity between terms and search terms: inclusion,

intersection, and semantic relation. All the word in the

papers database selected from title, abstract, and keywords

of paper could be confirmed as candidate words. The main

task of semantic match is to extract the containing words,

crossing words, and related words from candidate words

according to the three relationships. The specific meanings

of the containing words, crossing words, and related words

are as follows.
Fig. 2 Flowchart of concepts recommendation model
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Candidate words are selected from scientific paper titles

and keywords which hold an inclusion relationship with

search word. For instance, if ‘search engine’ is inputted by

users as search word, the containing words and their sim-

ilarity weight values with it could be calculated as follows.

Table 1 reveals four keywords and their frequencies, and

all of them contain ‘search engine’, so, every word com-

posing these keywords is containing word, such as ‘web’,

‘optimization’, ‘marketing’, ‘search’ and so on. This model

regulate the frequency of co-occurrence between every

containing word and ‘search engine’ as the similarity value

of the containing word. For example, the similarity value of

containing word ‘optimization’ is 23, because the fre-

quency of co-occurrence between ‘optimization’ and

‘search engine’ is 23. Similarly, ‘marketing’ is valued at

20, ‘search’ is valued at 165 (87 ? 35 ? 23 ? 20). If the

result value of a containing word is higher, the relationship

between search word and it is closer.

Crossing words represent words selected from scientific

papers’ titles and keywords which hold an intersection

relationship with search word. In the same way of the

calculation of containing words, regulate the frequency of

co-occurrence between every crossing word and ‘search

engine’ as the similarity value of that crossing word. The

association rules algorithm is imported in this work to

search for crossing words which hold a higher support

degree with ‘‘search’’ or ‘‘engine’. The support degree of

association rules algorithm represents the frequency of co-

occurrence between two words.

The crossing words holding support degree with

‘‘search’’ are extracted by association rules and shown in

Fig. 3. The size of the circle represents the support degree

of the crossing word, and the thickness of lines between

circles indicates the strengths of corresponding

relationships.

Semantic related words hold a semantic relationship

with search word, which appear frequently in the same

context with search word. This work regards the word in all

keywords (except stop word in English) appears in the

same paper context (containing title, keywords and

abstract) with search term as the semantic related word.

And this work matches keywords to context by Aho–

Corasick automation, and calculates tf–idf value of the

semantic related word in the context as a, and the co-oc-

currence times with search term as b, and then a*b is the

final similarity weight for related word.

tf–idf, composed by Term Frequency (tf) and Inverse

Document Frequency (idf), is a statistic technology to

evaluate the significance of words in a document. The tf

variable is the frequency of one word appearing in the

document, while idf presents the level of the word

appearing in other documents, which can be considered

that if one word not often appears in other documents, it

may hold more powerful capacity of classification and can

get a higher idf value. As a result, tf–idf value is calculated

as tf � idf .

The final similarity between candidate word and search

word is calculated by the formula which includes three

aforementioned factors: normalized inclusion similarity as

x, normalized intersection similarity as y, and semantic

similarity as z. The parameter a, b, and c are weight of

factors, which should be defined according to the appli-

cation. The formula 3 is as follows:

Sim ¼ a� xþ b� yþ c� z ð3Þ

The dependent variable of formula 3, Sim, represents the

similarity between search term and candidate word, which

could be used to extract related words with higher Sim

degree from candidate words. Then, the related words

extracted in papers database are supposed to be mapped to

some concepts in concepts database based on cosine sim-

ilarity algorithm. Consequently, related concepts with

higher similarities to search words could be selected.

Table 1 Keyword frequency

Number Keywords Frequency

1 Search engines 87

2 Web search engines 35

3 Search engine optimization 23

4 Search engine marketing 20

Fig. 3 Frequent words and their relationships
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3 Results and discussion

3000 articles in the field of search engine from Web of

Science Core Collection are acquired in this work, which

‘‘search engine’’ is input as search topic, ‘‘article’’ is input

as document types, and ‘‘computer science information

systems or computer science theory methods or computer

science artificial intelligence’’ as web of science categories.

After pre-processing the text data, the metadata including

title, abstract, and keywords of every paper is formed,

which is extracted papers. Then, this work preprocesses the

meta data and extracts concepts from keywords. Finally,

this work acquires 4078 concepts from 7491 keywords.

This work calculates similarity of words and search

terms and uses Analytic Hierarchy Process (AHP) to

evaluate parameters—a, b, c—in the ‘Sim’ formula for

three factors: inclusion similarity, intersection similarity,

and semantic similarity. AHP is a combination of qualita-

tive and quantitative analysis, which is systematic and

hierarchical. The establishment of hierarchical structure of

‘Sim’ is represented in Formula 4, and the value of

parameters in matrix is defined by experts based on the

different importance of factors: containing words, cross

words, and deviation words. In this work, the importance of

intersection similarity is 1/3 of inclusion similarity, while

the semantic similarity’s is 1/5.

a b c

a

b

c

1 3 5

1=3 1 3

1=5 1=3 1

0

B

@

1

C

A

ð4Þ

APH results are shown in Table 2:

In order to evaluate this method, this work queries for

six times with different search terms: ‘‘search engine’’,

‘‘social network’’, ‘‘machine learning’’, ‘‘semantic search’’,

‘‘natural language processing’’ and ‘‘information retrieval’’

and the result from the input ‘search engine’ are shown in

Table 3.

The experimental result of this research has been eval-

uated and presented higher precision and lower recall in

concepts recommendation. Precision Rate and Recall Rate

are two basic indicators in the domain of information

retrieval. The formulas of them are as follows:

Precision ¼ Retrieved related concepts

All retrieved concepts
ð5Þ

Recall ¼ Retrieved related concepts

All related concepts
ð6Þ

The evaluation of results of six queries experiment are

shown in Table 3. The MAP is the average value of all the

Precisions. The comparison of precision and recall value

are also shown in Fig. 4.

Six queries experiment shows that this simple algorithm

holds good precision, which suits the applications with

small data set and need quick reaction. There are also some

shortcomings, some keywords are incurrent to be recom-

mended, because they have similar string with search term.

So, the semantic relationship should be considered more in

future work.

4 Conclusion

The exponential growth of electronic scientific papers with

unstructured nature has made finding and searching rather

difficult. In order to help users quickly search for accurate

papers they need, this work proposes concept recommen-

dation model to remind users related input keyword and

expand their search term. Different from traditional string

recommendation such as keywords recommendation,

words recommendation and so on, this paper proposes

concept recommendation, extracts concepts from keywords

and designs one concept recommendation model for

searching scientific papers, involving two elements—three

similarity factors and a formula to calculate the similarity

between words and search words and term-concept

matching, which is the first attempt to recommend related

concepts for scientific papers searching. Compared with

other methods, this work uses scientific papers as dataset

and keywords as resource to extract concepts, which is

simple to realize and do not need much domain knowledge.

The evaluation shows that this model holds good precision

and recall.

However, this concept recommendation model only

considers about string similarity and semantic similarity

based on co-occurrence and machine learning technologies.

The future work will focus on ontology learning to build an

ontology of subject, through which the recommendation

model could not only acquire related relationship between

words and concepts, but also hypernym–hyponym rela-

tionships to improve the accuracy of recommendation.
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