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Abstract
The process of current urban and accelerating the number of motor vehicles increased rapidly resulting in road traffic pressure
is increasing, we need to analyze large data traffic in the city, to guide urban road planning and improve the level of city
management, and city operation rules found from traffic data in complex. However, traffic data are characterized by large
amount and high dimension, which makes the analysis process difficult. In this paper, the composition, characteristics and
application of large data in traffic field are introduced. Mining multi-source heterogeneous data traffic generated by the depth
of the traffic data to establish a comprehensive analysis platform and project evaluation subsystem, the formation of integrated
traffic system model for multi field, multi-level application requirements. In this paper, we propose a visualization model
based on self-organizing feature map neural networks with graph theory. This paper analyzes the traffic data of the whole life
cycle, combing the traffic data collection, analysis, discovery, the level of application, and uses big data techniques to guide
the city traffic planning, construction, management, operation and decision support.
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1 Introduction

With the continuous development of city traffic and location,
traffic flow, traffic continues to increase the number of track
data caused by the explosive growth, how these data con-
cludes with perplexing information and rules supporting the
significance to the development of city traffic, to the city road
traffic planning has important significance. The focus of this
paper reflects on the visualization of massive trajectory data
and multidimensional data is to find a balance, that is how
to within a limited space as much as possible to show the
various dimensions of the track data, to help users to see the
data in the whole data exploration and analysis. To a large
extent, when we discover the implicit knowledge of data, we
have a comprehensive analysis of the data, so that people can
sum up the correct rules and knowledge in visual analysis
[1].
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In this context, the traditional methods such as investi-
gation and classification of data, the establishment of the
four stage macro model cannot meet the requirements of
comprehensive evaluation of urban traffic in the new period.
Traditional technology is facing change. In recent years, big
data as a new hot spot in the research and development of
the international, the data related the traditional areas of
large volume, the lower the value of the data link, to provide
new research ideas, method and path for the comprehensive
assessment of city traffic and technology upgrading recon-
struction [2,3] (Figs. 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13,
14, 15, 16, 17, 18).

In the process of the construction of intelligent trans-
portation now, traffic system and intelligent vehicle road
test and sensor information, will produce a large number of
vehicle information, road information, traveler information
and information management services, including city Road,
highway, rail, bus, taxi, inter provincial passenger transport,
public security traffic management and civil aviation, rail-
way, and even the weather and other traffic data content.
These traffic data have large capacity, fast growth, diversi-
fied structure, low value of many data, so they need to be
further processed and excavated [4].

123

RETRACTED A
RTIC

LE

http://crossmark.crossref.org/dialog/?doi=10.1007/s10586-018-1848-1&domain=pdf


S13294 Cluster Computing (2019) 22:S13293–S13305

Fig. 1 Big data in the field of
transportation

The operation of urban traffic network is a dynamic pro-
cess, and its status changes with time and place. Analysis
of traffic state science can describe the evolution of traffic
congestion, reasonable evaluation can provide the spatial dis-
tribution information of the road network to the congested
city traffic management department, to provide guidance
for transportation, lay the foundation for the scientific man-
agement of city traffic system and effective control. The
deduction of traffic condition is the basis of traffic system
analysis and evaluation.

With the gradual progress of China’s intelligent trans-
portation construction process, traffic data has been greatly
enriched from scarcity, and has brought severe challenges
to big traffic data. First of all, the data did not establish an
effective association, was isolated in the category, industry,
and local authorities, road video as the biggest source of traf-
fic information is not fully utilized, so the public cannot get
accurate coherent travel information services.

Many data sources, storage modes, complex data types,
which contains a large number of video and image semi-
structured and unstructured data, and the data without
uniform standards, in the organization, integration, clean-
ing and transformation of these data is difficult. Dig into the
potential value of traffic data. First of all, we need a man-
agement platform that can handle various types and sizes of
data. The management platform also needs to be able to pro-
cess structured data, semi-structured data and unstructured
data at the same time. According to the traffic data of high
growth, increasingly large scale, we need a high efficient
data processing technology, analysis of traffic data mining
effectively, extract the high value information from, and flex-

Fig. 2 The growth of big traffic data

ible support for various traffic service application demand
increasing [5,6].

The basic technology of ITS includes: integrated infor-
mation processing technology, communication technology,
sensing and positioning technology, computer technology,
intelligent control technology, the technology can only coop-
erate with each other, used for traffic management system.
While each technology plays a different role in the ITS
system, we first briefly introduce the following three tech-
nologies.

Integrated information processing technology. Informa-
tion technology is the basic technology of ITS, mainly based
on the analysis of the collected information, and the use
of communication technology and information transmis-
sion are specific to a particular user, information acquisition
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and processing technology of ITS is the foundation, is the
key to realize information transfer. And then use advanced
communication technology to send the relevant information
processing results to the user’s port for users to use.

Communications technology. Communication technol-
ogy is the core technology of the ITS operation, role of
communication technology in the ITS system is an informa-
tion transmission function, information acquisition device
to collect information through the communication sent to
the information processing system, information processing
system to various terminal equipment processed information
through the communication system is sent to the user, to
meet user the use of demand. Communication technology is
the nervous system of ITS.

GIS and GPS technology. GIS is the geographic infor-
mation system, is a kind of spatial processing technology
with graphics, mainly according to the user’s request, GPS
technology combined with the geographic data information
obtained by 3D, or othermore directly transmitted to the user.
The main purpose of GPS technology in ITS is to give users
precise positioning and combineGIS to provide efficient nav-
igation for users. The use of GPS technology in urban traffic
can provide appropriate scheduling for urban public trans-
port, and can reduce the urban traffic pressure and improve
the efficiency of urban traffic.

The system structure of ITS has different standards all
over the world, which is determined by the development of
the region. The developed ITS standards developed by the
United States are relatively perfect andmature, and belong to
international standards. The structure design of IST ismainly
based on the user’s needs. The internal structure is mainly
modular and modular. The four subsystems use the same
information communicator, so the structure of the general
ITS is mainly composed of four subsystems and conve-
nient information communication methods. The operation of
these four subsystems is to transfer the collected information
through the appropriate port to the userwho sends the request.

2 Large data theory in intelligent
transportation

2.1 Integration of information resources

Information acquisition and data processing analysis are the
basis of intelligent transportation system, they can be shared
between ITS and other related data information of the sys-
tem which can improve the system to obtain information,
speed and efficiency of data processing. Information collec-
tion and data analysis subsystemaccording to the user request
data, the type of service, call the appropriate data processing
port for data processing and analysis, and then the processed
data is transmitted to the information subsystem, and then

Fig. 3 Different means of transportation will lead to larger amounts of
data

Fig. 4 The structure of self-organizing feature map

sent to the hands of users, so as to provide accurate data for
ITS. In the integration of information resources, the need for
information reception, web information access, data infor-
mation import and other technical means of support. In ITS,
the system can share and exchange data with other systems.
In addition to the use of information acquisition system for
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Fig. 5 Distribution of cluster vectors

Fig. 6 Class of clustering vectors

Fig. 7 Clustering results of SOFM networks (topological structure:
3 × 4)

Fig. 8 Clustering results of SOFM networks (topological structure:
5 × 5)

Fig. 9 Clustering results of SOFM networks (topological structure:
15 × 15)

data acquisition and analysis of ITS, when a special emer-
gency occurs, still needs the original form of artificial data
acquisition.

The information issued by the system belongs to the infor-
mationwhich is filtered and processed according to the needs
of the user, and is transmitted to the user in various forms.
Depending on the terminal setting of the received informa-
tion, the manner in which the information is transmitted is
different. The main equipments in daily life are TV, Internet,
mobile equipment, newspaper and so on. No matter what
kind of equipment users use, ITS should meet the needs of
users and provide maximum convenience for traffic.

2.2 Big data application analysis

The main form of big data in life is the Internet of things, and
the Internet of things mainly includes: perception, network,
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Fig. 10 Weight distribution of the network (epochs = 10)

Fig. 11 Weight distribution of the network (epochs = 50)

applications and other parts. The perception layer is the basic
layer of Internet of things technology, which can enhance the
perception ability of ITS through various sensors and obtain
more accurate and reliable data. For example: by road, car,
sensor and information transmission device and meteorolog-
ical center can stop the information back to the master server
and server for data analysis and processing of information,
to provide users with the need of traffic, traffic jam, transfer,
weather conditions, the surrounding accommodation infor-
mation, catering information and so on, so that not only to
improve the efficiency of travellers, but also to ensure traffic
safety, enhancing traffic system perception.

Fig. 12 Weight distribution of the network (epochs = 100)

Fig. 13 Weight distribution of the network (epochs = 200)

Cloud computing processing of large data broke through
the temporal and spatial constraints of data processing, and
achieved data sharing. It provides convenience for traffic
management at all levels of the city. Big data using integrated
way, users can usemany kinds of data, the need for integrated
processing of these data, in order to meet user requirements,
to ease traffic pressure, improve the efficiency of traffic man-
agement purposes. Through the use of big data technology,
all existing public resources can be allocated properly, and
the most excellent traffic plan cases can be worked out. The
applicationof big data in traffic cannot only reduce the degree
of dependence on the traffic environment, but also reduce the
pressure of traffic operation and improve the utilization ratio
of traffic information.
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Fig. 14 Clustering hit ratio of SOFM neural network

Fig. 15 Undirected graphs and directed graphs

Fig. 16 Geometry based visualization

To completely solve traffic problems, we need big data
to merge with ITS. ITS in large data can provide users
with the necessary road traffic information, vehicle informa-
tion, and information sharing. According to their own needs,
users can obtain multiple travel plans provided by the intel-
ligent system, and decide the most appropriate routes and
tools. Between the user and the traffic control system data
exchange, information transmission, not only improves the
user experience, but also improve the efficiency and speed
data processing data in public transportation, and greatly
saves the cost of operation.

Fig. 17 The ratio of the distance between the evaluation point and the
congestion source to the domain bandwidth. a Single source congestion.
bMulti source congestion

Fig. 18 Evaluating principle of congestion region in 2D coordinated
system
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2.3 Characteristics of big traffic data

Traffic big data has five characteristics. Objectivity. Most
data do not have to be accessed by investigators, but are
actively acquired by sensors to ensure objectivity of data.
Silent persons can be found, including elderly, children, or
less active person [7–9].

Pluralism. The data from different channels reflect the
traffic characteristics in different ways, and the data can be
checked with each other.

Stability. You can repeatedly verify the survey target over
multiple periods of time to reduce the interference of extreme
data.

Accuracy. Reduce sampling, access, fill in, input and other
manual operations to improve data accuracy.

Cheapness. The cost of data acquisition is lower than that
of traditional investigation. The input of test equipment can
be used repeatedly, and a large amount of data is originally
used for other purposes. After data transformation, it can
become the data source of traffic analysis.

Although the application of big data in the field of traffic
has just arisen, some large city traffic research institutions,
High German, Baidu and other map companies, Jingdong,
Alibaba and other e-commerce companies have been carried
out practical applications. In particular, major transportation
research institutions have gradually begun to use large traf-
fic data to change traditional survey methods, so that traffic
analysis begins from sampling data analysis to full sample
data analysis.

Multiple use of big data generated by a running City,
includingfloating carGPS, IC card, fixed detection coil, vehi-
cle identification system, mobile phone data, instead of the
original large-scale traffic survey to a certain extent, effec-
tively save the city traffic analysis cost and improve work
efficiency. At the same time, traditional methods cannot be
achieved, such as long time continuous survey, bus IC card
and mobile terminal tracking, etc., but it can using large data
mining to achieve the purpose.

Overall, big data in the traffic analysis field has made
a breakthrough, but has yet to grasp the overall require-
ments of comprehensive assessment of city traffic technology
trends, to grasp the development direction of evaluation in
the integrity, direction and user demand point. Therefore, it
is of great significance to systematically sort out the actual
demand of traffic planning decision, and construct a new
comprehensive evaluation system of urban traffic.

3 Self-organizing feature map based neural
network

Because artificial neural network can handle that are dif-
ficult to describe with traditional mathematical model of

the system, can approximate any nonlinear, strong adap-
tive, self-learning, associative memory, highly fault-tolerant
and parallel processing ability. In recent years, artificial
neural networks for pattern classification have become a
hot research topic. The self-organizing feature map(SOFM)
neural network can determine the reasonable decision of
complex problems according to the learned knowledge and
experience, it uses unsupervised one calculation method
in clustering the sample data at the same time, can keep
the topological ordering of performance and feature extrac-
tion, especially suitable for solving the clustering problem
[10,11].

3.1 The structure of SOFM neural network

Self-organization is the process of learning the results always
makes the weight vector of the clustering region to maintain
neurons close to the input vector of the trend, so that the
input vectors of similar properties together. SOFM neural
network is composed of input layer and competition layer,
the input layer receives samples, competitive layer to classify
the samples, the two layers of neurons were completely con-
nected, the competition layer neurons arranged in a matrix
of nodes according to the two-dimensional form of general
input nodes is equal to the number of dimensions can repre-
sent the pattern classification problem, the output node the
number depends on the specific issues. Feature mapping can
be viewed as a nonlinear projection of information from two-
dimensional input pattern space to two-dimensional output
feature plane.

3.2 SOFM neural network algorithm

The self-organizing feature map algorithm is a unsupervised
clustering method. Compared with the traditional pattern
clustering method, the clustering center formed by it can
be mapped to a surface or plane, and the topology remains
unchanged. SOFM neural network algorithm iteration pro-
cess is as follows [12].

Initialization. The link weights of N input neurons to out-
put neurons is given a smaller weight, and select the set of
output neurons adjacent to neurons, denoted as S j .

Provide a new input mode, denoted as X .
The Euclidean distance is calculated as follows, and a

neuron with the minimum distance is calculated, which is
denoted as j∗ and satisfies the following equation.

d j = ||X − Wi || =
√
√
√
√

N
∑

i=1

[xi (t) − wij(t)]2 (1)

dk = min
j

(d j ) (2)
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Give a neighborhood around, denoted as Sk(t). The
weights of the modified adjacent neuron of the output neuron
are as follows:

wij = wij(t) + η(t)[xi (t) − wij] (3)

where η(t) is a gain term, which satisfies:

η(t) = 1

t
, or , η(t) = 0.2

(

1 − t

10000

)

(4)

Calculate the output, denoted as Ok .

Ok = f (min ||X J − Wi ||) (5)

Finally, new learning samples are provided to repeat the
above learning process.

Corresponding program is as follows:

int KNET::FindWinner (){int i; 

doubled, best; 

int Winner; 

best =1.0e99; 

Winner=-1; 

for (i =0;i <YoutSize;i ++){ 

 d=EucNorm(i);

 if (d <best){

  best =d; 

  Winner=i; 

  }//endif 

 }//endfor 

return Winner;} 

3.3 Learning vector quantization (LVQ)

Learning vector quantization is an extended form of tutor
learning in SOFM network learning, which allows the input

to be assigned to which class. Except that each neuron in the
output layer is assigned to one of several classes, the LVQ
network structure is exactly the same as the SOFM network.
Since the problem to be solved in this paper belongs to the
study of tutors, in the unsupervised learning phase, SOFM
networks are used to extract features and form clustering
centers. In the tutorial learning phase, we use the LVQ learn-
ing algorithm to determine the classification results of each
neuron in the clustering center, and then adjust accordingly.

LVQ algorithm and its improved algorithms are mainly
LVQ1, LVQ2, LVQ3 and so on.According to the needs of the
problem, this paper uses LVQ2 algorithm. The algorithm is
characterized in that the weight vector is adjusted differently
when the first winner is wrong and the second winner is
correct and when the first winner is correct when the second
winner is wrong.

SOFM neural network with different topologies can get
different clustering results, the number of neurons in the
output layer. The more the actual distribution of clustering
classification more detailed and more close to the sample
vector, the clustering result is more accurate, shown as fol-
lows.

3.4 Neighborhood distancematrix

The competition layer of SOFM neurons in the network can
be arranged in any way, this arrangement can be represented
by the competition between neurons in layer Manhattan dis-
tance neighborhood distance matrix to describe, and two
neurons in the Manhattan range is the vector of two neurons
after subtracting the coordinates, and calculate the absolute
value of the sum of the elements.

Neighborhood distance matrix is as follows:

DM×M = (dm1,m2)M×M (6)

Manhattan distance is calculated as follows:

d = |r1 − r2| + |c1 − c2| (7)

dm1,m2 = d;m1,m2 = 1, 2, . . . , M (8)

The connection weights between the competition layer
neuron j and the input layer neuron i is denoted as w j i ,
therefore:

w j (w j1, w j2, . . . , w j N ), j = 1, 2, . . . , M (9)

WM×N = (w1, w2, . . . , wM )T (10)

where WM×N is network weight matrix. Because network
input data is likely to appear in the middle value region of
the input data. Therefore, the initial weights of the network
are set in the middle value region of the input data space, and
the learning effect of the network will be better.
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Let SOFM network have P input patterns, each input
mode contains N variables, and the input mode matrix is
as follows:

XN×P = (xip)N×P = (x1, x2, . . . , xp) (11)

xp = (x1p, x2p, . . . , xNp)
T , p = 1, 2, . . . , P (12)

Calculates themaximum,minimum, and intermediate val-
ues of each of the variables in the P input modes:

Xmax = P
max
p=1

(xip) (13)

Xmin = P
min
p=1

(xip) (14)

Xmid = 0.5 × (Xmin + Xmax) (15)

Thus forming an intermediate valuevector of the Nvariables
of the input mode:

XmidN×1 = (Xmi d)N×1 (16)

Then the network initial weight matrix is constructed as:

WM×N = 1M×1(Xmi dN×1)
T (17)

3.5 The influence of training steps on the clustering
results of SOFM neural networks

In order to study the influence of training steps on the cluster-
ing results of SOFM neural networks, taking into account the
influence of the different topological structures mentioned
above on the clustering results of SOFM neural networks,
the output layer neurons are taken as 225, and the output
node topology is set as 15 × 15. The learning of the SOFM
neural network is to adjust the direction of the weight vector
toward the direction of the input pattern vector, so that each
weight vector moves closer to the central position of each
cluster model group. At the same time, the arrangement of
the geometric points of the network weight vector is basi-
cally consistent with the natural arrangement of the neurons
in the competition layer, that is, the topological structure is
basically the same.

When epochs is greater than 200, the distribution of net-
work weights will no longer change obviously. If the training
steps are increased, then there will be no practical signifi-
cance.

The SOFM network model, in the process of clustering
analysis, only need to provide some samples for the net-
work, and does not need to provide the ideal output, network
can be self-organized learning according to the input sam-
ple, and divides the sample into the corresponding model
class. Since it is not necessary to provide ideal output sam-
ples, the establishment process of SOFM network clustering

model is greatly simplified. The simulation results show that
the neurons in the output layer is six edge under the condi-
tion of different topologies produced great influence on the
clustering results using SOFM neural network, the number
of neurons in the output layer. The more clustering classi-
fication more detailed, more accurate clustering results. In
the same neurons in the output layer topology conditions,
generally speaking, the larger the number of training steps,
the SOFM network clustering result is more accurate, but
have little effect on the number of training steps for the clus-
tering results, resulting in lengthy training time. Therefore,
we should take into account the number of samples and the
number of pre clustering in the SOFM clustering model.

4 Graph theory

The generation of graph theory can be extended to the 1736,
and its development until the last century, 40s has been the
attention of people. Graph theory has a very intuitive and
simple characteristics, especially when applying graph the-
ory to solve some practical problems, it can better transform
the problem into an equivalent graph theory problem. These
characteristicsmake graph theorywidely used inmodern sci-
ence. For example: computer, systems engineering, network
engineering, appliedmathematics andmany other fields have
been applied and developed. In simple terms, graph theory is
a relatively old discipline, and its tenacious vitality, like the
human neural network, has made many contributions to the
development of people’s science and technology [13–16].

Artificial neural networks refer to the study of an analog
organism based on modern neurobiology. It can calculate
some characteristics in the human brain, and then form a
new information feedback and processing system through
simplification and simulation. With the development of arti-
ficial neural networks, more and more features of human
brain have been presented, and its technology has possessed
the function of human brain. With the continuous develop-
ment of its technology, artificial neural networks have been
integrated with information storage, information processing,
self-learning and other characteristics. The salience of these
features has enabled their technology to be used in systems
identification, information processing, troubleshooting, and
prediction of various types, and provides strong data support
for the corresponding technologies [17].

4.1 Efficient fusion of graph theory and artificial
neural networks

In the 80 s of last century, two scholars from Hopfield and
Tank worked together to realize the application of graph the-
ory to the Hopfield network model in neural networks. The
study sets a city of P = 30 and uses a Hopfield network
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of 900 neurons to find an optimal solution in less than 0.2
seconds. This study caused a stir in the academic circles,
and in the study of stimulus, people began to carry out more
research on the neural network, so the technology can get a
rapid development in the related academic circles. In such a
developing situation, graph theory and neural network form
an effective fusion pattern. It also makes people realize that
the artificial neural network and graph theory have certain
relations, and can also promote the research and develop-
ment of neural networks under the function of graph theory.
For example, the structure algorithm of neural network, the
model design of neural network, the stability theory of neural
network and the classification problem of forward artificial
neural network model. In addition, the artificial neural net-
work and graph theory are integrated, it can better solve the
difficult problems, especially for some difficult problems, in
the integration of the two, to get the optimal solution, realize
the application of neural network to deal with some problems
of graph theory in fracture conjecture.

It is worth mentioning that when applying artificial neural
networks to graph theory problems, the following principles
of application should be followed. With the help of graph
theory, the problem can be solved by mapping it to the neural
network model. Therefore, in the selection of neurons and
neural networks, it is necessary to consider and analyze the
key point of constructing the energy function. Because of
the effective fusion of graph theory and neural networks,
many problems have been solved, such as coloring of graphs,
covering of graphs and so on.

Graph theory is an important modern mathematical tool
for the study of natural science, engineering technology, eco-
nomic management and social problems, and has attracted
more and more attention in the world of mathematics and
other scientific circles.

4.2 Basic algorithm of graph theory

Graph theory plays an important role in computer science. It
provides a simple and systematic modeling method for many
problems. It can also be understood as a basic operation and
constitute provisions of operations in order to complete the
steps, or as designed in accordance with the requirements
of the limited the exact sequence of calculation, in the real
world, many problems can be transformed into the problem
of graph theory, then using graph theory to solve the basic
algorithm.

An algorithm should have the following five important
features.

Poverty: an algorithm must guarantee that the execution
has finite steps to ends.

Accuracy: each step of the algorithm must have a precise
definition.

Input: an algorithm has 0 or more inputs to describe the
initial condition of an object. The 0 input refers to the initial
condition set by the algorithm itself.

Output: an algorithm having one or more outputs to reflect
the result of processing of the input data.

Feasibility: the algorithm works in a precise way, and can
be done with a limited number of calculations with a pen and
paper.

4.3 Parallel graph theory algorithm

The study of parallel graph theory began in the middle of 70s
of last century, and has been basically mature till the middle
of last century of 80s. The early work in this area mainly
focuses on the research of algorithms for basic graph theory
problems. Later, with the deepening of the research, people
began to study complex graph problems, typical examples
such as the maximum matching of the graph.

Parallel graph algorithm basically can be divided into
two categories: one focuses on some basic problems such as
graph, undirectedgraph connectedness, directedgraph reach-
ability, strongly connected components, minimum spanning
tree, the depth and breadth first search. The other is to
study complex graph problems, such as maximum cardi-
nality, weighted matching, graph coloring, maximum flow,
minimum cut, etc..

4.4 Threshold segmentation algorithm

Threshold segmentation algorithm is a widely used region
based image segmentation technologies, it uses the image to
extract the difference between the target and the background
in gray characteristics, the image is regarded as a combination
of two kinds of regions with different gray levels, select an
appropriate threshold to determine each pixel in the image is
the target or belong to the background. The thresholdmethod
is first to determine a gray threshold in the gray range of the
image, denoted as T . Then, the gray values of each pixel in
the image are compared with this threshold, and the pixel is
classified into a class of the two class according to whether
it exceeds the threshold value. These two kinds of pixels
generally belong to two kinds of regions in the image, so the
pixels can be segmented according to the threshold to achieve
the purpose of region segmentation.

It can be seen from themethod that determining an optimal
threshold is the key to segmentation, and it is also a difficult
problem of threshold segmentation.

4.5 Minimum spanning tree clustering algorithm

Minimum spanning tree clustering algorithm was first pro-
posed by Zahn, which is to each pixel as a node, according
to gray and spatial relation weights, because of the noise and
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the fuzzy boundary sensitive lead cut set, thus affecting the
segmentation effect, after the transformation to achieve fuzzy
clustering analysis, the improved algorithm is as follows.

When initializing the gray pixels divided the same as a
class, instead of each pixel as a class, according to the differ-
ent pixel and the original image is divided into several sub
images, each pixel requires sub graphs of the same, and most
can be divided into 255 sub images. Each subgraph contains
a number of regions that are not connected but have the same
gray levels.

Each sub graph is connected with a domain mark, so that
the original image is divided into several connected domains,
and the gray levels in the connected domain are the same.
Each connected domain is considered as a class. Calculation
weight. Construct the minimum spanning tree, clustering,
and realize image segmentation.

4.6 Minimum spanning tree clustering algorithm

Solving graph theory problems generally needs to be mod-
eled by graph theory. Graph theory modeling refers to the
process of abstracting and simplifying some objective things,
and describing the characteristics and internal relations of
objectswith graphs. The establishment of graph theorymodel
is to simplify the problem and highlight the main points in
order to study the essence of the problem more deeply. The
goal of graph theory can be either an optimization or a prob-
lem of existence or construction.

Generally, before the model is built, the research object
should be investigated comprehensively, and the prototype
will be idealized and simplified. Then a preliminary analysis
of the prototype is made to distinguish the elements and the
goals, and to find out the relationship between them. In the
model to describe the research object using graph theory, in
order to highlight the factors and solution is closely related
to the target, reducing the complexity of thinking, inevitably
give some elements. In the modeling process, ignoring the
elements in the prototype which have little relationship with
the target, can simplify the problem properly.

According to the nature of the three aspects of the mid-
point, edge and weight of the graph, there are different graph
theoretic models. Different theories and algorithms form
different theoretical systems, and they also lead to the diver-
sification of graph theory model, which can make the graph
model adapt to all kinds of problems. But these rich choices
also add to the difficulty of graph modeling. For some prob-
lems, it is natural to think of some kind of graph model, for
example, to see the expression will be reminiscent of expres-
sion tree; but for other questions, analysis of different angles,
then different models have different effects.

Generally speaking, the graph theory models of different
theoretical systems are likely to produce completely differ-
ent effects, which highlights the importance of choosing the

appropriate theoretical system.When there aremultiplemod-
els to choose from, the models that are suitable for solving
can only be selected by careful identification of the subtle
and crucial differences between them.

5 Establishment of visual model

5.1 The process of visualizing information

In the information visualization model proposed by Card,
information visualization process can be divided into 3 pro-
cesses: data conversion to original data conversion, data table,
data table to convert the visual structure visualization struc-
ture to the view. The process of data visualization is divided
into the following 3 stages.

The data pretreatment can preprocess and process the col-
lected information so that it is easy to understand and easy to
be input and display. The contents of preprocessing include
data format and standardization, data transformation technol-
ogy, data compression and decompression, etc.. Some data
also need to do outlier detection, clustering, dimensionality
reduction and so on.

The function of drawing is to complete the conversion
from data to geometric image. A complete graphical descrip-
tion needs to be applied to various visualization rendering
techniques on the basis of considering user requirements.

Display and interaction. The function of the display is
to output the image data generated by the drawing module
according to the user specified requirements. In addition to
the output function of image information, the user’s feedback
information should be transmitted to the software layer to
realize human-computer interaction.

6 Geometry based visualization

In 1980, parallel coordinate system proposed by Inselberg is
one of the classic multidimensional data visualization tech-
nologies. Parallel coordinates using a vertical axis parallel to
represent dimensions, through numerical characterization of
multidimensional data on the shaft and shaft line connecting
all the coordinates of points to displaymultidimensional data
in two-dimensional space.

Parallel coordinate system can display multidimensional
data succinctly and quickly. Because of its classical and
extensive application, many scholars have applied parallel
coordinatemethod to visualization, datamining, process con-
trol, decision support, approximate computation and some
other fields.When the size of the data set becomes very large,
the dense fold lines make parallel coordinate systems diffi-
cult to interpret. Therefore, visual aliasing reduction is also
noticed by many experts. The parallel vision based obfusca-
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tion methods include dimensional rearrangement, interactive
method, clustering, filtering, animation, etc..

6.1 Regional traffic state analysis and evaluation
method

Operation time of road congestion accumulation can reflect
the road in statistical interval, the average travel speed cal-
culation section is lower than the speed of road congestion
identification threshold to determine whether the average
speed of road congestion, the use of map matched float-
ing car GPS data transfer calculation, congestion threshold
is determined by the grade of road sections and histori-
cal traffic data. The congestion discriminant function is as
follows.

ftr =
{

1, vtr1 < vtr2
0, vtr1 ≥ vtr2

(18)

where vtr1 and vtr2 respectively represent average travel
speed and congestion speed threshold. The cumulative spa-
tiotemporal congestion is calculated by accumulating the
length of congestion in the target section and the length of
the congested section, as follows:

I =
T

∑

t=1

ftr ar ltr p (19)

In order to analyze regional traffic congestion reasonably,
weneed to describe the traffic congestion degree of eachpoint
in the study area to describe the traffic status in the study area.
The more the congestion source in the neighborhood, the
closer the distance from the evaluation point to the location
of the congestion point, the higher the congestion level of the
evaluation point. We use congestion intensity C to evaluate
the degree of congestion at a certain point in the region:

C =
q

∑

i=1

K (x, Xi , h) (20)

The congestion intensity increases with the increase and
accumulation of the congestion sources in the local area,
which can reflect the spatial distribution of congestion.When
the number of congestion sources in the whole study area is
certain, the average value of the congestion intensity remains
the same regardless of the distribution of the congestion
sources. In order to realize the regional traffic congestion
evaluation, we must first determine the congestion, in order
to describe the distribution of congestion on the road, which
is separated into scatter distribution along the road, each point
represents the congestion intensity certain units of the unit,
decided by the statistical average of the congestion intensity
interval J .

J =
∑

t
∑

r
ltr ftr

∑

t

∑

r
ltr

(21)

Assuming that the points are uniformly distributed along
the road, in fact, the traffic condition is uneven, and the point
source distribution along the road is not uniform. However,
when we evaluate the whole area, we can ignore the hetero-
geneity.

In order to describe the relationship between the evalu-
ation point and the congestion source and introduce Gauss
kernel function as the attenuation function, we consider that
the influence of the congestion source on the evaluation
point decreases exponentially with the square of the distance
between the congestion source and the evaluation point.

When the coordinates of the evaluation points are two-
dimensional, the neighborhood bandwidth is a diagonal
matrix of 2 × 2, where the congestion intensity of a point
in the region can be expressed as follows:

In the evaluation of regional traffic congestion, the ratio-
nality of the selection of neighborhood bandwidth of the
evaluation point is concerned. When the bandwidth selec-
tion is too large, the region evaluation scale will be too large,
and the local features of the region will be smoothed out,
so it is difficult to reflect the uneven distribution of regional
congestion intensity. When the bandwidth selection is too
small, will be limited to road congestion, cannot reflect the
relative relationship between the road network scale on the
significance of regional distribution and correlation and con-
gestion.

7 Conclusion

Through the life cycle analysis of large traffic data, this paper
makes a preliminary study of the role of the data at all stages.
The traffic engineering technology and big data combination
is introduced in this paper, in order to help eliminate traffic
fuzzy decision, and provide a quantitative analysis method
and decision support data, traffic data for later in-depth appli-
cation of the foundation.

In this paper, the road congestion intensity is used to
describe the congestion degree of each road network. We
construct a visual model describing the overall distribution
characteristics of urban network congestion, and describe
the spatial distribution and agglomeration degree of each
area in different periods of the city road network of dif-
ferent congestion level. This paper presents an analytical
framework for pattern recognition and classification of urban
traffic congestion. We combine self-organizing feature map
neural network and graph theory, and construct visualiza-
tion model in order to better analyze the big traffic data. The
experimental results show that our proposed algorithm real-
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izes the feature extraction and clustering of high-dimensional
congestionvisualizationdata, and achieves the effective iden-
tification and classification of traffic congestion model.[18]
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