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Abstract
The design, management, and operation of network infrastructure have evolved during the last few years, leveraging on
innovative technologies and architectures. With such a huge trend, due to the flexibility and significant economic potential of
these technologies, software-defined networking (SDN) and network functions virtualization (NFV) are emerging as the most
indispensable key catalysers. SDN/NFV enhancing the infrastructure agility, thus network operators and service providers
are able to program their own network functions (e.g., gateways, routers, load balancers) on vendor-independent hardware
substrate. One of the most important considerations in NFV deployment is how to allocate the virtual resources that are needed
to provide flexible virtual network services in an NFV-based network infrastructure. Thus, the most important prerequisite
for NFV deployment is achieved fast, scalable and dynamic composition and allocation of networks functions (NFs) to
implement network services (NSs). We have proposed a revised RA algorithm that integrates embedding and scheduling
of virtual network functions (VNFs) simultaneously. In this paper, performance evaluation of the revised RA algorithm is
performed and the proposed algorithm is applied more effectively in NFV environment where the demand for resources is
flexible and concentrated.

Keywords Virtual resource allocation · Resource embedding · Resource scheduling · Network function virtualization

1 Introduction

The design, management, and operation of network infras-
tructure have evolved during the last few years, leveraging on
innovative technologies and architectures. With such a huge
trend, due to the flexibility and significant economic potential
of these technologies, software-defined networking (SDN)
and network functions virtualization (NFV) are emerging as
the most indispensable key catalysers. SDN/NFV enhanc-
ing the infrastructure agility, thus network operators and
service providers are able to program their own network
functions (e.g., gateways, routers, load balancers) on vendor-
independent hardware substrate. They facilitating the design,
delivery, and operation of network services in a dynamic and
scalable manner [1–3].
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NFV is a technology that allows network services to
be controlled and managed in software by separating var-
ious network functions (NFs) from hardware devices in
dedicated network equipment and implementing them in
a high-performance general-purpose server. Through the
network function virtualization (NFV), companies such as
network service providers and carriers have sought to dra-
matically reduce CAPEX/OPEX by improving the speed of
new service provisioning and flexibility of network construc-
tion through the S/W-based devices provided by NFV. One
of the most important considerations in NFV deployment
is how to allocate the virtual resources that are needed to
provide flexible virtual network services in an NFV-based
network infrastructure. Thus, themost important prerequisite
for NFV deployment is achieved fast, scalable and dynamic
composition and allocation of networks functions (NFs) to
implement network services (NSs) [3–6].

However, until the introduction of NFV to provide com-
mercial services, there are many technical issues to be solved
such as guaranteeing performance, stability, and support for
the multi-vendor environment, ensuring perfect interoper-
ability and linking existing virtual and non-virtual resources
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Fig. 1 An example network and
simulation network
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[7]. We have proposed a revised RA algorithm that integrates
embedding and scheduling of virtual network functions
(VNFs) simultaneously [8]. In this paper, performance eval-
uation of the revised RA algorithm is performed and it is
proved that the proposed algorithm is effectively applied in
NFV environment.

The composition of this paper is as follows. In Sect. 2,
we review the revised online combined VNF embedding and
scheduling algorithm. In Sect. 3, we describe the network
and simulation environment for running the revised RA algo-
rithm. We also analyze the performance of the revised RA
algorithm through simulation. Finally, the paper concludes
in Sect. 4.

2 Related work and revised virtual resources
allocation scheme

Resource allocation (RA) in NFV requires efficient algo-
rithms to determine on which high volume servers (HVSs)
VNFs are placed, and be able to migrate functions from one
server to another for such objectives as load balancing, reduc-
tion of CAPEX and OPEX, energy saving, recovery from
failures, etc. [2,9–11].

Riera et al. [12] provided the first formalization of the
scheduling problem in NFV as a Resource Constrained
Project Scheduling Problem. Mijumbi et al. [2,13,14] pro-
posed an approach to tackle the online VNF Forward-
ing Graph Embedding (VNF-FGE) and VNFs Scheduling
(VNFs-SCH) by proposing greedy and metaheuristic (tabu
search) approaches aiming at reducing the flow execution
time. The algorithms perform both mapping and scheduling
at the same time (one-shot) resulting in high acceptance ratio,
low average flow time and low embedding cost. Hyuncheol

et al. [8] considered a resource sharing approach that allows a
given VM to process multiple VNFs, one after another (pos-
sibly) from a queue.

A network example to illustrate the operation process of
the revised RA is shown in Fig. 1. As shown in Fig. 1,
the network consists of 7 HVS nodes from n1 to n7, and
supports 8 VNFs from VNF f 1 to f 8. Node n1 supports
VNF f 3, f 8, and node n2 supports VNF f 4 and each
node supports specified VNFs. We first assume that NS
S1 = f 8 − f 2 − f 3 − f 6 − f 5 requests arrive at T 1 time
to examine the operations of the revised-RA algorithm. It is
also assumed that 3, 2, 4, 2, and 3 TUs are required for VNF
f 8, f 2, f 3, f 6, and f 5, respectively.

(1) If the scheduling TU space for VNF allocation in one or
more nodes is empty
Fig. 2 shows that when the NS S1 = f 8 − f 2 − f 3−
f 6 − f 5 request arrives at T 1 time, at least one of the
time slots of nodes n1, n5 and n7 capable of processing
VNF f 8 is empty.

• If only one node has space for VNF f 8, the VNF is
assigned to that node. As shown in Fig. 2(a), at the
time of T 1, only n1 that can support VNF f 8 exists.

• As shown in Fig. 2(b), if the space is empty in one or
more nodes, the node with the smallest value of ω j

representing the network distance from the previous
VNF service node to the empty node (eg, n1, n5, n7)
is seleted to allocate VNF f 8.

• If there is more than one node that is the first VNF
of NS or the same value of ω j as f 8 of S1, then one
node is chosen randomly.

(2) If the space of nodes for VNF allocation is not as empty
as desired TU, but (TU > 1)
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Fig. 2 At least one space of nodes for VNF allocation is empty

Fig. 3 Key components of rehabilitation

Fig. 3 shows that NS S1 = f 3 − f 2 − f 1 − f 5 − f 8
and S2 = f 3 − f 4 − f 5 are already scheduled when
the NS S3 setup request arrives at time T 1. In this case,
as shown in Fig. 3(a), NS S3 = f 3.... arrives, there
are already scheduled n1 ρ31 and n7 ρ37, so VNF f 3,
which requires 3 TUs, is difficult to allocate directly and
the relocation process must be performed. Unlike the
existing Mijumbi algorithm, in the revised-RA, alloca-
tion starts directly from time T 1 as shown in Fig. 3(a).
Also, since VNF f 3 is executed for 3TU, S1 or S2 must
be rearranged for 1TU backwards.
To do this, the concept of interference,φi, j , is introduced
in the revised-RA algorithm. φi, j denotes the number of

VNFs to be relocated due to lack of TU when allocating
VNF i to virtual node j . In Fig. 3, in order to schedule
f 3 of NS S3 = f 3..., two empty TUs exist in n1 and n7,
and s1 or s2 already scheduled NS must be scheduled
back by 1TU.
In order to reschedule S1, ρ31, ρ22, ρ52, ρ14, ρ56, and
ρ87 must be rescheduled for 1 TU and for reschedul-
ing S2, ρ37, ρ46, and ρ52 must be rescheduled for 1 TU.
Since φ3,2 is 6, and φ3,7 is 3, S3 is scheduled to n7 as
shown in In Fig. 4. ρ37, ρ46, and ρ52 corresponding to
S2 are rescheduled for 1 TU. Fig. 4(b) shows the time in
which the VNF supporting the f 3 of S2 and the f 3 of
S3 are executed in parallel.
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Fig. 4 The scheduling table after the f 3 of NS S3 is rescheduled

Fig. 5 Simulation network (
∣
∣βi, j

∣
∣ == 1)

(3) When the space of nodes for VNF allocation is (TU ==
0)

In this case, all nodes capable of processing VNF i
are currently being serviced. Therefore, in this case
(
∣
∣βi, j

∣
∣ == 1), the node with the smallest expected com-

pletion time, π j , is selected among the nodes capable of
serving VNF i . If there are several nodes with the same
π j value, the node is selected randomly.

3 Performance evaluation

3.1 Simulation environments

To evaluate the performance of the revised-RA algorithm,
we implemented discrete simulator using C language. In
the performance evaluation, NS requests arrived one by one
according to the Poisson distribution and were scheduled
with nodemapping. For the simulation, the network as shown
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Table 1 Simulation parameters

Parameters Value

Number of nodes 7

Function processed by each node 1 ∼ 2

Function processing times 2 ∼ 4 TU

Number of functions per service 5

Service processing deadline 60 TU

Number of Network Services 8

f5-f1-f2- f8-f7

f6-f1-f7- f5-f8

f4- f7-f8-f6-f3

f5-f3-f7-f4- f1

f7-f1-f5-f3- f8

f4-f1-f6-f2-f5

f2-f6-f4-f5-f8

f8-f4-f2-f3-f6

in Fig. 1 and Fig. 5 was configured, eight different NF
(Network functions) were randomly defined, and NS was
composed of five of these eight NFs.

To maximize the simulation effect, every node in Fig. 1
can process only two functions per node (

∣
∣βi, j

∣
∣ == 2)).

Also, in Fig. 5, all nodes can only process one function per
node (

∣
∣βi, j

∣
∣ == 1)). For the simulation, it has (

∣
∣βi, j

∣
∣ == 2))

value only at node n4.
The parameters and contents required for the simulation

are shown in Table 1. Each simulation was run with a total of
100 service arrivals in the 400 TU period including service
arriving, mapping, scheduling, and departing after process-
ing.

3.2 Simulation results

Figures 6 and 7 compare the revised-RA and the Mijumbi
algorithm, respectively, in the Fig. 1 network. In addi-
tion, Figs. 8 and 9 compare the revised-RA algorithm and
the Mijumbi algorithm in the Fig. 5 network, respectively.
Figure 10 shows the completion time results from four sim-
ulation results in one graph.

As shown in Figs. 6 and 7, when the NS arrival rate is low,
the revised-RA algorithm and the Mijumbi algorithm show
similar VNF completion time results. However, revised-RA

Fig. 6 Simulation results -1 (
∣
∣βi, j

∣
∣ == 2)
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Fig. 7 Simulation results -2 (
∣
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∣
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Fig. 8 Simulation results -3 (
∣
∣βi, j

∣
∣ == 1)
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Fig. 9 Simulation results -4 (
∣
∣βi, j

∣
∣ == 1)

shows a reduction in VNF completion time of 14–16% or
more in a region where NS arrival rate is concentrated. If
one server can support multiple VNFs, the revised-RA will
performmuch better if the resource requests are concentrated
in a short period of time.

Especially, as shown in Figs. 8 and 9, in the case of
(
∣
∣βi, j

∣
∣ == 1), the revised RA algorithm shows a VNF

completion time shortening of 18-22% than the Mijumbi
algorithm. In other words, the revised RA algorithm shows
better performance for networks with smaller (

∣
∣βi, j

)

values.

4 Conclusion

In the NFV network, existing specific network functions
are implemented as a single S/W module, which is called
VNF. In other words, VNF is a virtualized instance of the
existing network NF, and VNF enables modularization and
individualization of network functions as well as individual
management. In addition, VNFs can be deployed anywhere

on the network because VNFs in NFVs can be installed
and deployed on a general-purpose server and dynamically
migrate between servers. Therefore, one of the most impor-
tant considerations for establishing an NFV network and
providing dynamic services is to determine how to dynam-
ically allocate resources (VNFs) as a basic component of
network services. Ultimately, the effective NFV RA algo-
rithm has become a key factor in building a substantial NFV
network.

However, until the introduction of NFV to provide com-
mercial services, there are many technical issues to be solved
such as guaranteeing performance, stability, and support for
the multi-vendor environment, ensuring perfect interoper-
ability and linking existing virtual and non-virtual resources.
We have proposed a revised RA algorithm that integrates
embedding and scheduling of VNFs simultaneously. In this
paper, performance evaluation of the revised RA algorithm is
performed and the proposed algorithm is applied more effec-
tively in NFV environment where the demand for resources
is flexible and concentrated.
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Fig. 10 Simulation results -5
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