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Abstract
Internet security is very crucial need in this real world environment due to the rise of e-business, e-learning, and e-governance.
Intellectual data mining applications are useful for producing security while accessing through the internet from cloud
databases. Currently, the cloud security researchers are not in a position to introduce more reliable, secure and effective
real-time intrusion detection systems for detecting the intruders in online. For fulfilling this requirement, we propose a
new intelligent classification model for anomaly detection which detects the intruders effectively in cloud networks using
a combination of an enhanced incremental particle swarm optimization and negative selection algorithm. Moreover, we
enhanced these two methods by the uses of Minkowski distance metric for effective decision making. The experimental
results of the proposed classification model show that this system detects anomalies with low false alarm rate and high
detection rate when tested with NSL-KDD dataset which is modified from KDD 1999 Cup dataset.

Keywords Internet security · Intrusion detection system · Particle swarm optimization · Negative selection · Clustering

1 Introduction

Big era of wireless communications, researchers are taking
an enormous effort for providing the secure environment.
The rapid growth of internet users the vulnerabilities also
increasing daily in a wireless environment. For providing
the better future for this wireless environment, would have
to assure the data confidentiality, data integrity, availability of
the data. Therefore, anomaly detection is playing a vital role
in computer network security mechanisms. The major func-
tionality of Intrusion Detection System (IDS) is to analyze
the user behavior and their information by applying intrusion
detection algorithm. It determines whether the user activity
is legitimate or not and also takes necessary actions against
the illegitimate action performed users in the form of fil-
tering [1]. IDS has divided into two major categories are
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namely misuse detection and anomaly detection. Normally,
misuse detection system is taking care of detecting the known
attacks and anomaly detection system is taking care of detect-
ing unknown attacks. The existing IDSs are very efficient
to detect the known attacks, but the new types of unknown
attacks might be not identified [1]. Anomaly detection sys-
tems are playing vital roles for providing network security
and in the form of tools also used for the same. It secures the
wireless communication infrastructure (internet) in order to
remove the malicious activist in the wireless scenario from
denial of services (DoS) attacks and network intrusions [2].
An IDS dynamically monitors log files and network traffics,
by applying intrusion detection algorithms to identify the
known and unknown intrusions within a network [2].

Most of the researchers have focused on biological ori-
ented concepts recently for solving the computer software
oriented problem especially optimization process. This bio-
logical concept is performing well for selecting the optimal
features from the trace data and benchmark datasets. There-
fore, the researchers looking these concepts for the purpose of
a better selection process in their system. Artificial Immune
System (AIS) which is inspired by biological immune sys-
tems [3]. Currently, many AIS mechanisms are applying
to the various systems such as negative selection, clone
selection, and immune network. These mechanisms have
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been developed to provide more efficient solutions, includ-
ing anomaly detection, fault diagnosis, computer security,
clustering, and optimization [4]. Negative selection algo-
rithm (NSA) is one of the earliest AIS models and attracts
widespread interest in anomaly detection for it only requires
normal samples for training [5]. As a one-class classifica-
tion algorithm, compared with other classification methods,
NSA has fewer control parameters and is insensitive to the
parameters [6].

The original NSA was proposed by Forrest et al. [7] for
inspiring the mechanism of T-cell maturation in the thymus.
Later on, many modified versions of NSA were developed
by many researchers in various time periods [8]. NSA is a
simple for understanding, but it difficult to process a lot of
applications described in real values space [9]. Later on, a
real-valued negative selection algorithm was presented [10–
12], and the detectors were hyper-spheres with a constant
radius. In order to achieve enough coverage, some detector
generation algorithms were proposed, such as variable-sized
detector [13], hypercube detector [14], hyper-ellipsoid detec-
tor [15], and multi-shaped detector [16].The number of holes
decreases with the increase of the coverage, but the complete
detector coverage can be hardly realized. In order to reduce
holes, some improved algorithms were proposed.

Particle swarm optimization (PSO) provides an evolution-
ary advantage for the general belief that social sharing of
information among individuals of a population. There are
many examples coming from nature to this. The PSO is a
biological method that is a member of the wide category
of swarm intelligence methods [17]. Initially, PSO was pro-
posed by Kennedy and Eberhart [17] for the simulation of
social network users behavior and also introduced as an opti-
mization method for filtering the user’s characteristics. The
main advantage of PSO is that it can be implemented and
is computationally inexpensive due to its less memory and
CPU speed requirements easily [18]. Furthermore, it works
without ascent information of the objective function being
and hence PSO has been proved to be an effective method
for several optimization problems. PSO has been success-
fully applied in the recent days to a range of problems such
as medical diagnosis, intrusion detection, and cloud security
models from function optimization to the training of neural
networks.

In this paper, a new intelligent hybrid anomaly detection
model is proposed for detecting the intruders effectively. This
proposed model is combining the enhanced version of an
incremental particle swarm optimization (IPSO) according
to [19] for effective feature selection and negative selection
algorithm (NSA) concept based enhanced version of genera-
tion detector according to [20] for effective classification.
Moreover, we enhanced the existing incremental particle
swarm optimization (IPSO) by the uses of new Minkowski
distance metric based weighted K-means clustering [21]

in IPSO for improving the optimization process and also
enhanced NSA based generation detector in an above-said
manner.Moreover, an intelligent agent also used for effective
decision making on optimization process and also improve
the rule generation process for anomaly detection. The main
advantage of this proposed intelligent hybrid anomaly detec-
tion model is capable to detect the intruders dynamically.

Rest of this paper is organized as follows: Sect. 2 describes
the brief survey about recent intrusion detection systems, the
related works on particle swarm optimization and negative
algorithms carried out in the past. Section 3 explains the
overall system architecture of the proposed system. Section
4 detailed about the proposed work. Section 5 discusses the
results and discussions about the result achieved by the pro-
posed system in this work. Section 6 gives the conclusion
and future enhancements.

2 Literature survey

Recently, several anomaly detection models [1,20,22–32],
secure routing systems [28–30] and decisionmaking systems
[1,27,33] were proposed by various researchers in different
times for effective anomaly detection in computer networks.
These models have used the computational intelligence
techniques for effective intrusion detection. Hybridization
models are providing effective detection accuracy than the
single model. This section discusses some important mod-
els which are related to the proposed system. Generally, the
biological concepts usages are increasing for the process of
feature optimization and identify the anomalous.

A new improved model that combines negative selection
algorithm (NSA) with particle swarm optimization (PSO)
has been proposed and implemented by Ismaila and Ali
[34] for achieving better detection accuracy. Their model has
two phases namely generation phase and detector generation
phase like preprocessing and classification. Their generation
detector is fully functioning based on NSA concepts. The
random generation phase which is used for preprocessing
the data implementation done by the help of local outlier
factor (LOF) as a fitness function. This provides better accu-
racy in their next phase of the detector generation phase of
NSA. They declared their model as a better replacement of
the existing NSA model. They developed their model spam
detection and the performance and accuracy investigation has
shown that theirmodel is able to detect email spambetter than
the NSA and PSO model.

Gao et al. [35] proposed a genetic algorithm based on
negative selection algorithm for detector generation. Authors
focused on optimizing the non-overlapping of hyper-sphere
detectors to obtain the maximal non-self-space coverage
using fitness function based on detector radius. Another
work also carried out by Wang et al. [36] this same direc-
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tion for detecting anomalies hidden in the self-regions using
boundary detectors and these detectors are generated with
the help of evolutionary search algorithm (ESA). One more
research work also for intrusion data classification is pro-
posed Chung et al. [37]. Their approach uses rough set theory
for feature selection along with a modified version of parti-
cle swarm intelligence called simplified swarm optimization
for intrusion data classification. Additional research Aziz et
al. [25] uses a genetic algorithm with deterministic crowd-
ing niching technique for improving hyper-sphere detector
generation. Deterministic crowding niching is used with
genetic as a way for improving the diversification to generate
more improved solutions. Ganapathy et al. [11] proposed a
novel weighted fuzzy C-means clustering based on immune
genetic algorithm (IGA-NWFCM) for effective intrusion
detection system. They used immune genetic algorithm
(IGA) for analyzing the features with the help of cluster-
ing. The main advantage of their model used to identify
anomaly intrusion and classification to find both anomaly and
misuse.

An incremental particle swarm optimization was pro-
posed by Tsai [19] to recognize the known attacks and
unknown attacks. Their experimental results show that their
algorithm can be applied to any intrusion detection system
to detect the attackers in networks. Authors achieved high
classification accuracy when the uses of a small number of
training patterns in theirmodel. Ganapathy et al. [2] proposed
an intelligent feature selection algorithm called Intelligent
Rule based attribute selection algorithm and a classifica-
tion algorithm is called intelligent rule based enhanced
multiclass support vector machine for effective intrusion
detection.

A new detector was proposed by Li et al. [1] for anomaly
detection based on boundary samples. In their work, sur-
rounded the self-space with corresponding self-radius rs and
also carried out the learning process during the testing stage
to adapt itself to real-time change of shelf-space. A hybrid
approach was proposed and implemented for anomaly detec-
tion using a real-world negative selection algorithm concepts
based detector generation. Their work addresses the issues
that arise in the context of large-scale datasets. K-means clus-
tering algorithmuses here for reducing the size of the training
dataset to identify good starting points for the detector gen-
eration based on a multi-start meta-heuristic method and a
genetic algorithm. During the reduction of training dataset,
removed the redundant detectors for minimizing the number
of generated detectors and thus to reduce the time needed
later for online anomaly detection.

A novel intelligent recognition model based on support
vector machine (SVM) and novel particle swarm optimiza-
tion for sensing through foliage target recognitions were
proposed by Zhijun [38]. It deals with a combination of the
feature extraction and classification from measured real tar-

get echo signal waveforms by using bi-static UWB radar
sensors. Karami et al. [22] proposed a novel fuzzy anomaly
detection system based on the hybridization of PSO and
K-means clustering algorithms over content-centric net-
works (CCNs). Their system consists of two phases the
training phase with two simultaneous cost functions as well-
separated clusters by DBI and local optimization by MSE,
and the detection phase with two combination based distance
approaches as classification and outlier. Elhag et al. [23]
proposed a new methodology based on GFS and pairwise
learning for the development of the robust and interpretable
IDS. Concretely, this approach is based on the FARCHD
algorithm, which is a linguistic fuzzy association rule mining
classifier, and the OVO binarization that confronts all pairs
of classes in order to learn a single model for each couple.

A meta-heuristic based core detection algorithm was
developed for anomaly detection to determine whether the
network traffic is allowed or not. Meta-heuristics [39] work
developed based on guessing strategically the potential
directions for finding a near-optimal solution. It takes less
computation time when it is compared with existing tradi-
tional detection algorithms, especially for large-scale and
dynamic traffic data. Moreover, traditional detection algo-
rithms faced few problems such as the result is sensitive to
initial means, the number of clusters needs to be given before
the detection algorithm is started, and it is easy to fall into
local minima, can be solved or mitigated, by using meta-
heuristic as the core detection algorithm in the analysis and
detection module of IDS. Unlike genetic algorithm-based
approaches [40], which rely on evolution to guide the search
directions, swarm intelligence takes into account the social
and individual behaviors at the same time on the iterative
search process. For this reason, particle swarm optimization
[41] is able to find a better solution than traditional meta-
heuristic algorithms.

The agent is software which has self-learns, solves prob-
lems, modifies according to the environment, and makes
decisions for users [42]. The implementation of multi-agent
based artificial immune systems (MAIS) is one means of
being management and communication instruments for the
latter. AIS flexibility may assist with agents learning pro-
cesses. Immune system takes responses on specificity, diver-
sity,memory and self/non-self recognitions are vital to a good
learningmechanism. These could help to improve the perfor-
mance of an agent on intruders of networks. Moreover, bio-
logical immune system elements such as content-addressable
memory and adaptation can be implemented by intelligent
agents. Shahaboddin [12] proposed an immunology-based
FAIS called cooperative fuzzy Q-learning artificial immune
(cooperative-FAIS) theoretic defense mechanism for intru-
sion detection. It was designed for DDoS attack detection
on incoming packets of the networks and constructed a new
MAIS based on this mechanism for the individual attackers.
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Kabir et al. [43] proposed a new technique for effec-
tive intrusion detection which is based on sampling with
least square support vector machine (LS-SVM). Hamed et
al. [44] developed a feature selection based network intru-
sion detection model named recursive feature addition and
bigram approach. They have designed, implemented and
tested with the recent intrusion dataset ISCX 2012. More-
over, they introduce a new evaluationmetric which combines
the detection accuracy, intrusion detection rate and the false
alarm rate. Amin et al. [45] analyzed the multiclass support
vector machine (SVM) models which is performs well in
intrusion detection task. They have considered many mod-
els include one-against-rest SVM, one-against-one SVM,
directed acyclic graph SVM, adaptive directed acyclic graph
SVM and error-correcting output code SVM. Finally, they
introduce a new model based on weighted one-against-rest
SVMusing a set of meta-heuristically generated weights that
is able to compensate for errors in the predictions of individ-
ual binary classifiers. Raman et al. [46] shows an adaptive
and a robust intrusion detection system based on Hypergraph
based genetic algorithm for parameter setting and feature
selection in support vector machine (SVM). Their system
exploited the initial population generation for the optimal
solution and also to prevent the trap at the localminima. Their
systemmaximizes the detection rate andminimizing the false
alarm rate along with the optimal number of features. Devi et
al. [47] proposed a general 5G wireless communication net-
work with relay. Moreover, they focuses on the development
of IDS using adaptive neuro-fuzzy inference system using
the standard bench mark dataset for detecting an attack on
the relay.

This paper introduced a new intelligent hybrid model for
effective anomaly detection dynamically using the enhanced
versions of incremental particle swarm optimization (IPSO)
and NSA concept based Generation Detector. In addition,
a new methodology also introduced the uses of IPSO into
NSA based generation detector. Cho et al. [27] analyzed
the tradeoff of security versus performance for distributed
intrusion detection protocols employed inmobile group com-
munication systems (GCSs) for analyzing intrusion detection
protocols that can dynamically adapt to changing attacker
strengthswith the goal of system lifetime optimization and/or
communication cost minimization.

3 System architecture

The architecture of the systemproposed in thiswork is shown
in Fig. 1. It consists of eight major components namely,
NSL-KDD Dataset, data collection agent, feature selection
module, classification module, Decision Manager, knowl-
edge base, and the user interface.

INTRUSION DETECTION 
SYSTEMData Collection 

Agent

Knowledge Base

NSL-KDD Data 
Set

Classification Module

Clustering

Feature Optimization

Feature Selection 
Module

Decision ManagerUser Interface

Fig. 1 System architecture

NSL-KDD Data Set Input to the intrusion detection system
is referred from the benchmark NSL-KDD Data Set which
is used in this work for carrying out the experiments.

Data collection agent The Data collection agent collects the
necessary data from the dataset. These data are sent to the
intrusion detection system for preprocessing and classify the
data.

Feature selection module This module is used to preprocess
the data by the help of incremental particle swarm optimiza-
tion (IPSO). It consists of two subsystems namely feature
optimization and clustering. First, the feature optimization
process applied the PSO algorithm for selecting optimum
features. Second, the clustering subsystem selects the suit-
able instances and forming a new training dataset for further
processing. Finally, optimized features and the reduced train-
ing dataset will be sent to the classificationmodule for further
processing. This module obtains the information about the
features from the knowledge base, obtaining the hierarchy
of the features, and then updates those features information
into the knowledge base.

ClassificationmoduleThismodule is used to classify the data
by the help of negative selection algorithm (NSA) which is
used for classification in this proposed intrusion detection
system. It returns the classification result of the given feature
selected data into the result. This module refers the knowl-
edge base for making an effective decision on instances.

Knowledge base The knowledge base holds the information
about all the features and the sufficient rules for select-
ing the features and making an effective decision on the
dataset. The classification rules also stored in this knowledge
base which is used to make an effective decision on feature
selected instances. This knowledge base also contains the
possible effective rules which are mostly used for the par-
ticular attack detection or/and identification. It provides the
sufficient information to the classification for effective deci-
sion making.

User interface It collects the data from the NSL-KDD
Dataset and sends them to decision making agent for clas-
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sification. Moreover, it performs validation using ten-fold
cross-validation whenever the user initiates it.

Decision manager The decision manager is responsible to
identify the malicious users and normal user by analyses the
results of the classificationmodule. It has overall control over
the all components of the proposed system.

4 Proposedmethod

This section discusses the proposed intelligent classification
modelwhich combines the enhanced version of an Incremen-
tal Particle Swarm Optimization (IPSO) according to [19]
and negative selection algorithm (NSA) based detector gen-
eration approach [20] for detecting intruders effectively. In
this proposed intelligent classification model, the enhanced
version of IPSO for feature selection is used for getting
reduced training dataset. This system also used the NSA
based enhanced detector generation approach for detecting
the attackers effectively. Moreover, we enhanced the exist-
ing IPSO by the introduction of Minkowski distance metric
based weighted K-means for clustering [21]. In addition to
thesemethods are enhancedby theuse ofMinkowski distance
metric instead of Euclidean distance metric and also used a
knowledge base for effective decisionmaking. This proposed
model detects the cloud network intruders effectively. Since
this model applies the training process two times on dataset
it enhances the classification accuracy leading to effective
intrusion detection.

4.1 Enhanced incremental particle swarm
optimization

In this section, an incremental classification algorithm called
enhanced version of incremental particle swarmoptimization
(IPSO) is proposed based on [19] for feature optimization.
It clusters the training dataset for detecting the intruders by
the detection generator which is developed based on negative
selection algorithm [1]. This new version of IPSO is used to
identify the new types of unknown attacks on the dataset so
as to enhance the proposed hybrid anomaly detection models
performance.

The proposed algorithm consists of two phases namely the
classification and clustering phases. The classification phase
is responsible for creating the classifier from the known net-
work traffic data (labeled data). The clustering phase is used
to classify the newly incoming network user information
(instances) by using particle swarm optimisation clustering.
This clustering approachmakes the classifier dynamic to pro-
vide effective decisions.

4.1.1 Classification phase

In this model, the classification phase helps to select the suit-
able features from the dataset which are used in the process of
decision making. This is because each training dataset may
contain a large number of features. When the full sets of fea-
tures are used, the system takes more time for classification
when the number of training datasets is increased. The major
classification procedure of this phase is performed to create
the initial classifier based on the set of labeled training dataset
given. This process is done by using the Minkowski distance
metric based weighted K-means clustering [21]. This is use-
ful for improving the classification accuracy of the proposed
system.

4.1.2 Clustering phase

The clustering phase is responsible for preprocessing the
unlabeled data using the standard PSO technique and
Minkowski distance based Weighted K-Means clustering
algorithm [21] for making new classifiers (training data
set). This PSO based clustering method is used to identify
the known and unknown attacks from the network dataset
dynamically. Firstly, Omran et al. [17] introduced the simple
PSO for clustering which uses the operators of PSO pre-
sented in [10] to emulate the social behavior. The position
and velocity of each particle pi represent the clustering solu-
tion (i.e. centroids) and the search trends, respectively. The
position pi and velocity υi at iteration t + 1are defined by in
[10] as

Pt+1
i = Pt

i + vt+1
i (1)

and

vt+1
i = ωvti + aiϕi

(
pbti − Pt

i

) + a2ϕ2
(
gbt − Pt

i

)
(2)

where pbti indicates the best position of particle pi and gbt

means the global best position. Inertial weight is indicated
by w and the two uniformly distributed random numbers
such as ϕ1 and ϕ2 used to determine the influence of the best
position of the particle (pbi) and the global position of the
particle (gb), and two constant values also indicated by a1
and a2.

The idea of phase 2 of this enhanced version of IPSO
algorithm is to get the best classifiers (training dataset) for
further classification. This phase converts the k centroids as
the position of a particle and that is mentioned in the form of
equation is Pi = (Ci

1,C
i
2, . . . ,C

i
ki

), whereCi
j represents the

j-th centroid changed in the i-th particle of the dataset. The
fitness of each particle is then defined based on [10] as
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SSEi =
∑ki

j=1

∑

∀x∈π i
j

.w
p
xC ‖ x − Ci

j ‖p (3)

where ki represents the number of clusters in the i-th particle
of the training dataset and π i

j is indicates the j-th cluster of
the i-th particle and w indicates the weight of a particle in
the training dataset. This function is enhanced by the uses
of Minkowski distance metric based weighted K-means [21]
algorithm.

4.1.3 Enhanced incremental particle swarm optimization
algorithm

Input :  Benchmark Dataset 
Output:  Resulted trained dataset 

1. Read the full dataset D. 
2. Select the suitable features using intelligent agents based on the decision made from rules 

present in the knowledge base information for all the instances of the dataset. Fs = {f1, 
f2,…fn} 

3. Split the data set into two based on labeled and unlabeled DU and DL
4. Label Set L[n] 
5. For i = DL(1) to DL (m) 
6.      For j = 1 to n 
7.             if (Label (DL(i)) = L[j]) 
8.                   H = H  DL(i)  
9.                   C  = C + 1  
10. Cnt = Cnt + Cnt (DL(i)) 
11. Return Cent(DL(i)).  

Phase 2: 
1. Initialize P = {p1, p2,….pn} 
2. For i = 1 to n 
3. Let Total distance Td = 0 
4. For j = DUL[1] to DUL[z] 
5.           Calculate the distance between DUL[i] and DUL[z] using Minkowski distance metric 
6. If    Cent(DUL[z]) <  Cent(DUL[i])  or Cent(DUL[z])<Cent(Td)  then 
7.           CL = CLi  DUL[z] 
8. Else 
9.           CL = CLi+1  DUL[z] 
10. Let Cent(Td) = 3 Cent(DUL[z]) 
11. End for 
12. End for 

// PSO clustering problem 
13. Find the best particle (pb) from all the particles of phase1 based on the randomly 

generated centroids Kmin up to Kmax. 
14. Calculate the position and velocity of all the particles using equation 1 and agent 

interaction. 
15. Find the best and global positions based on the position and velocity of all the particles 

by using the equation 2.  
16. Calculate the fitness of each particle based on the centroids values using equation 3. 
17. Perform one iteration Minkowski based Weighted K-means clustering to adjust the 

particles (Option). 
18. If the stop criterion is satisfied then stop and output the best particle. 
19. Else Go to 13. 

This proposed algorithm consists of two phases namely clas-
sification and clustering phase, which is used to select the
optimal number of features and the reduced training dataset
(classifiers). These classified training dataset sent to the next
module for detecting the intruders. This algorithm uses the
two thresholds, one for forming clusters and another one
for select the best particle (instance). This algorithm iden-
tifies the known and unknown attacks in the given input
dataset. The phase1 used the labeled dataset and it predicts
the attacks based on classified information. The incoming
(next input dataset) data are either labeled or unlabeled. The
solution of this intrusion detection model provides the neces-
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sary to identify the given instance of the dataset as normal or
attack.

4.2 Negative selection algorithm basedmulti-start
method for detector generation

In this section, we discuss the original version of the neg-
ative selection algorithm and also the enhanced version of
NSA based multi-start method for detector generation which
is used for the detection of attacks in this proposed work.
This enhanced version of negative selection algorithm is
based on the extension using multi-start detector genera-
tion method [20]. This enhanced version of NSA helps in
detecting the attacks effectively from the resulting training
(classified) dataset. This algorithm uses the knowledge base
for providing the reduced features and to perform intelligent
decision making on effective anomaly detection.

4.2.1 The original negative selection algorithm

negative selection algorithm is a most successful method for
many serious applications in the construction of artificial
immune system [48]. Initially, the standard NSA was pro-
posed by Forrest et al. [7] for analyzing the data samples. It
consists of three different phases namely the data representa-
tion phase, the training phase and the testing phase. The data
representation phase is responsible for representing the data
using a binary or a real-valued representation. The training
phase or the detector generation phase of the algorithm ran-
domly generates detectors with binary or real-valued data. In
addition, they are subsequently used to train the algorithm
[49], while the testing phase evaluates the trained algorithm.
The random generation of detectors by a negative selection
algorithm makes it impossible to analyze the type of data
needed for the training algorithm. Finally, affinity matching
is performed for identifying the attacks. In the past, artificial
immune system (AIS) researchers have shown the impor-
tance and the role of affinity matching distance on NSA
performance [48]. Therefore, this work has selected the NSA
algorithm for enhancement, training, and testing.

4.2.2 Multi-start method for detector generation

Multi-start searching algorithm is most suitable for gener-
ating detectors for detecting the anomalies. This is due to
the fact that it focuses on plans to escape from local optima
and to perform a robust search of a solution space. Hyper-
sphere detectors are used and well-defined by its center and
radius. The idea behind the use ofmulti-start in solution space
searching is to get the best available space that covers most of
the normal solution spaces. Multi-start searching algorithm
parameters are considered in this work is initial start value

(isv), iteration number (itrn), training dataset size (tds) and
radius level (rl).

Initial start pointsMulti-start parameter is playing an impor-
tant role in this work for achieving better detection accuracy
using the generation detector. Specifically, an initial start
value (isv) is selected randomly from normal instances of the
given training dataset and these instances are considered as
sample spaces for this detection process. These samples are
distributed over normal clusters. Solution boundaries namely
upper and lower bounds are also playing a vital role to limit
the solution space of the method.

Let xi j is the value of the i-th sample at the j-th column in
the training data set Dnormal which is m number of samples
with n number of features, and the detector radius of this
generation detector is r = {r ∈ R|0 < r ≤ rl} where rl is
the upper bound of the hyper-sphere radius. So,

u j = max
(
xi j

)
where i = 1, 2, 3, . . . , m,

l j = min
(
xi j

)
where i = 1, 2, 3, . . . ,m,

UBS = (u1, u2, u3, . . . .., un, rl)

LBS = (l1, l2, l3, . . . .., ln, 0)

where UBS and LBS are the upper bound space and lower
bound space for our solution space. The detectors solu-
tions S = {s1, s2, s3, . . . , sisv} are in the form of Si =
(ui1, ui2, ui3, . . . , uin, ri ) where hyper-sphere center is at
Scenter = (ui1, ui2, ui3, . . . , uin) and hyper sphere radius
is ri .

Objective function
This objective function is generating detectors which are

controlled byusing the followingfitness function for the solu-
tion sample spaces:

f (si )=
{
Nattack (si )−Nnormal (si ) , itrn=1
Nattack (si )−Nnormal (si )+oldintersect(si ), itrn>1

(4)

where itrn is the iteration number of repetitive entreating
detectors generation, Nattack (s ) is the number of attacks
(anomalous) samples which are covered by generation
detector si , Nnormal (si ) is the number of normal instances
(sample spaces) covered by generation detector si and
oldintersect (si ) is the percent of Nnormal (si ) sample spaces
that are detected by generation detectors in last iterations.
The use of oldintersect (si ) in next iterations is crucial for gen-
erating new detectors which are remote as possible from the
early generated.

The anomaly detection model proposed in this work is
developed by combining the effective related rules from the
generated detectors. Each rule has formed based on the dis-
tance between the solution space center and the individual
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sample as follows:

if (dist (Scenter, x) ≤ r) then {normal} else {attack}

where r is the generation detector hyper-sphere radius and
dist (Scenter , x) is the Minkowski distance between gener-
ation detector hyper-sphere center Scenter and test sample
space x. Existing system [20] uses the Euclidean distance
measure for calculating the distance between the solu-
tion sample spaces and the individual space. We have
used Minkowski distance measure for finding the distance
between the solution sample spaces and the individual sam-
ples. It takes less time than Euclidean distance [20]. The
proposed model takes less time for detecting intruders when
it is compared with existing method [20], this can be applied
for dynamic anomaly detection model.

Detector radius optimization using genetic algorithm
The recently generated detectors covered the normal

instance as well as attack instance of the given training
dataset. In this situation, further optimization is mandatory
to adopt only detectors radius to cover the maximum possi-
ble number of normal instances. The multi-objective genetic
algorithm used here for adaptation process in this work. The
initial population of each detector radius is initialized to its
value generated by a multi-start algorithm. Solution bound-
aries detector radius boundary is r = {r ∈ R|0 < r ≤ rl},
where rl is the hyper-sphere upper bound. The fitness func-
tion in objective functionwhich optimizes radius in a detector
is defined as:

f (ri ) = Nattack (ri ) − Nnormal (ri ) (5)

where the number of attack instances covered by generation
detector si is Nattack (ri ) and Nnormal (si ) is the number of
normal instances covered by generation detector si using ri
as its radius.

Detectors reduction process
Reduction of a number of generation detectors in the sys-

tem is very effectiveway to improve the system performance.
In this system also, the effectiveness and speed of anomaly
detection are improved. This detector reduction process is
done over S which is the combination of recently generated
detectors and previously generated detectors. This reduction
process works as the following manner.

Step 1 First level reduction is carried out by checking the
following rules in the system during the starting process of
reduction.

if Nattack (si ) > thresholdmaxattack or Nnormal (si )

< thresholdminnormal then

removedetector si ,∀si ,∈ S,

where thresholdmax attack is the maximum allowed number
of anomalous instances in a training dataset is to be covered
by generation detector si , thresholdmax attack is set to 0 ini-
tially. thresholdminnormal is the minimum allowed number
of normal instances of the training dataset which is to be
covered by generation detector si .

Step 2 The next level of reduction process is to remove any
generation detector si , if its Nnormal is covered by one or
more bigger detectors with a percent equal or more than
thresholdintersect.

Many numbers of possible bigger generation detector
are Nnormal (si ). thresholdintersect is set to 100% so as to
remove any generation detector which is totally covered by
one or more possible repeated or bigger detectors.

Repetitive evaluation and improvements
Theperformance of anomaly detection ismeasured at each

iteration by applying the reduced detectors Sreduced from the
last stage on the original training dataset at the first itera-
tion T Rorg. The detection accuracy is determined based on
the number of new clusters (training dataset) created when
the number cluster creation is increased then the detection
accuracy is also improved. The new TR (training dataset)
is a combination of all normal samples (instances) which is
not covered Nnormal_nc by Sreduced plus all attack samples
(anomalous instances) in the original training dataset T Rorg.
If no improvement in accuracy then, use Sreduced and new
training dataset TR of the last iteration as if they are the cur-
rent.Also, new isv is computed as isvnew = Nnormal_nc∗ isv
where {isv ∈ R|0 < isv < 1}.
Steps 3–6 are repeated for a number of iterations in this
method. Various conditions have been applied to stop the
repetitive improvement process, means that a maximum
number of iterations is reached, the maximum number of
consecutive iterations without improvement occurs or a min-
imum percent of training normal samples coverage exists.

5 Results and discussion

This section discusses about the experimental set up of this
proposed work and the results obtained by various experi-
ments conducted by the proposed intrusion detection system
and also discussed the reasons for the performance improve-
ment.

5.1 Experimental setup

In this work, we used NSL-KDD data set for evaluating
the proposed intrusion detection system. This dataset is a
modified version of the standard benchmark network dataset
KDD’99 Cup dataset. This KDD Cup dataset is the most
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widely used dataset for the evaluation of intrusion detection
systems by the various researchers [50]. This dataset has a
large number of network connections with 41 features for
each of them which means it is a good example for a large-
scale dataset to test on. Each connection sample belongs to
one of five main labeled classes (Normal, DOS, Probe, R2L,
and U2R). The NSL-KDD dataset includes training dataset
DSwith 23 attack types and test dataset TSwith additional 14
attack types. In this dataset, the distribution of network con-
nections over its labeled classes for training and test dataset.

5.2 Experimental results

The experiments have been conducted using MATLAB 7.12
to apply and carry out the proposed approach. The enhanced
version of NSA concept based Multi-start searching method
according to [51] and enhanced IPSO parameters are as
default except the mentioned parameters are considered for
the experiments. From that, most important four parame-
ters such as Size of the training dataset, number of clusters,
Multi-start initial points, and detector radius upper bound are
selected to study its effect on performance. The input dataset
is divided into five set as training dataset with the help of the
enhanced version of IPSO. The performance evaluation is
measured based on a number of generated detectors (rules),
time to generate them, test accuracy and false positive rate.
During each repetitive improvement, iteration is using NSL-
KDD test dataset. Classification accuracy and false positive
rate (FPR) are calculated as follows:

Classification accuracy = T P + T N

T P + FP + FN + T N

False positive rate = FP

T N + FP

where true positive (TP) is normal samples correctly clas-
sified as normal, false positive (FP) is normal samples
incorrectly classified as abnormal, true negative (TN) is
abnormal samples correctly classified as abnormal and false
negative (FN) is abnormal samples incorrectly classified as
normal.

Table 1 shows the list of features which are selected by
the proposed feature selection algorithm.

Figure 2 shows the overall performance results of the
proposed approach averaged over (isv, rl, k) using training
dataset sizes (tds = 5000,10000,20000,40000,60000) at dif-
ferent iterations (itrn = 1,2,3,4,5).

From this figure, it can be observed that the size of the
training dataset is increasing, the number of rules used also
increasing. It is noted that performance measures are gradu-
ally increased when the number of iterations is increased at
iteration is greater than 1. The reason behind this is that the
generated detectors at early iterations try to cover most of

Table 1 List of selected features

S. no. Name of the feature

1 Count

2 Dst_host_same_srv_rate

3 Dst_host_serror_rate

4 Duration

5 Protocol type

6 Service

7 Flag

8 Duration & Src_bytes

9 Hot

10 Num_failed_logins

11 Is_guest_login
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Fig. 2 Number of rules used for different training dataset sizes in dif-
ferent iterations

the volumes occupied by normal instances inside the train-
ing dataset and leave the remaining small volumes coverage
to the later iterations. Therefore, the performance is gradu-
ally increased from second iteration as well as the number
of detectors also increasing from the same stage due to the
need for more iteration to generate more detectors to cover
the remaining normal instances in training dataset.

Figure 3 shows the detection Accuracy of the proposed
hybrid anomaly detection model obtained by using different
training dataset sizes. From the Fig. 3, it can be observed that
performance measures are gradually increased as increasing
the number of iterations and become greater than 1. From the
second iteration start to cover all the normal instances of the
training dataset due to this process automatically anomalous
instances (attacks) can be detected.

The performance evaluation from second iteration, the
various numbers of initial start points (isv) such as 100, 200
and 300 averaged over radius and the size of the dataset
is shown in Figs. 4 and 5. At each training dataset size,
increasing the number of initial start points (isv) gives the
opportunity to give best solutions by a multi-start method
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with more normal instances at every previous iteration even
though applying rule reduction at later stages. As increasing
of the training dataset size values, more rules are needed to
cover normal instances and it required more processing time
for above-mentioned reasons.

From Fig. 4, it can be observed that the number of rules
increasing gradually the increasing of the training dataset in
different initial start points. In initial start point (isv=100)
used less number of rules when we used the size of 5000
and 10000, at the same time in this same point takes more
rules than other initial points when we used 20000, 40000
and 60000. This is just reverse of other initial points. In these

Table 2 Performance comparative analyses

Classifiers Sizes of training dataset

10000 20000 30000

Naïve Bayes [20] 91 91.5 92

C4.5 [20] 94 93.5 93.4

SVM [20] 94.2 94.7 94.9

EMSVM [26] 95.2 95.4 95.5

IREMSVM [2] 95.7 95.8 95.85

RFA [44] 95.8 95.9 95.92

WOAR-SVM [45] 96.1 96.2 96.53

ANFIS-IDS [47] 95.7 95.6 95.98

Proposed model 97.2 97.4 97.75
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Fig. 6 False alarm rate comparative analysis

points takes less number of rules when used the size of train-
ing dataset such as 20000, 40000 and 60000.

Figure 5 shows the detection accuracy of the proposed
intrusion detection model from starts with initial points such
as 100, 200 and 300 used different sizes of the training
dataset.

From Fig. 5, it can be observed that the detection accu-
racy is gradually increased in the various initial start position
(isv=100) when using different sizes of the training dataset.
After that, maintaining an equal level of detection accuracy
in initial start points like 200 and 300.

Table 2 shows the performance comparison between the
proposed approach with best-selected parameters values and
six of these algorithms, Naive Bayes (NB), decision trees
(J48), support vector machine (SVM), enhanced multiclass
support vector machine (EMSVM), intelligent rule based
enhanced multiclass support vector machine (IREMSVM)
[2], RFA [44], WOAR-SVM [45] and ANFIS-IDS [47].

From Table 2, it can be observed that the overall per-
formance of the proposed model provides better detection
accuracy than the existing classifiers.

Figure 6 shows the false positive rate analysis of the pro-
posed intrusion detection model and the existing classifiers.
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Table 3 Comparative analysis of time taken

Dataset size Time taken (s)

Euclidean based
hybrid model [20]

Proposed
hybrid model

10000 70 67

20000 63 69

40000 105 102

60000 160 154

From Fig. 6, it can be observed that the proposed intrusion
detectionmodel false positive rate is less when it is compared
with the existing classifiers namely Naïve Bayes [20], C4.5
[20], SVM [20], EMSVM [26] and IREMSVM [2] using dif-
ferent sizes of training datasets. Generally, increases the size
of used training dataset the false positive rate also reduced.

Table 3 shows the comparative analysis of time taken by
the proposed hybrid model and the existing hybrid model
which is recently proposed in this same direction.

From this Table 3, it can be observed that the proposed
intelligent hybrid anomaly detection model has taken less
time when it is compared with the existing hybrid model.
The reason behind that the less time was taken which uses
the Minkowski distance measure metric and the role of intel-
ligent agents for feature selection. Generally, the Euclidean
distance metric takes more time than Minkowski distance
metric when calculates the distance between two nodes or
particles. At that time, Euclidean metric based clustering
provides little bit better accuracy than the Minkowski met-
ric based clustering. Moreover, the performance difference
has been overcome by the reduction of features, a number
of rules used for detection. For these reasons, the time taken
is also reduced when it is compared with the existing hybrid
model.

The overall performance of this proposed intelligent
hybrid anomaly detectionmodel has achieved better anomaly
detection rate due to the fact that the uses of an enhanced
version of IPSO, the enhanced version of generation detec-
tor, intelligent agent, knowledge base, and rule base. The
reason behind the achievement of this performance level is
used optimized features for further classification. The opti-
mization process has used itself the clustering method for
analyzing the features and form a valuable cluster. These
clustered features only used for classification in negative
selection algorithm (NSA) concept based generator detec-
tion in this proposed model. The uses of Minkowski distance
metric this model has taken less time and also provides better
detection accuracy. Time consumption is very important in
the detection of intruders in the real-world network (inter-
net). From the experimental results, it can be observed that
the proposed model is a better choice for effective real-time
intrusion detection.

6 Conclusion and future enhancements

A new intelligent intrusion detection model has been pro-
posed and implemented for detecting the intruders effectively
in this paper. This proposed model has been developed
by combining a negative selection algorithm (NSA) con-
cept based enhanced version of detector generation method
with another method called an enhanced incremental particle
swarm optimization (IPSO). From the experiments con-
ducted in this work, it has been observed that the overall
detection accuracy for anomalies is 97.75%, when enhanced
these two existingmethods by the introduction ofMinkowski
distance instead of Euclidean, uses of Minkowski distance
basedweightedK-means clustering instead of K-means clus-
tering and the uses of intelligent agents for rule selection
in this proposed model. This model is capable to detect the
intruders dynamically and also providesmore than 2%detec-
tion accuracy when it is compared with other existing works.
The main advantage of this model is that it reduces the false
positive rates. Future works in this direction could be the use
of fuzzy temporal rules for enhancing the performance of
real-time intrusion detection on the internet.
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