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Abstract
In reversible watermarking, robustness of the watermark and the perceptual quality of the recovered host image has a major
impact on the watermarking method. The proposed method provides improvement in the embedding capacity and the per-
ceptual quality with a better robustness. Here, image pre-processing is performed by Gaussian filtering as a first step of the
watermark embedding process. The peak points of the histogram are selected for embedding the secret data. In this method
high frequency component modification is performed at the pixel position at which the watermark is embedded. A secret
key is provided as an authentication process for the watermarked image, after adding the side information. At the extraction
process, after the authentication and extraction of side information, Gaussian filter is applied. By using the side information
the watermarked positions are identified, the secret data is extracted and the host image is recovered. The parameters such as
embedding capacity, peak signal to noise ratio, Structural SIMilarity Index, bit rate and bit error rate are used for evaluation.
The experimental results proves that, the proposed method provide better robustness and perceptual quality when compared
with the existing method.

Keywords Gaussian filtering · Histogram shifting · Image watermarking · HFCM

1 Introduction

In the modern era, due to the development of latest commu-
nication techniques, the information’s such as images, audio,
video, text etc., are transmitted in digital form. The data that
is transmitted can be easily hacked by the unauthorized users
due to lack of security. Therefore, information security has
received very much attention in recent research.

Reversible data hiding method is one, which hides secret
information into the host image; at the receiving side, we can
completely restore the host image and the secret data.Against
all possible attacks, this method is more fragile and has no
robustness to withstand. The histogram shifting method and
difference expansion techniques are the most effective meth-
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ods used in spatial domain. In histogram, shifting the data
hiding is performed by modifying the generated histogram
of the host image.

Ni et al. [1] proposed a technique in which the peak point
and the zero point of the image histogram is identified. The
peak point is identified in order to calculate the maximum
hiding capacity of the images. The histogram shifting of
the selected image blocks is proposed by Fallahpour and
Sedaaghi [2]. For each block the histogram is generated.
Here, the data hiding is performed by relocating the mini-
mum and maximum gray level of the image histogram. Lee
et al. [3] proposed a technique with high visual quality for
image authentication. The Message Digest 5 (MD5) cryp-
tographic hash technique is used for image integrity. The
difference histogram of the image is identified to embed the
XOR output of the logo image in binary form and the hash
code.

VanLeest et al. [4] work has presented the histogram shift-
ing based reversible data hiding with some modifications
when compared with the previous work. In the cover image,
the secret information is embedded, based on the addition and
subtraction of the selected integer. In this method, the vacant
spaces in the histogram are identified to shift the histograms
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bins and to carry the hidden data the bins are expanded at
vacant locations based on the selected integer value

A method based on histogram of the difference pix-
els is proposed by Tai et al. [5]. The difference between
the pixels is calculated and histogram is formed, this his-
togram from a shape of the Laplacian –like distribution. This
method provides better performance when compared with
other reversible data hiding techniques. Xuan et al. [6] pro-
posed an adaptive histogrammodificationmethod for lossless
data hiding based on the histogram pairs. The PSNR value
is improved by using the selection of threshold points and
the adaptive histogram modification process maintains the
underflow/overflow of pixels. For the copyright protection
of multimedia the histogram-based lossless data embedding
(LDE) has been recognized. Thismethod use arithmetic aver-
age difference histogram which provides a stable lossless
data hiding technique but has some practical limitations.

Gao et al. [7] developed a generalized statistical quantity
histogram method which overcomes the limitations of the
adaptive histogram based method. This method uses sim-
ilarity of statistical quantity, divide and conquer strategy,
scalability which provides high robustness. Due to trans-
mission of side information and safe storage, this method
provides high security for copyright protection. Qin et al. [8]
proposed novel prediction-based reversible stegenographic
method by adaptively choosing the reference pixels based
on the pixel distributions. The partial differential equation is
applied for the image inpainting technique. The secret bits
are embedded by choosing the peak and zero points, then
shifting the histogram of the prediction error.

Dragoi et al. [9] proposed data embedding scheme using
prediction errors by selecting multiple histogram bins. The
prediction errors of the host images are calculated in four
different modes. The best performance of the watermarking
scheme is obtained by histograms of all the four modes. The
data extraction and recovery of the original image is per-
formed based on the side information and the pre-computed
location maps.

Chen et al. [10], proposed histogram shifting of pre-
diction errors for reversible watermarking. Here, by using
the multiple errors prediction scheme the asymmetric error
histogram is constructed by choosing the suitable error pre-
diction method. The embedding of secret data is done by
combining the maxima and minima errors. The quality of
the watermarked image is improved in this scheme due to
the reduction in amount of shifted pixels in the asymmetric
error histogram.

In Zong et al. [11], the watermark embedding and extrac-
tion process is based on the shape of the histogram. The host
image pixels are separated into low frequency and high fre-
quency components by using Gaussian low pass filter, as a
first step of the data embedding phase. The numbers of gray

levels in the low frequency components are selected by using
a secret key in a random manner.

The pixel group with highest number of pixels and
building of safe band for the selected pixels are done by
histogram-shape related index. In the selected pixel group,
the pixels used for embedding the secret data are moved to
a certain gray level of the same group. In order to overcome
these side effects the high frequency componentmodification
is implemented and combined with the watermarked low fre-
quency component.

In this paper, the peak points of the image histogram are
considered for the data embedding and extraction process.
In the embedding phase, the image is applied to Gaussian
filtering which separates the host image into low and high
frequency components. In the histogram of the low fre-
quency components, the gray level which has the peak value
is selected to embed the secret data. A secret key is used for
the image authentication and for the secure transmission of
the side information about the embedded pixel positions. The
embedding capacity of this method is increased by selecting
the consecutive peak value of the histogram.

In the existing scheme [12], only the bits (0’s and 1’s)
are embedded in the identified positions. But in the pro-
posed method the characters directly embedded by using
their ASCII values in the identified pixel positions. This
highly improves the embedding capacity of the images. At
the decoding phase, the embedded pixel positions are iden-
tified using the secret key. Once the positions are identified,
the secret data is extracted and these pixel positions replaced
with the original pixel values for the recovery of the host
image.

The remaining sections of this paper are organized as fol-
lows. The proposed watermark embedding and extraction
methods are illustrated in Sect. 2. The simulation results and
discussions are provided in Sect. 3. Finally, Sect. 4 concludes
the paper.

2 Proposed watermarkingmethod

The block diagram of the proposed watermarking embed-
ding scheme is shown in Fig. 1. The proposed watermarking
method has the following steps: Filtering, Peak point identi-
fication, pixel shifting, watermark embedding, HFCM, Side
information adding, authentication process.

2.1 Filtering process

The input gray scale image is separated into low frequency
components (Ilow) and high frequency components (Ihigh).
This operation is performed by the two dimensionalGaussian
low pass filter [12,13]. When the image is exposed to some
noise during the communication, the effect of noise will be
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Fig. 1 Block diagram of
proposed watermarking
embedding scheme

higher in the high frequency component when compared to
low frequency component. So, to improve the robustness of
the proposed system, the low frequency component of the
host image is used to embed the secret data.

The two dimensional Gaussian function [11] is represent
by

F (x, y, σ ) = 1

2πσ 2 e
−

(
x2+ y2

2σ2

)
(1)

where (x, y) is the pixel position of the image,σ is the standard
deviation of the Gaussian noise.

The standard deviation ‘σ’ of the Gaussian distribution is
usually assumed as 1. The low pass output is obtained by
performing convolution between the filter function and the
host image. In mathematical from it is represented as

I (x, y) = Ihigh(x, y) + Ilow(x, y) (2)

Ilow(x, y) = I (x, y) ∗ F(x, y, σ ) (3)

The Gaussian filter removes the high frequency components
of the host image. The high frequency components of the
image is obtained by

Ihigh (x, y) = I (x, y) − Ilow (x, y) . (4)

2.2 Peak point identification and histogram shifting

The image histogram is the pictorial representation of an
image which illustrates the number of pixels versus the gray
level values. Here, the image content is clearly related to the
shape of the histogram. The histogramof low frequency com-
ponents is plotted which exactly reflects the image content.
In 8 bit gray scale images the pixel range varies from 0 to
255, where pixel with value ‘0’ represents black and value
‘255’ represents white. Figure2 shows the sample histogram
of an image.

Fig. 2 Sample histogram

The embedding capacity of the image is the number of
secret bits that can be embedded into the host image. The
highest peak point of the histogram is selected as the water-
mark embedding points. For example, in Fig. 2 the gray level
104 have the peak value of 1419, so the embedding capacity
is 11,352 bits (1419*8 bits). The Gaussian low pass filter
output contains the all the low frequency components (Ilow)

of the host image. In the proposed system, the histogram
of Ilow is plotted, to identify the embedding capacity of the
image. In order to improve the embedding capacity multiple
peak points in histogram is selected.

Thepixel valueswhich contain the peakpoints are selected
for the watermark embedding. The selected group of pixels
are shifted to nearest neighbours, to create vacant places in
the histogram. These locations are used for embedding the
secret data. The maximum shifting count of the selected pix-
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Fig. 3 Shifted histogram

els positions is performed depending upon the length of the
secret information, which improves the quality of the water-
marked image.

The histogram shifting is performed based on the follow-
ing conditions.

Hs =
{
Gi + 1 i f Gi �= 255
Gi − 1 i f Gi = 255

(5)

where HS is the histogram shifting i = 1, 2, 3, 4 . . ., G1 is
the gray level of the first highest peak point, G2 is the gray
level of the second highest peak point and so on.

This method of shifting prevents the overflow and under-
flow of the pixels i.e the gray level shifting is maintained in
the range of 0–255.

Figure3 shows the shifted pixel positions in the histogram.
These vacant positions are used embed the secret data in
the image i.e. all the pixels at gay level 104 are shifted to
neighbouring gray levels and the number of pixels at the
gray level 104 is ‘0’.

2.3 Watermark embedding

The watermark embedding is done by pixel replacement
method. In this method, the characters are the secret data
to be embedded in the host image. The ASCII values of the
characters are taken as the values to be hidden in the image.
Here, the pixel positions shifted for watermark

The embedding process is done by

Ilowwtrmrk = wi , i f Ilow = Gi and

(Ilowshi f ted = Gi + 1 or Ilow_shi f ted = Gi − 1) (6)

11 12 13 14 15

21 22 23 24 25

31 32 33 34 35

41 42 43 44 45

51 52 53 54 55

Fig. 4 Gaussian mask of size 5×5

where Ilow_wtrmrk is watermarked low frequency image, Ilow
is low frequency original image, Ilow_shi f ted is the histogram
shifted image, Gi is the selected Graylevel.

2.4 Quality improvement using HFCM

The perceptual quality of the image has direct impact when
the pixels are transferred from one level to other. The amount
of pixel transferred must be at low level to improve the per-
ceptual quality. In this approach all the selected pixels are
shifted to next or the previous gray levels. In order to reduce
the side effect of Gaussian filtering Ihigh of the host image
must be properly modified.

Let IR be the received watermarked image, Iwtrmrk is the
original watermarked image and IR−low_wtrmrk be the low
frequency component of the received image.

I R−low−wtrmrk = F ∗ IR (7)

If image is exactly received the equation can be represented
as

I R−lowwtrmrk = F ∗ Iwtrmrk

= F ∗ (Ilow wtrmrk + Ihigh) (8)

For the extraction of the watermarked data exactly the
IR−low_wtrmrk = Iwtrmrk , but due to the Gaussian filter-
ing some side effects may be introduce which increases the
error in the watermark detection process. If a pixel Ilow is
modified for the watermarking process means, the pixel Ihigh
must be modified to improve the quality at the receiving side.
The relation between the Ilow and Ihigh should be identified
before the modification.

For example, consider Gaussian mask of size 5×5 as
shown in Fig. 4, then filter applied the imagewill be as shown
in Fig. 5.

The changes in the pixel I 33, due to the Gaussian filter
centred at I 33 will be

I 33−low =
∑5

i=1

∑5

j=1
Ii j GFi j (9)

I 33−low = M33 + I33GF33 (10)
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11 12 13 14 15 16

21 22 23 24 25 26

31 32 33 34 35 36

41 42 43 44 45 46

51 52 53 54 55 56

61 62 63 64 65 66

Fig. 5 Gaussian mask centred at I33 of the input image

where,

M33 =
∑5

i=1

∑5

j=1
Ii j GFi j − I33GF33 (11)

The relation between the original and the low frequency
component of the image is given by

I 33 = I33−low−M33

GF33
(12)

Weknow that the input image is expressed as I = Ihigh+Ilow
Now, Ihigh = I − I low

I33−high = I 33 − I 33−low (13)

I33−high = I33−low (1 − GF33) − M33

GF33
(14)

Let ϕ be the modified value in the low frequency image due
to watermark embedding.

I33−low_wtrmrk = I33−low_ ± ϕ (15)

The received high frequency component can be expressed
as

IR−33−high = IR−33−low(1 − GF33) − M33

GF33
(16)

IR−33−high = (I33−low ± ϕ) (1 − GF33) − M33

GF33
(17)

The total modification in the high frequency component
is given by

�I 33−high = ϕ (1 − GF33)

GF33
(18)

The Gaussian mask has major effect on the centre pixels and
degrades towards the edges of the mask. As shown in Fig. 6
, the direct neighbouring pixels of I33 are (I22, I24, I42, I44)
group 1 and (I23,I32,I34,I43) group 2 . The pixels belonging

Fig. 6 Direct neigbours of the
pixel

to same group has similar effect due to the symmetrical and
circular property of the Gaussian filtering.

So, here the effects on I23 and I43 is analysed.

I 43−low =
∑5

i=1

∑5

j=1
Ii( j+1)GFi j (19)

If I33 is altered then I 43−low will be effected.

M43 =
∑5

i=1

∑5

j=1
Ii( j+1)GFi j − I33GF43 (20)

Now,

I43−low = M22 + I33GF43

IR−43−low = M22 + (I R−33−low − M33)GF43

GF33

IR−43−low = M22 + (I R−33−low ± ϕ − M33)GF43

GF33
(21)

where ϕ is the amount of changes done in the pixel value.
The,

�I 43−low = GF23ϕ + GF23�I 33−high (22)

The variation in I44−low is expressed as

�I 44−low = GF22ϕ + GF22�I 33−high (23)

Now, the watermarked low frequency components and
compensated high frequency components are combined to
from the watermarked host image. The gray value at which
the watermarks are embedded and number of embedded
watermarked bits is added as the side information. The side
information is directly embedded by pixel replacement in
the watermarked host image by selecting the unused pixel
positions and pseudo noise sequence.

In order to improve the security of the image, the water-
marked host image is provided with a secret key. This key is
securely transmitted to the receiver for the watermark extrac-
tion process.

2.5 Watermark extraction

Figure7 shows the block diagram of the proposed watermark
extraction process. Thewatermarkdecodingprocess involves
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Fig. 7 Watermark extraction
process

Fig. 8 Original images a rice, b
Cameraman, c Barbara, d boat,
e house, f Lena, g tree, h
Mandrill

image authentication, extraction of side information, identi-
fication of watermarked groups, watermark extraction and
image reconstruction.

The received image is applied for the authentication
process. The image authentication is performed by using
the secret key shared from the transmitting side. By using
the pseudo noise sequence, the side information which is
extracted from the received image, is used to identify the
pixel positions where the secret data is embedded. The
received image is applied to the Gaussian filter and the his-
togram of the low frequency components is constructed.
The output of Gaussian filter of the received image will
be

I R−low−wtrmrk = F ∗ IR

If image is exactly received without any error, then the equa-
tion is represented as

I R−lowwtrmrk = F ∗ (IR−low wtrmrk + IR−high) (24)

The watermarked groups is identified and extracted from
the side information. After the extraction of the water-
mark, the pixel position of extracted watermarks is replaced
with the original pixel values by using the side informa-
tion.

3 Simulation results

In this section, by simulation the perceptual quality and
robustness of the images are evaluvated for the proposed
method and Zong method. All the simulations are performed
in MATLAB.

For evaluvation, eight diffrent gray scale images such as
rice, Cameraman, Barbara, boat, house, Lena, tree and Man-
drill are used as host images of size 512*512 as shown
in Fig. 8. The watermarked images as shown in Fig. 9.
The watermark extarcted images and the reconstructed host
images are shown in Figs. 10 and 11, respectively.

The parameters [14] such as embedding capcity (EC),
peak signal to noise ratio (PSNR), Structural SIMilarity
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Fig. 9 Watermarked images a
rice, b Cameraman, c Barbara, d
boat, e house, f Lena, g tree, h
Mandrill

Fig. 10 Watermark extarcted a
rice, b Cameraman, c Barbara, d
Boat, e house, f Lena, g tree, h
Mandrill

Fig. 11 Reconstructed host
images a rice, b Cameraman, c
Barbara, d Boat, e house, f
Lena, g tree, h Mandrill

(SSIM) Index, bit rate (BR) and bit error rate (BER) are used
for evaluation. The SSIM, MSE and PSNR are the indicators
of perceptual quality of the images. The BER is the indicator
of robustness of the image. The higher the PSNR and SSIM,
higher the perceptual quality.

Embedding capacity (EC) is defined as the number of that
can be embedded in host image.

The similarity between the two images is measured by the
parameter known as the SSIM index, expressed as

SSI M (x, y) = y
(2μxμy + c1)(2σxy + c2)

(μ2
x + μ2

y + c1)(σ 2
x + σ 2

y + c2)
(25)
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Table 1 Parameter comparison for single gray level shift

Images/parameters Proposed method Zong method

EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM

Rice 14776 53.34 0.304 0.028 0.986 1847 49.07 0.341 0.0035 0.926

Cameraman 11096 45.65 1.782 0.021 0.982 1387 42.00 2.905 0.0026 0.792

Barbara 5448 52.03 0.410 0.010 0.986 681 47.87 1.178 0.0013 0.903

Boat 5848 56.90 0.134 0.011 0.989 731 52.34 0.301 0.0014 0.988

House 51936 40.40 5.970 0.099 0.921 6492 37.17 12.112 0.0124 0.701

Lena 5656 50.79 0.345 0.011 0.985 707 46.72 1.682 0.0013 0.882

Tree 12448 43.50 2.926 0.024 0.943 1556 40.02 5.692 0.0030 0.755

Mandrill 7168 47.47 1.185 0.014 0.962 896 43.67 3.056 0.0017 0.824

Average values 14297 48.76 1.632 0.027 0.969 1787 44.86 3.47 0.0034 0.846

Table 2 Parameter comparison for two gray level shift

Images/parameters Proposed method Zong method

EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM

Rice 28400 47.70 1.112 0.054 0.962 3550 41.26 4.582 0.0068 0.779

Cameraman 19648 43.20 3.134 0.037 0.943 2456 37.37 12.356 0.0047 0.705

Barbara 10248 47.59 0.515 0.020 0.962 1281 41.17 12.252 0.0024 0.777

Boat 11320 52.58 0.361 0.022 0.986 1415 45.48 1.758 0.0027 0.858

House 73104 39.43 7.468 0.139 0.920 9138 34.11 21.895 0.0174 0.644

Lena 11032 48.30 0.612 0.021 0.963 1379 41.78 4.841 0.0026 0.788

Tree 21200 40.52 5.816 0.040 0.921 2650 35.05 18.44 0.0051 0.661

Mandrill 14224 43.95 1.171 0.027 0.943 1778 38.02 7.045 0.0034 0.717

Average values 23647 45.41 2.525 0.045 0.95 2956 39.28 10.396 0.0056 0.741

where,

μx − mean of x; μy − mean of y

σxy − covariance of xy; σ 2
x − variance of x

σ 2
y − variance of y; c1&c2 − variables

BR is the ratio of maximum number of the can be embedded
to the total number of bits.

BR = Maximum number of embedded in the image

Total number of image bits
(26)

BER is the ratio of number of error bits received to the total
number of bits transmitted.

BER = Numbere of errror bits recived

Total number of bi ts transmitted
(27)

The PSNR is define as the ratio of maximum possible pixel
value of the image and the MSE.

PSN R = 20 log

(
255√
MSE

)
dB (28)

where

MSE = 1

mn

∑m

i=1

∑n

j=1
(I (i, j) − W (i, j))2 (29)

W (i, j) is the watermarked image, I (i, j) is the original
image.

The higher PSNR and SSIM and lower BER indicates
the better performance of the watermarking methods. All the
parameters are tested with different level gray level shifts in
the absence of any attacks on the transmitted image.

For all the conditions, the proposed method gives a bet-
ter performance when compared to Zong method. Table 1
shows the parameter comparison of proposed method and
the Zong method with single gray level shift. For the
single gray level shift, the proposed system has PSNR
= 48.79 and SSIM = 0.96 and the Zong method has
PSNR = 44.89 and SSIM = 0.846.

Table 2 shows the parameter comparison of proposed
method and the Zong method with two gray level shifts. For
the two gray level shift, the proposed system has PSNR =
45.21 and SSIM = 0.95 and the Zong method has PSNR
= 39.27 and SSIM = 0.741.
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Table 3 Parameter comparison for three gray level shift

Images/parameters Proposed method Zong method

EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM

Rice 41216 43.13 3.186 0.079 0.943 5152 38.39 8.82 0.0098 0.724

Cameraman 28144 37.28 12.260 0.054 0.916 3518 33.18 32.621 0.0067 0.626

Barbara 14904 37.32 12.152 0.028 0.916 1863 33.21 32.456 0.0036 0.627

Boat 16536 47.27 1.228 0.032 0.962 2067 42.07 2.586 0.0039 0.794

House 88968 34.75 21.940 0.170 0.898 11121 30.93 45.02 0.0212 0.584

Lena 16072 38.70 8.840 0.031 0.916 2009 34.44 21.86 0.0038 0.650

Tree 29280 40.02 6.521 0.056 0.921 3660 35.62 19.01 0.0070 0.672

Mandrill 21240 40.57 2.690 0.041 0.921 2655 36.12 17.52 0.0051 0.681

Average values 32045 39.87 8.977 0.061 0.924 4006 35.49 22.487 0.008 0.670

Table 4 Parameter comparison for four gray level shift

Images/parameters Proposed method Zong method

EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM

Rice 52880 40.58 5.736 0.101 0.921 6610 36.52 13.025 0.0126 0.689

Cameraman 41728 33.83 27.140 0.080 0.812 5216 30.44 45.53 0.0099 0.574

Barbara 19368 33.34 30.385 0.037 0.809 2421 30.01 45.951 0.0046 0.566

Boat 21648 45.37 1.910 0.041 0.982 2706 40.84 6.025 0.0052 0.770

House 104600 33.78 27.416 0.200 0.812 13075 30.406 48.985 0.0249 0.574

Lena 20824 33.28 30.801 0.040 0.812 2603 29.95 48.513 0.0050 0.565

Tree 37152 35.71 17.63 0.071 0.903 4644 32.14 41.257 0.0089 0.606

Mandrill 28112 38.56 5.740 0.054 0.916 3514 34.70 16.245 0.0067 0.655

Average values 40789 36.806 18.345 0.0778 0.871 5099 33.13 33.191 0.0097 0.625

Table 5 Parameter comparison for five gray level shift

Images/parameters Proposed method Zong method

EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM EC (bits) PSNR (dB) MSE Bit rate (bpp) SSIM

Rice 61536 39.10 8.070 0.117 0.918 7692 35.19 18.32 0.0147 0.664

Cameraman 54720 31.84 42.510 0.104 0.708 6840 28.66 49.52 0.0130 0.541

Barbara 23776 33.04 32.511 0.045 0.796 2972 29.74 48.15 0.0057 0.561

Boat 26816 43.07 3.270 0.051 0.943 3352 38.76 8.91 0.0064 0.731

House 119632 33.08 32.230 0.228 0.796 14954 29.77 48.58 0.0285 0.562

Lena 25488 31.81 43.190 0.049 0.708 3186 28.63 49.02 0.0061 0.540

Tree 44600 35.40 18.880 0.085 0.903 5575 31.87 43.25 0.0106 0.601

Mandrill 34928 35.23 18.320 0.067 0.903 4366 31.71 43.15 0.0083 0.598

Average values 48937 35.32 24.873 0.093 0.834 6117 31.79 38.613 0.0117 0.600

Table 3 shows the parameter comparison of proposed
method and the Zong method with three gray level shifts.
For the third gray level shift, the proposed system has
PSNR = 39.88 and SSIM = 0.924 and the Zong method
has PSNR = 35.49 and SSIM = 0.670.

Table 4 shows the parameter comparison of proposed
method and the Zong method with four gray level shifts.

For the four gray level shift, the proposed system has
PSNR = 36.81 and SSIM = 0.871 and the Zong method
has PSNR = 33.13 and SSIM = 0.625.

Table 5 shows the parameter comparison of proposed
method and the Zong method with five gray level shifts. For
the five gray level shift, the proposed system has PSNR =
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Table 6 PSNR of the proposed method and Zong method with common attacks

Images/attacks Proposed method Zong method

Median
filtering

Salt and pep-
per noise

Rotation
(10◦)

Gaussian
noise

Scaling Median
filtering

Salt and pep-
per noise

Rotation
(10◦)

Gaussian
noise

Scaling

Rice 53.12 52.8 51.02 51.45 50.74 51.45 51.25 50.54 49.89 49.92

Cameraman 45.21 45.32 45.20 44.74 45.45 46.46 45.44 48.17 45.02 46.53

Barbara 51.53 51.26 51.42 50.89 51.02 49.45 49.50 51.32 49.23 49.54

Boat 56.51 55.59 56.02 55.99 56.25 56.02 55.74 55.00 56.20 56.56

House 40.12 39.39 40.01 40.21 40.32 40.23 39.93 39.00 40.11 40.0

Lena 50.25 50.52 50.21 50.01 50.37 50.23 49.98 49.00 49.92 49.78

Tree 43.21 42.68 43.02 43.34 42.89 42.45 42.78 43.01 43.14 42.88

Mandrill 47.27 47.01 47.11 46.98 46.91 45.21 46.02 45.32 45.87 45.100

Average PSNR 48.40 48.08 48.00 47.95 47.99 47.69 47.58 47.67 47.42 47.54

Overall average PSNR 48.09 47.58

Table 7 SSIM of the proposed method and Zong method with some common attacks

Images/attacks Proposed method Zong method

Median
filtering

Salt and pep-
per noise

Rotation
(10◦)

Gaussian
noise

Scaling Median
filtering

Salt and pep-
per noise

Rotation
(10◦)

Gaussian
noise

Scaling

Rice 0.986 0.986 0.985 0.985 0.985 0.986 0.986 0.985 0.983 0.983

Cameraman 0.982 0.982 0.982 0.981 0.982 0.982 0.982 0.982 0.982 0.982

Barbara 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.985

Boat 0.979 0.978 0.979 0.979 0.979 0.979 0.979 0.978 0.979 0.979

House 0.921 0.921 0.921 0.921 0.921 0.921 0.921 0.920 0.921 0.921

Lena 0.985 0.985 0.985 0.985 0.985 0.985 0.985 0.980 0.985 0.985

Tree 0.943 0.943 0.943 0.943 0.943 0.943 0.943 0.943 0.943 0.943

Mandrill 0.982 0.982 0.982 0.982 0.982 0.961 0.961 0.961 0.961 0.961

Average SSIM 0.970 0.970 0.970 0.970 0.970 0.968 0.968 0.967 0.967 0.967

Overall average SSIM 0.97 0.967

Table 8 BER of the proposed method and Zong method with some common attacks

Images/attacks Proposed method Zong method

Median
filtering

Salt and pep-
per noise

Rotation
(10◦)

Gaussian
noise

Scaling Median
filtering

Salt and pep-
per noise

Rotation
(10◦)

Gaussian
noise

Scaling

Rice 0.048 0.006 0.033 0.036 0.032 0.066 0.008 0.028 0.044 0.035

Cameraman 0.060 0.009 0.022 0.028 0.035 0.052 0.007 0.028 0.041 0.028

Barbara 0.052 0.008 0.039 0.031 0.029 0.068 0.015 0.035 0.033 0.029

Boat 0.053 0.008 0.025 0.032 0.028 0.062 0.021 0.041 0.028 0.033

House 0.055 0.006 0.032 0.031 0.028 0.055 0.023 0.032 0.026 0.027

Lena 0.053 0.006 0.032 0.026 0.030 0.056 0.004 0.033 0.037 0.036

Tree 0.059 0.006 0.031 0.028 0.037 0.056 0.011 0.028 0.029 0.029

Mandrill 0.052 0.007 0.030 0.029 0.029 0.069 0.028 0.030 0.027 0.028

Average BER 0.054 0.007 0.031 0.030 0.031 0.061 0.015 0.032 0.033 0.031

Overall average BER 0.031 0.034
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35.32 and SSIM = 0.834 and the Zong method has PSNR =
31.79 and SSIM = 0.600.

From the parameter comparison, the proposed method
provides better performance in perceptual quality. The
embedding capacity of the images has better improvement
due to pixel replacement method.

The parameters such as PSNR, SSIM and BER are tested
with some common image attacks on the transmitted image.
The attacks such as salt and pepper noise, Gaussian noise,
median filtering, rotation and scaling are used for the com-
parison.

Table 6 shows the PSNR comparison of proposed method
and the Zong method with common attacks. The proposed
method and the Zong method has attained the average
PSNR = 48.08 and PSNR = 47.58 respectively.

Table 7 shows the SSIM comparison of proposed method
and the Zong method with common attacks. The proposed
method and the Zong method has attained the average
SSIM = 0.97 and SSIM = 0.967 respectively.

Table 8 shows the BER comparison of proposed method
and the Zong method with common attacks. The proposed
method and theZongmethodhas attained the averageBER =
0.031 and BER = 0.034 respectively.

4 Conclusion

The main contributions in this paper are: (1) identify-
ing the watermark embedding points in the low frequency
component (2) Watermark embedding and High frequency
component modification (3) image authentication (4) water-
mark extraction and host image reconstruction. Here, water-
marks are embedded only in low frequency component of
the images by using Gaussian low pass filter in the pre-
processing. The embedded positions are identified by using
the side information extracted from the watermarked image.
The HFCMmethod improves the quality of the watermarked
image. The security of the image is improved in this method
by providing a secret as an authentication process. As,
demonstrated in the simulation results, the proposed method
provides better perceptual quality and robustness.
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