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Abstract
This paper exhibits the outline and advancement of a pervasive remote monitoring system for the Parkinson’s disease (PD)
patients. The proposed system gathers various PD related information such as voice samples, gait information etc. and would
empower in-home monitoring of early PD symptoms. We accomplished this objective by utilizing various wearable sensors
technology, mobile computing system, Internet, cloud computing technologies. Such an incorporated framework guarantees
the compelling and effective utilization of data gathered for evaluating early PD symptom’s as well as identifies critical PD
severity levels. In particular, the proposed system can evaluate PD patients’ voice disorders or Dysphonia and thus enables
doctors to detect patient’s PD symptoms or severity levels. Trial comes about demonstrate that our proposed system achieves
very high accuracy for detecting PD symptoms as compared to existing approaches.
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1 Introduction

Parkinson sickness (PD) is a standout amongst the most
ceaseless and dynamic neurodegenerative human malady.
It is the most predominant development issue of the focal
sensory system, and influences around 3% of the populace
beyond 65years old on the planet [1]. It is accounted for
that in US, the PD is basic among people of 65years or
more seasoned at the rate of 160/100,000 people. Parkin-
son’s disease is traditionally characterized on impossible to
miss engine disintegration signs as solid inflexibility, tremors
very still, bradykinesia, hypokinesia/akinesia and postural
unsteadiness. Patients may likewise experience the ill effects
of rearranging of step, solidifying of walk, and Dysphonia
[2].

To manage and treat PD effectively, current approach
requires regular clinical visits of PD patients for assessment
and close monitoring of PD symptoms [3]. Assessment is
subjective and generally conducted by the physician during
a patient visit. However, it is hard to keep track of differ-
entiation of PD symptoms (e.g. decline or improvement)
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between clinic visits. In addition, more frequent clinic vis-
its may increase the physical and economic burden for PD
patients and their families. Therefore, there is a need for
remote monitoring systems for PD patients that can deal with
above issues and support continuous follow-up of the disease.
There are some active efforts to monitor PD patients by ana-
lyzing physical activity data, mostly about gait performance
(e.g. walking, turning, running etc.) and hand tremors at rest
from wearable [4–9] and environmental sensors [10–14] and
Smartphone applications [2,15–18].

The major limitations of the above works to monitor PD
patients is related to PD symptoms detection, measurement
and analysis. Much of the time, these were finished by the
utilization of regulated systems that require human medi-
ation [6,10–16]. Many investigations [15–20] featured the
difficulties of managed strategies in genuine situations as
far as Human predisposition amid demonstrate articulation
(naming and preparing stages). Hence, inquire about into a
non-obtrusive and self-sufficient framework to gaugePD side
effects continuously while enhancing long haul execution is
required.

Becauseof late improvements of a few innovative advances
and new ideas, for example, Internet of Things, Body Sensor
Networks (BSNs), distributed computing and minimal effort
remote information correspondence frameworks, unavoid-
able wellbeing administrations are expanding drastically that
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screen indispensable signs and physiological signs, including
electrocardiograms and electromyography, with a few being
advertised [21–30]. With the coordinated sensors in present
day cell phones ending up more intense and less expensive,
the plausibility and exactness of utilizing cell phones to quan-
tify different development related measurements have pulled
in a great deal of research intrigue. With these innovation
advancement, it is achievable and exceptionally encourag-
ing to expand PD checking from discontinuous facility based
appraisal to the locally situated condition by utilizing current
cell phone and intense distributed computing.

This goal is not new, but the adoption of newly arrived
technologies, would be a great step towards the development
of an effective and efficient real-time PD-patient monitoring
system. In this paper, we propose a sensor-cloud framework
for designing and implementing a continuous, non-invasive
and wireless monitoring system for the PD patients that
can collect PD patients voice data and detect PD symptoms
and severity levels about PD and would enable home-based
assessment and monitoring. We evaluated five classification
techniques- Decision tree, Random tree, SVM, Naïve Bayes
and KNN to classify the patient’s voice samples offline and
found that Decision Tree was able to provide better recog-
nition rate. If the system finds positive results of recognition
of PD symptoms, it notifies the doctor or caregiver automat-
ically and thus help to get possible quick recommendations
from the doctor. Our long haul objective is to increase cur-
rent PD evaluation situated in the center setting to the locally
established condition. furthermore, enable patients and spe-
cialists with a novel inescapable figuring framework for
persistent checking and administration of PD.

2 Related works

Given the attributes of Parkinson’s sickness and its difficul-
ties on ailment administration, outlining mobile instruments
for remote observing of PD patients has pulled in a great
deal of consideration as of late [6–10,19,21–23]. In a cur-
rent report, Rodriguez-Molinero et al utilized a versatile
inertial sensor to distinguish engine vacillations (on-off)
in PD patients, and the outcome indicated high affectabil-
ity and specificity [15]. Regarding stride, there are three
essential estimations of step: (1) drive based estimation,
(2) precise rate estimation, and (3) accelerometer estima-
tion Several accelerometer-based estimation frameworks for
wandering observing of step related indications in PD have
been accounted for in solidifying of stride identification,
stance and strolling speed estimation, and fall hazard estima-
tion [2,4,9,12,15]. Salarian et al [20] utilized body-appended
spinners to assess walk highlights and physical exercises
identified with PD. Be that as it may, their investigation did
not report anyoutcomeabout how toutilize the assessed high-

lights to identify and evaluate PD seriousness. Patel et al, [9]
in Harvard therapeutic school, utilized wearable accelerom-
eters to assess engine difficulties on people with PD, and
endeavored to predicate the clinicians’ appraisals of illness
indications seriousness. In any case, their approach required
patients to join a few sensors at various areas and further-
more required a different control module to transmit and
store information. The prerequisite of these additional set-
tings puts an extra weight on clients and declines the ease of
use of the framework.

In general, the problems with current methods limit their
long-term effectiveness to support real-time processing, stor-
ing, analyzing, visualizing, knowledge discovery, decision
making, summarizing and searching of a large volume of
monitored PD-related data and provide seamless and ubiq-
uitous access to processed information under context (e.g.
location, ambient conditions, current physical activity) to dif-
ferent users such as PD patients, caregiver or clinics etc. for
better management of PD.

With the quick advancement of sensor innovation, Inter-
net of Things (IoT) distributed computing, and pervasive
access to the Internet from cell phones, eHealth and versatile
wellbeing have prodded the improvement of tele medicinal
frameworks that screen indispensable signs and physiolog-
ical signs, including electrocardiograms and electromyog-
raphy [10,13,15–30]. Initially, the idea driving Clouds is to
give a situation where equipment and programming could
be conveyed on a bespoke way to clients and used as needs
be to their solicitations. This is a vital distributed computing
advantage as it permits the scaling of client assets on request
(a procedure called versatility). In parallel, IoT relates clients
and their shrewd gadgets alongside sensors utilized as a part
of consistently activities (e.g., Smart telephones and wear-
able gadgets). Utilizing the IoT worldview, new open doors
rising where different gadgets could offer to sensor-inserted
social insurance new applications and administrations.

With the coordinated sensors in present day cell phones
can quantify different development relatedmeasurements too
Fontecha et al as of late revealed utilizing tri-axels accelerom-
eters in cell phones to survey slightness in elderly individuals
[18]. Liddle et al utilized the worldwide situating framework
(GPS) sensor in cell phones to assess life space of individu-
als with PD [17]. Galan-Mercant and Cuesta-Vargas used the
accelerometer and gyrator to gauge sit-to-stand pose change
in elderly people [27]. As of late, Apple revealed its intend to
set out on social insurance by discharging HealthKit APIs in
iOS 8 in June 2014 (https://developer.apple.com/healthkit/).
These give effective instruments and an interface for engi-
neers to create applications to get to, oversee, and exchange
data about wellbeing and prosperity with a wearable gadget.

In this paper, we consider utilizing the latest health-related
technologies such as cloud computing, wearable sensors,
Internet of Things etc. for an effective and efficient real-time
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PD-patient monitoring system. There is currently very few
automated and intelligent technological system that canmea-
sure both PD patient’s healthcare status and physical motion
or motor performance factors in a manner that is required for
efficient PD management in order to reduce critical move-
ment disability that may lead to sudden death of patients.

3 System overview

Our goal is to develop an integrated system that will engage
and monitor the PD patients’ physical and mental condition,
and also the performance of the PD patients’ with a view to
reduce the number of attacks. The process of monitoring and
data calculation can be divided into two parts. Unlike exist-
ing solutions that tackle one or two associated problems, our
solutionwill addressmost problems and incorporate different
aspects such as PD patient’s physical condition monitoring,
PD patient’s information about hand resting tremor, walk-
ing, and turning and all other sorts of internal and external
monitoring. It also includes accurate, effective and timely
storage and processing of collected data, efficient data pro-
cessing and providing accurate and authentic information
to the respective users. The proposed technology can pro-
vide accurate assessment of physical and mental activity of
the PD patient’s in order to assist in determining their level
of PD severity for effective PD management. The collected
data from the sensors can be huge and not maintainable for
a single computer. In order to provide efficient data storage,
analysis, and knowledge discovery and decision making pro-
cess developments, we used a cloud computing environment,
where several tens of computers can perform the computing
and processing services in a distributed manner. The output
of computation is provided to the respective users on demand,
that is after the paying for the services and immediate feed-
backwill be provided to the PD patients whichwill help them
to self-monitor, whenever their performance degrades. Thus,
the proposed architecture provides accurate assessment and
continuous feedback mechanisms to detect PD severity esti-
mation.

3.1 The architecture of proposed framework

Figure 1 presents the proposed sensor-cloud based system
architecture of PD patients’ monitoring system. It consists
of four major components- sensor devices, Smart phones,
cloud services and service users. Different wearable sensors
were deployed for monitoring the PD patients’ vital sign data
and physical motion data for gait performance and tremor at
rest measurements. We deploy ECG sensors, blood pressure
sensors and body temperature sensors to measure vital sign
data of the patients. We also deploy 3D accelerometer sensor
for ambulatory monitoring of gait-related symptoms in PD

such as freezing of gait, posture and walking speed estima-
tion, and fall risk estimation.

The data collected by the sensors are sent to the smart
phone device which locally stores the data for a short period
of time and finally send the data along with the metadata to
the cloud server through the mobile Internet or and/or Wi-Fi.
The application at the cloud side preprocess the data, extract
the important features from the sensor data and estimate the
severity of the PD symptoms. Finally, the results are stored
in the cloud database and also send back to the PD patients
as a report for their monitoring.

The proposed system also maintains the users’ privacy as
well as data security. It is done in various stages in the sys-
tem, data collection, data transmission and cloud data storage
scenario. While collecting the data, all data are stored in the
mobile device in an encrypted format. Also in case of data
transmission, encrypted data are transmitted to the cloud and
only the authorized users can access it.

In our proposed PD monitoring system, we are interested
in voice samples of patients obtained by the smart phones.
Here, the patient or caregivers can upload voice samples
to the proposed sensor-cloud framework of PD. Then the
uploaded voice signal will be transmitted to the cloud via the
cloud manager. Finally, the decision of PD symptoms will be
identified by the system.

3.2 Cloud-based data processing and analysis

The cloud some portion of the proposed system can perform
different assignments, for example, store the voice infor-
mation, pre-process the specimen information by utilizing
clamor remover, and examine the information utilizing dif-
ferent grouping methods to recognize PD side effects. The
patient associates with the authority over the cloud through
thewebusing their shrewdphones.The cloud administrations
are controlled by the cloud head or administrator. The cloud
administrator performs different assignments, for example,
apportioning virtual assets (VMs), checking and metering of
VM assets while preparing and dissecting voice information
for distinguishing PD side effects. There is an administration
administrator that handles the operations of the VMs. The
VMs contain different characterization systems that initially
extricates different highlights from the voice tests, select
ideal subset of the highlights for grouping lastly isolates the
dataset as preparing dataset, test dataset and approval dataset
to identify PD.

4 Performance evaluation

The goal of our proposed PD monitoring framework is to
get the best results of PD symptoms detection by using
various classification technique in cloud computing envi-
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Fig. 1 Proposed automated and intelligent PD monitoring system

ronment. Therefore, in our study, we used five classification
techniques- Decision tree, Random tree, SVM, Naïve Bayes
and KNN to Parkinson’s disease (PK) dataset.

4.1 Data source and simulation environment

The dataset used as a piece of PD revelation was taken from
UCI machine learning store which was made by Max Lit-
tle of the University of Oxford, and the voice were recorded
by the National Center for Voice and Speech, Denver, Col-
orado [31]. This dataset is used to perceive or isolate PD
patients from people without PD. The data includes 195 per-

sistent vowel phonations from 31 male and female subjects
ages moved from 46 to 85years. 23 of them were resolved to
have PD, and rest of them was strong. Among 147 PD vowel
phonations and 48 sound vowel phonations, each subject sup-
plies an ordinary of six phonations of the vowelwith length of
1– 36 s [21]. The properties are recorded in Table 1. WEKA
[32] Tool (Waikato Environment for Knowledge Analysis),
was utilized for examination of information. In this examina-
tion, the Decision tree, Random tree, SVM, Naïve Bayes and
KNN calculations are connected to PK informational index
and the after effects of applying these systems are appeared
in next area.

123

RETRACTED A
RTIC

LE



Cluster Computing (2019) 22:S2309–S2316 S2313

Table 1 PD dataset description Attribute Description

subject# Subject recording number

Status Speaks to if the patient has PD or not, status is 1 for PD patient and 0
for sound individuals

Fo(Hz) Average vocal fundamental frequency

Fhi(Hz) Maximum vocal fundamental frequency

Flo(Hz) Minimum vocal fundamental frequency

HNR The harmonics to noise ratio

NNR The harmonics proportion of the voice or discourse

PRDE & D2 Nonlinear measurement of dynamic complexity

spread1,spread2 and DFA The fractal scaling example of the voice sample

PPE The disparity in the voice signal frequency

Shimmer: DDA The normal supreme contrast between progressive contrasts between
the amplitudes of back to back times of the discourse

Shimmer & Shimmer (dB), Amplitudes of the voice test are utilized to compute the normal total
contrast between the amplitudes of progressive times of the
discourse, isolated by the normal adequacy

Shimmer: APQ5 & APQ3 The three-point and five-point Amplitude Perturbation Quotient
separately, which are ascertained partitioning the normal supreme
contrast between the adequacy of a period and the normal of the
amplitudes of its neighbors by the normal plentifulness of the voice
test

Jitter (%) The esteem which is characterized in rate by separating the normal
estimation of the outright distinction between any two back to back
times of major frequencies of voice test by the normal estimation of
the period

Jitter: DDP The normal outright distinction between progressive assorted varieties
between sequential periods is separated by the normal time of the
discourse

Jitter: ABS The normal supreme distinction between any two progressive times of
central frequencies of voice test in microseconds

Jitter: RAP Relative Average Perturbation is the normal supreme contrast between
a time of principal recurrence of the voice test and the normal of that
period and its two closest neighbors, partitioned by the normal time
of the voice test

4.2 Experimental results

All of the classifiers (i.e. Decision tree, Random Tree, SVM,
Naïve Bayes and KNN algorithm) were tested and compared
for the given dataset. At first, we have used the Decision Tree
classifier. The decision tree is created by selecting the best
split at every node. To select the best attribute for the split, the
information gain is computed at each node and the attributes
are ranked accordingly. The Decision Tree algorithm J48 is
then applied to the data set. The results are shown in Table 2.

Next, for Naïve Bayes, the attribute evaluator used is Gain
Ratio and the search method used is Ranker method. The
Naïve Bayes algorithm is applied to the data set and the
results are shown in Table 3.

Next, the KNN algorithm is applied to the data set and the
results are shown Table 4. Then, the random tree algorithm
is applied to the data set and the results are shown Table 5.

Table 2 Results of decision tree algorithm

No of instances Percentage

Correctly classified instances 5875 100

Incorrectly classified instances 0 0

Total instances 5875

Table 3 Results of Naïve Bayes algorithm

No of instances Percentage

Correctly classified instances 5000 85.1

Incorrectly classified instances 875 14.89

Total instances 5875

Finally, SVM algorithm is applied to the data set and the
results are shown Table 6.

123

RETRACTED A
RTIC

LE



S2314 Cluster Computing (2019) 22:S2309–S2316

Table 4 Results of KNN algorithm

No of instances Percentage

Correctly classified instances 5855 99.6596

Incorrectly classified instances 20 0.3404

Total instances 5875

Table 5 Results of Random tree algorithm

No of instances Percentage

Correctly classified instances 4696 79.9319

Incorrectly classified instances 1179 20.0681

Total instances 5875

Table 6 Results of SVM algorithm

No of instances Percentage

Correctly classified instances 5581 94.9957

Incorrectly classified instances 294 5.004

Total instances 5875

Fig. 2 Comparison of prediction techniques

Now, the evaluation measures used to compare the per-
formance of the classifiers are Sensitivity, Specificity and
Accuracy

(i) Sensitivity = TP/P
(ii) Specificity = TN/N
(iii) Accuracy = (TP + TN)/(P + N)

where TP is true positives, TN is true negatives, P and T are
actual positives and actual negatives respectively.

A good predictor must have high sensitivity, low speci-
ficity and high accuracy. The graph in Fig. 2 presents the
predictor comparisons of the 5-classifiers. Decision tree has
high sensitivity and accuracy and low specificity which
ensures it can provide a good indicator for the accuracy of
decisions tree in predicting PK disease from their voice sig-
nals.

Fig. 3 Performance comparison (accuracy, sensitivity and specificity)
plot of Decision tree and Bayes classifiers

Fig. 4 Performance comparison (accuracy, sensitivity and specificity)
plot of Decision tree and KNN classifiers

Fig. 5 Performance comparison (accuracy, sensitivity and specificity)
plot of Decision tree and random tree classifiers

Figures 3, 4, 5, and 6 compare all the remaining classifiers
with decision tree. Moreover, the results show that KNN has
highest accuracy as expected since KNN remembers all the
instances. But when used for prediction the Decision Tree
performs well when compared to other four methods for the
given dataset.

5 Conclusion

Parkinson’s infection (PD) is a standout amongst the most
well-known neurodegenerative issue and influences more
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Fig. 6 Performance comparison (accuracy, sensitivity and specificity)
plot of Decision tree and SVM classifiers

than 6.3 million individuals in everywhere throughout the
world. Current PD administration requires normal clinical
visits for evaluation and close checking of PD side effects. In
any case, it is difficult tomonitor separation of PD side effects
(e.g. decrease or change) between center visits.What’s more,
more incessant facility visits may expand the physical and
monetary weight for PD patients and their families. Along
these lines, as of late, remote checking of PD patients has
pulled in a considerable measure of consideration and there
are some dynamic endeavors exist in the writing. Be that as it
may, much of the time the assessment of PD side effects was
done inmanaged situations. Differentworks incorporated the
programmed movement acknowledgment in particular snap-
shots of the day, e.g. evaluation of the stride execution and
bradykinesia seriousness when the patient is strolling. We
proposed a structure that can productively address the above
issues and give the PD seriousness level estimation and help
PD patients from sudden falls.
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