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Abstract
Wireless sensor network (WSN) is a multi-hop, self-organizing distributed network system composed of multiple micro-
sensors through wireless communication. There are problems such as energy holes and transmission link interruption due to
node failure for multi-hop mode of data transmission. Mobile sink (MS) supports data forwarding and collection to avoid
multi-hop transmission, extending network life by saving network energy. In the work, we discussed transmission energy and
delay problems of data collection by MS in WSN with duty cycle. Based on fixed MS moving speed and regular transmission
performance, the network life cycle was maximized to propose an asynchronous path independent energy efficient algorithm
irrelevant to the path. After that, the efficiency of the protocol was verified by experiments.

Keywords Wireless sensor networks · Mobile sink · Discovery protocol · Interaction time · Duty cycle

1 Introduction

The network is the most effective way for people to get
massive information. Recently, with the rapid development
of science and technology, network technology is rapidly
improved. Higher requirements are put forward for the object
of information, the speed of communication and the con-
trol of things. Internet of things (IOT) emerges to achieve
easy identification, management and control by connecting
networks to things and people. Acquiring, processing and
transmitting object information will be a new research field.
WSNS are integrated with sensing technology, communica-
tion technology and computational processing technology to
provide basis for the acquisition and processing of the infor-
mation.

As a multi-hop, self-organizing distributed network sys-
tem, WSN consists of multiple inexpensive, low-power
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micro-sensors through wireless communication. In the net-
work, the nodes send monitored, sensed and processed
environmental information in network coverage area to sink
or base station for further processing [1]. Typically, a WSN
system consists of sensor, sink and task management nodes.
The sensor nodes are distributed in the detection area by
manual or aircraft layout. In the large-scale WSNs, the sen-
sor nodes communicate in self-organization and multi-hop
mode. For the network function, each sensor node acts as ter-
minal and routing nodes. Firstly, sensor nodes conduct local
data collection and information transmission. Secondly, the
data forwarded by other nodes are stored, managed and for-
warded by the sensor nodes. The sink nodes have stronger
processing, energy storage and communication abilities than
sensor nodes.

The sensor node is a tiny device powered by the battery
with limited energy storage. Sensor nodes are often inef-
fective or obsolete due to power supply. Therefore, energy
constraints seriously hinder the application of sensor net-
works. Power is far from meeting the needs of WSNs. It
takes more energy for the nodes to transmit information than
to execute calculation. Within 100-m communication range,
electrical energy required by a sensor to transmit 1-bit infor-
mation is enough to execute 3000 compute instructions. In
addition, the sensor nodes are widely distributed. The envi-
ronment of deployment area is so complicated that the people
cannot reach. Therefore, it is not realistic to change the bat-
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tery. Energy efficiency is one of the key issues to be solved
in sensor network applications [1,2]. Recently, researchers
have proposed to use mobile sink (MS) to solve energy hole
problems generated by multi-hop communication.

MS moves to the communication range of the sensor
for data interaction, reducing the multi-hop transmission
between nodes. In References [3–5], the sensor data are col-
lected by the movement of people, animals or vehicles with
communication equipments. There are also some applica-
tions by using robotic cars as MS [6,7], with high cost. MS
collects sensor data by multiple ways. The first is to directly
collect the data of all sensor nodes byMS, i.e., data transmis-
sion by one-hop communication [8,9]. The advantage is the
maximization of energy savings, with great delay. Secondly,
partial sensors are selected as data cache nodes. The sensors
transfer data to cache nodes where MS accesses to complete
the data collection [5,10].

Mobility is an important feature of heterogeneous sen-
sor networks. Mobility is introduced in WSNs to solve two
problems in static sensor networks: Energy hole and link
interruption. Noses communicate with each other in multi-
hop mode in static sensor networks, where some nodes
produce and forward data [11]. Meanwhile, the data flow
follows the many-to-one mode. The nodes closer to the Sink
take on more communication loads. Therefore, these nodes
are prone to prematurely exhaust their own energy, caus-
ing energy hole around the Sink. Then, the data collected
by the network cannot be transmitted to the Sink nodes.
Here, the lifetime of the network is over, leaving unused
energy resources in the network. The mobile node assists
in data forwarding and collection to avoid multi-hop trans-
mission, saving network energy and extending network life.
The mobile node repairs the interrupted link in the network
[12]. The communication links may be interrupted due to
energy exhaustion or intentional destruction of sensors in the
network. The entire network is divided into multiple discon-
nected small networks. Node data cannot be transmitted to
the Sink, forming unavailable network. Therefore, the static
sensor network arranges multiple redundant nodes, which is
costly. The nodes with mobility move to the region where the
link is interrupted for interrupt repairment.

In the existing research, mobile nodes consist of mobile
sensor, Sink and relay. MS is a Sink node with mobility
capability. Sink itself is used to receive sensor data in the
network for processing. Therefore, MS is more suitable for
event detection applications. Once being received byMS, the
data are processed immediately [13–15].

Duty cycle is defined as follows. In order to save
energy, the sensor closes communication module (i.e., data
transceiver module) to enter the sleep state in the absence
of data transmission. By setting the time, it wakes up to dis-
cover the channel. When there is data transmission, it enters
the transmission state. The transformation process among

sleep, discovery and transmission is also a duty cycle [16].
The longer sleep time leads to the more saved energy, which
is called low duty-cycle [17].

In most applications, the sensor works in a low duty-cycle
mode to save the energy. I.e., the sensor switches among
sleep, discovery and data transfer states in the life cycle of
node. The mobile node passes through the communication
range of sensor with constant or variable speed. Under con-
stant speed, the interaction time with the sensor is fixed.
Besides, there is direct relationship between effective data
transmission time and duty cycle. Under variable speed, the
speed can be adjusted to ensure adequate data transmission
time; however, it brings about great delay. In addition, the
sensor conducts data transmissionwhenSinkhasmoved to its
own communication range in the duty-cycle mode. A simple
discovery protocol is to use synchronous method [18]. The
nodes interact strictly in accordance with the agreed time, but
the synchronization process is difficult to achieve. In another
asynchronous method, the sensor and MS work according
to their own laws where MS is used to actively wake up the
sensor nodes [19,20].

In the work, we discussed transmission energy and delay
problems of data collection by MS in WSN with duty cycle.
Based on fixed MS moving speed and regular transmis-
sion performance, the network life cycle was maximized to
propose an asynchronous path independent energy efficient
algorithm (PIEE) irrelevant to the path. After that, the effi-
ciency of the protocol was verified by experiments.

2 Application scenemodel

The communication between MS and sensor is divided into
MS discovery and data transmission stages. In the previous
stage, the sensor needs to know whether the MS enters its
own communication range.At later stage, the sensor transfers
cache data to MS. Due to the limited energy of sensor, the
activities at both stages must have efficient energy. As the
main component of energy consumption, the communication
module of sensor should have minimum working time [21].
The concept of rotation is introduced into sensor operating
mode. When there is no data transmission, the sensor is in
a sleep state where the communication module is closed to
save energy. In the mobile-assisted data transmission mode,
if the MS enters the communication range of sensor but the
sensor does not find it in time, or if it is too late to transfer
all cache data to the MS, then the sensor can only wait for
the next arrival of the MS. This increases data transmission
delay, causing unnecessary loss of energy. If the MS moves
at a low speed in the mobile-assisted data collection, then the
workingmode of lowduty-cycle completes data transmission
taskwhile saving the sensor energy. If theMSmoves at a high
speed, then the low duty-cycle is not the most economical
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way of saving energy. This conclusion is very important. It
can provide basis for the working mode setting under duty-
cycle system.

MS discovery process can be divided into synchronous
and asynchronous modes. MS discovery of time synchro-
nization is a simple process [22]. All the sensors know when
the MS enters their own interactive areas, and keep the com-
munication module in the ON state. When MS enters the
interactive area, both can immediately perform data commu-
nication. However, the way of time synchronization requires
advance prediction of MS mobile process and synchronous
working according to the agreed mode. This is not conducive
to actual application and difficult to achieve.

In contrast, the asynchronous discovery pattern allows the
independent operation ofMSand sensorwithout determining
movement process of the MS in advance [19,23]. The sensor
works according to its own duty-cycle. When receiving the
beacon information, it enters the data communication stage.
Asynchronous mode is easy to achieve and consistent with
the actual application; however, it also has its own shortcom-
ings. When the MS enters the sensor’s interactive range, the
communicationmodule of sensor is possible to be in the OFF
state. The sensor cannot find the MS in time. In the ON state,
the sensor will find the arrival of MS. This mode results in
the waste of communication time. In extreme cases, the MS
may not be found, and the sensor data cannot be transmit-
ted in time. In the work, Asynchronous MS discovery mode
was used to analyze the state transition process of the sensor.
Time requirement of data transmission was satisfied by con-
trolling duty cycle of sensor or adjusting the moving speed
of MS.

The sensor node operates in the duty-cycle mode. In life
cycle of node, the sensor switches among sleep, discovery
and data transfer states (See Fig. 1) [24–26]. In the sleep
state, the node closes the communication module (wireless
transceiver module) to save energy. After a period of time,
the node wakes up to discover whether any node communi-
cates with it. If not, continue to sleep; otherwise, turn to data
transmission state for data transceiver. It is found that energy
consumption of sensor is mainly concentrated in discovery
and data transfer states. The energy consumption in sleep
state is negligible.

It is assumed that the sensors are evenly distributed in a
wide monitoring area. Based on duty-cycle mode, the sen-
sor switches among three states including sleep, discovery
and data transfer. Sink confirms whether to interact with the
sensor by sending a beacon signal during the moving pro-
cess. Data transmission is performed only if the ID number
in the beacon matches the ID of sensor. The area, with the
radius equivalent to sensor communication radius r, is called
an interaction area. It is denoted that themaximum travel time
of Sink is Cmax in the interactive area. When the MS enters
the interactive area, there is no communication between them

Fig. 1 Conversion ofworking conditions of the sensor under duty-cycle
mode

in sleep state. Until the time d, the sensor converts to the dis-
covery state and receive the beacon signal. The actual data
transmission time c = Cmax − d.

In the work, the characteristics of application scenario
were assumed as follows.

A1: The communication range of sensor node is a circular
area with radius of r .

A2: MS has enough energy, storage resources and com-
puting power.

A3: We determine a moving path for MS, where the sen-
sors are distributed around. The path can be arbitrary.

A4: For easy calculation, let Sink adopt the linear move-
ment mode [27]. The maximum moving distance is
2r within communication range of sensor.

3 PIEE efficiency optimization algorithm PIEE
irrelevant to path

3.1 Discovery probability

It is assumed that the sleep time is to f f ; the discovery time ton
in each duty cycle of the sensor. The wake-up rate of Node
j conforms to the Poisson random process. When the MS
enters the interactive area of Node j , information interaction
generates between them. Sink sends beacon and ID informa-
tion. The durations are denoted as tB and tC , respectively.
After that, the Sink monitors the channel to wait for the sen-
sor acknowledgment (ACK). The discovery time is denoted
as tA. Since ton is small, we set ton = tA + edet ect to ensure
that the sensor can correctly receive the beacon information
within the ACK time of the MS (tA). Wherein, edet ect is a
very small value, which is negligible compared to tA. Thus,
Ton ≈ tA.
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MS enters the interactive area of Sensor j at 0 o’clock.
If Node j is at off state, then beacon signal misses. If j is
not awakened in the former (n − 1)-th beacon, the MS will
send the n-th beacon in [(tC + tB + tA)(m − 1), (tC + tB +
tA)(m − 1) + tC + tB]. Let Sensor j discovers the beacon
signal during this period, andwakes up in [(tC +tB+tA)(m−
1)−tC −tA, (tC +tB+tA)m−tC −tA]. According to Poisson
distribution definition, the probability that jdiscovers the n-
th signal is expressed as Eq. (1).

p j = 1 − e−λ j (tc+tB+tA) (1)

We define p j as the discovery probability of Node j . It is
denoted that Q j is the remaining total energy of j ; μ j the
energy consumption for wakeup. Then the life cycle of j is
Q j/μ jλ j . Set the energy consumption rate e j = μ j/Q j ,
then the life cycle of j can be defined as Eq. (2).

Tj (p j ) = 1

e jλ j
= tC + tB + tA

e j ln 1
1−p j

(2)

The life cycle of network is defined as the time for the failure
of the first node [28]. For the discovery probability �p =
(pi , i ∈ N ) of all the sensors in a given network, the life
cycle of the network is expressed as Eq. (3).

T (�p) = min
i∈N Ti (pi ) (3)

3.2 Maximum of network life cycle

According to the above analysis, the maximization problem
of network life cycle can be described as follows.

(P)max
�p,v,r

T ( �p) (4)

Subject to Ci (pi , v, r) ≥ ξi ,∀i ∈ N (5)

�p ∈ (0, 1]N (6)

where Ci (p, v, r) is the expected value of data transmission
time when the discovery probability of Sensor i is p; ξi the
minimum transmission time of the node in the system. It is an
estimated value. The system ensures that each node transmits
all data to the MS in Round 1. The goal of Problem (P) is to
find the appropriate �p ∈ (pi , i ∈ N ). Data transmission time
of each sensor and MS can meet the minimum transmission
time of the system while maximizing the network lifetime.

Theorem 1 If the MS passes through interactive region of
Sensor i at the speed of v, then the time of MS is 2r/v in
interactive region. It is denoted that tI = tC + tB + tA. Then,
data transfer time expectation between the two is expressed

as Eq. (7).

Ci (pi , v, r) = 2r

v
− tI × 1 − (1 − pi )

2r
v∗tI

pi
(7)

Proof Let the sensor be in theOFF state at the former (h−1)-
th beacon time, then the probability of receiving the h-th
beacon information is calculated by Eq. (8).

pi,h = (1 − pi )
h−1 × pi (8)

Let n = 2r
v×tr

be the total beacon number sent by the MS
in the interaction area. Then,

Ci (pi , v, r) =
n∑

h=1

pi,h×
(
2r

v
− h × tI

)

=
n∑

h=1

(1 − pi )
h−1

×pi ×
(
2r

v
− h × tI

)

= pi ∗ 2r

v
∗

n∑

h=1

(1 − pi )
i−1

− pi ∗ 2r

v ∗ n
∗

n∑

h=1

(1 − pi )
i−1 ∗ i

= pi ∗ 2r

v
∗ 1 − (1 − pi )n

pi

− pi ∗ 2r

v ∗ n
∗

(
1−(1− pi )n

p2i
− n ∗ (1− pi )n

pi

)

= 2r

v
− 2r

v ∗ n
∗ 1 − (1 − pi )n

pi

The n value is substituted in the above equation to prove the
theorem.

It is denoted that Vector �T = (T1, T2, . . . , TN ) is the ser-
vice life of all sensors. The problem (P) can be converted to
the following equivalent problem.

(P1)maxmin
i∈N Ti (9)

Subject to Ci (pi , v, r) ≥ ξi ,∀i ∈ N (10)

pi = 1 − e
− tI

ei Ti ∀i ∈ N (11)

Theorem 2 If �T ∗ = (T ∗
1 , T ∗

2 , . . . , T ∗
N ) is the optimal solu-

tion of Problem (P1). According to the definition of the
network life cycle in Eq. (4), �T = (Ti i = mink T ∗

k , i ∈ N )

satisfies Problem (P1).

Proof Equation (11) shows that p is themonotone function of
T . It is denoted that the corresponding discovery probabilities
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of �T ∗ and �T are �p∗ and �p, respectively, If �T≺ �T ∗, then �p∗≺ �p.
(Symbol "≺" means to compare the inequality one by one.
If �T≺ �T ∗, then �T ≤ �T ∗ for all i(i ∈ N )).

It is proved that the transmission time expection Ci (pi , v, r)
is a non-decreasing function of p. If the discovery frequency
of Sensor i increases to p′

i , then we obtain Eq. (12).

Ci (pi , v, r) ≤ Ci (p
′
i , v, r) (12)

Therefore, �p∗ is the discovery probability when Problem
(P1) has optimal solution. Then, �p also satisfies.

Using Theorem 2, Problem (P1) is converted to the fol-
lowing form.

(P2)max T (13)

Subject to Ci (pi , v, r) ≥ ξ∗,∀i ∈ N (14)

pi = 1 − e
− tI

ei T ∀i ∈ N (15)

where ξ∗ = max ξi , i ∈ N .
Equation (15) shows that the larger network life cycle

T leads to the smaller discovery probability of the sensor.
According to Eq. (12), the actual data transmission time of
the sensor and MS becomes smaller. In the work, a binary
chop is designed to find the optimal T value satisfying
min
i∈N Ci (pi , v, r) = ξ∗.

Algorithm 1: Binary chop to find the optimal  value 
1: Initial Setup: The sink sets to a half of the maximum possible lifetime and sets

2: for =1 to  do 

3:  Every node  computes . 

4:  Node  send their feedback of theirtransmission time  to the sink. 
5:  The sink sets , and  
6:  if then

7:    . 

8:  else

9:    and . 

10:  end if
11: end for
12: return

Through the calculation of mmax, the error between the
optimal solution and output value Trecord of T is less than
(T (1)/2mmax). If the error needs to be controlled in a small
range ,ε then the complexity of the binary chop is o(log(1/ε)·
N ).

4 Experimental evaluation

In this section, the performance of PIEE protocol is evaluated
by theoretical analysis and simulation experiments. A multi-
hop WSN with the size of n is randomly generated. In the
network, each node works in the duty-cycle state. Firstly, we
consider the effective data transmission time. The index is
defined as the ratio of residual data transmission time and
interaction time, namely the residual time ratio.

η = E

[
Ci (pi , v, r)

cmax

]

The above equation shows that the index is relevant to and the
discovery probability, beacon length andmovement speed. In
the experiment, twomoving speeds (1 and8m/s) are set to test
the residual time ratios when MS is in low- and high-speed
states. In Fig. 2, the sensor can quickly perceive theMS at the
speed of 1 m/s. When the wake frequency is fixed, the index
decreases with the increase of beacon length tI . When the
tI value remains constant, the residual time ratio increases.
Therefore, there is still much time for data transmission at
low speed of MS even if the sensor has long duty cycle, thus
enlarging the life cycle of the network. Figure 3 shows that
the residual time ratio rapidly decreases with the increase of
tI or duty cycle when MS is at high speed.

In the experiment, the second index is the ratio of the
frequency that the sensor finds MS to the total number of
interactions, namely MS discovery rate. Three different pro-

tocols are applied, including DIRL [29–31], SORA [32] and
PIEE. In Fig. 4, all the MS entering the interactive area can
be found by the sensor at low speed. When the speed is high
(8 m/s), MS discovery rate declines; PIEE discovery rate
reaches more than 95%.
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Fig. 2 Residual time ratio at low speed
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Fig. 3 Residual time ratio at high speed

The network life is tested in real mobile sensor envi-
ronment. MS adopts the mobile robot with the sensor
communication radius of 100m. The speed of MS is denoted
as 2 m/s; tI as 10 ms; the maximum communication time as
100 s.

Figure 5 shows experimental results. The largerMS speed
leads to the shorter network life, thus meeting residual time
requirements (ξ∗). Here, high wake-up frequency consumes
the sensor energy. Correspondingly, the MS has low discov-
ery rate. The sensor fails to transmit data, resulting in a waste
of sensor energy.
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transmission time

5 Conclusions

In the work, the data were collected by MS to propose a MS
discovery and data collection protocol relevant to time. The
protocol was applied in the duty-cycle sensor network. Based
on adequate data transmission, we used the lower duty cycle
to maximize the life of network. PIEE was an asynchronous
protocol which was easily achieved. It was irrelevant to the
time when MS reaches the sensor. The theoretical results are
in good agreement with the experimental results.
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