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Abstract Aiming at the shortage of classic ID3 decision
tree and C4.5 decision tree algorithm in ability of time
series data mining, this paper increases Bayesian classifi-
cation algorithm in the node of the decision tree algorithm
as a preprocessing Bayesian node to form incremental learn-
ing decision tree. In incremental learning, the decision tree
is more powerful in the mining of time series data, and
the result is more robust and accurate. In order to verify
the effectiveness of the algorithm, time series data mining
simulation based onUCR time series data sets have been con-
ducted, and the performance and efficiency of ID3 decision
tree, Bayesian algorithm and incremental decision tree algo-
rithm have been contrasted respectively in non-incremental
learning and incremental learning. The experimental results
show that in both the incremental and non-incremental time
series data mining, the incremental decision tree algorithm
based on Bayesian nodes optimization which can improve
the classification accuracy. When optimizing the parameters
of Bayesian nodes, the consumption of pruning time will be
decreased, and the efficiency of the data mining is greatly
improved.

Keywords Decision tree · Incremental learning · Bayesian ·
Time series data · Data mining

1 Introduction

In the era of data explosion, data mining technology can ana-
lyze and dig out the patterns and rules that are meaningful to
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users from a large number of data re-use patterns and rules to
classify or predict new samples. In many data mining algo-
rithms, decision tree algorithm is one of the most widely
used algorithms [1–4]. Decision tree algorithm is one of the
most basic classification and regression methods, given by
the tree structure, usually the leaves are expressed as clas-
sification or regression results, the tree is used for example
classification or regression characteristics. A tree structure
can usually be seen as an if-then formof rule-determining set.
Probably speaking, the decision tree model can also be seen
as a conditional probability distribution defined in the fea-
ture space or class space [5–8]. Based on the actual situation,
the model conducts classification and regression according
to the actual features and attributes, and has good readability,
small space and fast classification speed. Under normal cir-
cumstances, the decision tree optimization strategy is based
on the principle of minimizing the loss function. Firstly, the
original decision tree is trained by training data and optimiza-
tion strategy, including decision tree generation and pruning.
After the decision tree is established, each data record is clas-
sified and returned by the decision tree. Figure 1 shows the
basic decision tree model

So far, for the shortcomings of traditional decision trees,
many scholars have proposed a lot of optimization and
improvement. Some of the scholars have optimized and
improved the pruning of the decision tree algorithm [9–11],
which simplifies the cumbersome pruning process. The sim-
plified decision tree has almost the same decision result as the
C4.5 algorithm, but it has not been improved in timecomplex-
ity. In addition, some scholars have applied other datamining
algorithms to the decision tree algorithm. For example, the
association rule mining and the decision tree algorithm are
fused [12–14]. By preprocessing the association rules and
using it for the construction process, the consumption of the
process is reduced. As the lesser branches, the pruning pro-
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cess has also been greatly improved. Based on the fuzzy set
to improve the decision tree has also achieved good results
[15–17]. Fuzzy set can simplify the redundant attributes and
features, so as to reduce the complexity of the data in the pro-
cess of building, fundamentally reduce the data complexity
of the contribution and pruning, and improve the efficiency
of the decision tree.

Compared to the original decision tree algorithm, the
incremental decision tree algorithm is divided into two parts,
the first part is through the sample training set to gener-
ate the initial decision tree; the second part is the use of
Bayesian nodes for incremental learning. In the incremental
decision tree algorithm, each time the new training sample is
obtained, the algorithm will match the incremental data with
the attributes in the current decision tree continuously until
when it reaches a leaf node of the decision tree.

If the node is not a Bayesian node, it is necessary to judge
whether the division is correct. If the result is correct, keep
the decision tree changed, but the decision tree classification
and Bayesian classification is used to compare the incremen-
tal data The If the accuracy of the Bayesian classification
method is higher than that of the decision tree classification
method, the node is transformed into a Bayesian node. If
the node is a Bayesian node, the Bayesian parameter needs
to be updated in conjunction with the incremental data. The
incremental decision tree can be constructed by continuous
recursion, which can finish increment learning and solve the
problem of incremental data by transforming the leaf node
as the Bayesian node or updating the parameters of the node.
It can be seen from the algorithm flow that the Bayesian
classification is added to the node of decision tree to predict
the node value, which makes the feature more clearly in the
classification of decision tree, and the classification effect of
decision tree is better.

In recent years, most of the scholars have designed many
improved strategies for the defects of the decision tree
algorithm and combined with other algorithms to improve
the time complexity and spatial complexity of the tradi-
tional algorithms. However, there is no relevant algorithm
to improve the decision tree algorithm in the case of the
increment of time series data. With the development of the
times, the data mining algorithm is applied to more and more
scenes. Time series is a common data, for example, voice
data, and financial data. And the time series data are often

incrementedwith time, the traditional decision tree algorithm
has limited ability in classification, regression and prediction
for this kind of data [18–24]. Therefore, this paper improves
the incremental time-series data processing defects of the
traditional decision tree algorithm by using the incremental
learning characteristic of Bayesian algorithm, and UCR time
series data sets are used to carry out simulation experiments.
The experimental results show that the incremental decision
tree algorithm proposed in this paper has good practical per-
formance, and has good application effect for incremental
data.

2 Decision tree algorithm

2.1 Information entropy and information gain

In the process of constructing the decision tree, the training
sequence is input into the decision tree in a recursive way. If
it is input into the decision tree in the recursively order, the
construction efficiency is relatively slow, and it is difficult to
obtain the optimal decision tree. In general, the input data
preprocessing is adopted by some feature selection methods,
and some attributes that do not contribute to the construc-
tion decision tree are eliminated. This makes it possible to
construct the decision tree with maximum efficiency, and the
decision tree tends to be optimized. Feature selection is given
by information entropy and information gain. Information
entropy can represent the uncertainty of random variables.
By defining the probability of random variables, we can give
the information entropy of random variables [25], as shown
in equation (1):

P(X = xi ) = pi , i = 1, 2, ..., n
H(X) = −∑n

i=1 pi log pi
H(X |Y ) = ∑n

i=1 pi H(X |Y = yi )
(1)

wherein, X is the random variable and pi is the probabil-
ity of the random variable, H(X) represents the information
entropy of the random variable, and H(X |Y ) represents the
information entropy of the random variable X under a given
condition Y . From the definition we can see that the greater
the information entropy, the greater the uncertainty of ran-
dom variables. We see the feature sequence of the decision
tree to be constructed as a set of random variables. If the
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entropy of a random variable is smaller, its uncertainty is
smaller and the stable feature is more suitable as the practi-
cal feature of the construction decision tree. In the process
of constructing the decision tree, we set the current deci-
sion tree as D and when the information entropy of the new
feature A to the decision tree is the smallest, the difference
between the entropy H(D) of the current decision tree D and
the conditional entropy H(D|A) of the decision tree D under
the characteristic A condition can represent the influence of
a feature on the information entropy, called information gain
[9].The following formula (2) gives the expression:

g(D, A) = H(D) − H(D|A) (2)

wherein g(D, A) the information gain and that is is the degree
of uncertainty in the classification of the decision tree D
due to the addition of the feature A . Logically speaking,
for the decision tree D , the information gain is closely
related to the new addition feature, the greater the informa-
tion gain, the stronger the classification ability of the decision
tree D is enhanced by the feature. The decision tree could
be constructed by selecting the appropriate features through
information gain, which can not only reduce the complexity
of decision tree, but also reduce the time complexity.

2.2 ID3 algorithm and C4.5 algorithm

There are a variety ofmethods for constructing decision trees,
the most commonly used is the ID3 algorithm proposed by
Quinlan [26,27], themain feature of this algorithm is to select
the feature with larger information gain to build the deci-
sion tree. The specific process includes starting from the root
node, calculating all the information gain of all the features
to be input to the current decision tree, and selecting the
feature with the highest information gain as the candidate
feature. The decision tree branches are constructed from all
the attribute values of the feature, and the decision tree is
constructed by the feature with the largest information gain
currently through recursive invocation until the information
gain is no longer increased or no feature is available. In fact,
since the information gain value is calculated for the training
feature set, there is no absolute meaning. When the informa-
tion entropy of the training feature set is too large and the
classification is not clear, the information gain value is too
large, and there is no obvious meaning for the actual feature
selection, And finally the classification ability of decision
tree built by ID3 algorithm is weak. In order to solve this
problem, the C4.5 algorithm uses the information gain ratio
to construct the decision tree [11], and uses the informa-
tion gain ratio to correct the practical problems caused by
the excessive information entropy of the training feature set.
The following equation (3) gives the calculation method of
the information gain ratio:

gR(D, A) = g(D, A)

H(D)
(3)

The information gain ratio is defined as the ratio of the infor-
mation gain g(D, A) to the information entropy of the current
decision tree H(D) , which can normalize the information
gain, thereby solving the problem that the information gain
is not significant due to the excessive information entropy.
C4.5 algorithm uses the information gain ratio to complete
the recursive construction of the decision tree, the decision
tree is more stable, and the construction of the decision tree
can be completed for different types of features and attribute
values [28].

2.3 Pruning of decision trees

Decision tree algorithm uses information gain or informa-
tion gain to recursively construct decision tree. Normally,
the characteristics of the whole training set can be classi-
fied accurately, but the characteristics of non-training set are
often difficult to obtain accurate classification results due to
over-fitting. The over-fitting phenomenon in the decision tree
refers to the high complexity of the decision tree due to the
excessive feature selection of the training set. To solve the
over-fitting problem, it is necessary to prune and simplify the
decision tree. The objective of the decision tree pruning is
to minimize the objective function of the decision tree [29].
The smaller the optimization value of the objective function,
more data the decision tree corresponding to the objective
function can accurately classify.

Assuming that the number of leaf nodes in a decision tree
is N and t is a leaf node, the number of samples on the
leaf node is Nt . The number of samples of k is Ntk , Ht (T )

represents the information entropy on the leaf node t , we can
use the information Entropy to define the actual loss function
of the decision tree:

Cα(T ) = ∑N
t=1 Nt Ht (T ) + αN

Ht (T ) = −∑
k

Ntk
Nt

log Ntk
Nt

(4)

Among them, α ≥ 0 is for the structural parameters, and
is an important parameter in the pruning process. Conduct
conversion according to the following formula (5) parameter:

C(T ) = ∑N
t=1 Nt Ht (T ) = −∑N

t=1
∑K

k=1 Ntk log
Ntk
Nt

Cα(T ) = C(T ) + αN
(5)

Among them, C(T ) is the prediction error of the model to
training characteristics data, the fitting degree of the model
to training characteristic. In order to prevent the degree of fit-
ting of the training feature is too large, αN shows the degree
of fitting of the model to other test features, N represents the
complexity degree of themodel, and the relationship between
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the two parameters is controlled through α . Larger param-
eters α can reduce the complexity of the decision tree, and
vice versa. The pruning process is the process of determining
the parameter α ,that is, selecting the subtree with the small-
est loss of the actual loss function. The larger the sub-tree
is, the better the fitting of the training data, the higher the
complexity degree of the model; the smaller the subtree, the
better the fitting of the test data, the lower the complexity
degree of the model. The pruning process can greatly reduce
the complexity of the model so that it can obtain a reasonable
degree of fitting for all data within themaximummodel com-
plexity. The true meaning of pruning is to use the maximum
likelihood estimation to conduct model selection, and select
the appropriate subtree as the data mining model.

3 Incremental decision tree algorithm with the
processing of Bayesian nodes

Traditional ID3 and C4.5 decision tree algorithm is suitable
for offline machine learning. When there is a machine learn-
ing scene on the line, there will be increasing data. For time
series data, this type of data will increase over time, the clas-
sification, regression and prediction are a huge challenge. In
order to solve the shortcomings of the traditional algorithm
for incremental time series data, the author preprocesses the
incremental data through the Bayesian classificationmethod,
and then using the decision tree algorithm for classification or
regression, it can solve the data incremental learning prob-
lems during the process of data mining classification and
regression [30].

3.1 Bayesian classification method

Bayesian classification method is a fast, effective and prac-
tical statistical classification method, which uses the theory
of Bayesian to build the classification process. Firstly, cal-
culation of the prior probability and posterior probability by
Bayesian method is [13]:

P(D|A) = P(A|D)P(D)

P(A)
(6)

where P(D) is the prior probability, and P(A|D) is the con-
ditional probability that can be observed by A when the
condition D is satisfied, P(D|A) is the posterior probabil-
ity that D is assumed to be true under the condition A .
According to the Bayesian probability definition, the poste-
rior probability P(D|A) changes with the prior probabilities
and conditional probabilities, and the variables or conditions
A , D are treated as independent data or function dependent
data, then use priori probability and conditional probability

to predict the posterior probability, and thus complete the
classification of data.

The above Bayesian classification method is applicable to
discrete random variables or discrete data feature sets. For
a continuous random variable or data feature set, we can
assume that the random variable obeys the Gaussian distri-
bution [14], using the continuous function of the Gaussian
distribution to complete the posterior probability calculation:

P(D|A) = g(D, μA, σA) = 1√
2πσA

e
(D−μA)2

2σ2A (7)

Among them, g(D, μA, σA) is the Gaussian function which
belongs to the continuous function, and the Bayesian classi-
fication of the data feature set can be completed by mean μA

and variance σA .

3.2 Incremental decision tree algorithm

The application of traditional data mining algorithms has a
large limitation in the case of increasing the amount of data,
especially when the time series data is obtained segmentally,
then the incremental learning method is needed to solve the
problem of data increment by using priori information. The
traditional decision tree algorithm is a classification algo-
rithm based on the data feature, and adopts the top-down
recursive construction method. By comparing the attribution
values through branch comparison, the classification results
are obtained at the leaf nodes of the decision tree by con-
trasting downwards. In this paper, Bayesian algorithm and
decision tree algorithm are combined to solve the problem
of incremental learning.

According to the increasing training set sample [15], the
incremental decision tree algorithm first uses the decision
tree algorithm to classify the samples, and uses the recursive
method to complete the segmentation of multiple small sam-
ples according to the attribute-value. After constructing the
nodes of the decision tree, the actual situations buildBayesian
nodes and ordinary leaf nodes.

In the process of generating leaf nodes, the algorithm is
divided into two cases:

(1) When all the samples are divided into the same category
attribute, the excessive matching usually leads to the fit-
ting phenomenon. In this case, the pre-pruningmethod is
needed: conduct metric computation and threshold seg-
mentation to the difference value of the node before the
partition. When the difference is greater than Threshold,
it can be further segmented, otherwise the node gener-
ates leaf nodes. The method of calculating the difference
value is shown in the following equation (8):

nA = Max(ni ), n =
∑

i

ni (8)
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Fig. 2 Construction process of initial decision tree and incremental decision tree algorithm. a Initial decision tree construction processb Incremental
decision tree construction process

Assuming that a total of n nodes data needs to be divided
into the current node, and there are ni data divided into
category i , the most likely classification nA can be cal-
culated from the above formula, which could calculate
the difference between the current node:

di f = 1 − nA

n
(9)

(2) When there are incremental samples divided into the
current node, the data can not be further divided, and
the extreme case is that the spatial discrete properties
of all the incremental samples are the same. In this
case, the incremental decision tree algorithm generates
a Bayesian node and uses the Bayesian posteriori prob-
ability algorithm to complete the most valuable attribute
classification of the incremental data.
Incremental decision tree algorithm is divided into two
parts, the first part is through the sample training set to
generate the initial decision tree; the second part is the
use of Bayesian nodes for incremental learning. In the
incremental decision tree algorithm, each time the new
training sample is obtained, the algorithm will match
the incremental data with the attributes in the current

decision tree continuously until when it reaches a leaf
node of the decision tree.
If the node is not a Bayesian node, it is necessary to judge
whether the division is correct. If the result is correct,
keep the decision tree changed, but the decision tree clas-
sification and Bayesian classification is used to compare
the incremental data The If the accuracy of the Bayesian
classification method is higher than that of the decision
tree classification method, the node is transformed into
a Bayesian node. If the node is a Bayesian node, the
Bayesian parameter needs to be updated in conjunction
with the incremental data. The incremental decision tree
can be constructed by continuous recursion, which can
finish increment learning and solve the problem of incre-
mental data by transforming the leaf node as theBayesian
node or updating the parameters of the node. Figure 2
shows the comparison between the traditional decision
tree algorithm and the optimized incremental decision
tree algorithm. It can be seen from the algorithm flow
that the Bayesian classification is added to the node of
decision tree to predict the node value, which makes the
feature more clearly in the classification of decision tree,
and the classification effect of decision tree is better.
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Table 1 Description of UCR
time series data sample set

Name Number of
categories

Training set
size

Test set size Time series
length

Gun-Point 2 50 150 150

Lightning-2 2 60 61 637

Synthetic control 6 300 300 60

Trace 4 100 100 275

OSU leaf 6 200 242 427

50Words 50 450 455 270

Swedish leaf 15 500 625 128

Two patterns 4 1000 4000 128

Wafer 2 1000 6174 152

Yoga 2 300 3000 426

In addition, Bayesian classification improves the resolv-
ability of features, reduces the number of decision tree
layers, and reduces the number of decision tree branches.
On the other hand, the decision tree pruning algorithm
has a smaller space, Time complexity is lower, and the
result of the classification is also better. It can be seen the-
oretically that the incremental decision tree constructed
under the Bayesian node is suitable for dealing with
the characteristic data with correlation. In the case of
increasing the amount of data, the Bayesian method can
well fit the existing decision tree according to the current
growth data, so that the decision tree has better classi-
fication and regression ability of incremental data. In
general, the time series data changes with time, and at
time scale, the time series data have a strong correla-
tion before and after, and the relationship is orderly, the
dimension of the feature is higher, and it needs to com-
plete the classification of data in the incremental way,
and it is better for the use of incremental decision tree
algorithm to complete the optimization.

4 Simulation experiment and result analysis

4.1 Data set and experimental environment

The UCR time series data set is the most commonly used
time series signal analysis data set. The data set contains
more than 200 time series sample sets, which can compare
the results of various algorithms. In this paper, we select
15 of the most commonly used samples to test the improved
algorithm and use non-incremental and incremental methods
to train. In the process of testing, the classification accuracy
and time complexity of ID3 algorithm, Bayesian algorithm
and improved Bayesian node learning incremental decision
tree algorithm are compared. Table 1 below shows the set of

samples in the UCR dataset selected in this paper, giving the
training set size, test set size and category, time series length,
and so on.

4.2 Experimental results and analysis

During the experiment, we extract 90% from each data set as
the training data and take the remaining 10% of the data
set as test data, then carry out 10 * 10 cross validation
cycle from beginning to end. Through this process to ana-
lyze the feasibility and advantages of the algorithm proposed
in this paper. In the comparison of the algorithms, take the
two classical decision tree algorithms, ID3 and C4.5, and
the Bayesian classification method as the baseline compari-
son algorithm, and compare them with the Bayesian node
incremental decision tree proposed in this paper. During
the process of actual comparison, compare the two aspects
of performance and efficiency of non-incremental data and
incremental data respectively.

Performance is one of the most important factors of the
algorithm. In the 10 data sets given in Sect. 4.1, carry out
the comparison experiment of ID3 decision tree algorithm,
C4.5 decision tree algorithm, Bayesian classification algo-
rithm and the proposed experiment based on Bayesian node
incremental decision tree algorithm proposed in this paper
respectively. Among them, carry out the cross validation for
each algorithm for the 10 data sets, then give the average
correct rate. Table 2 below shows the accuracy compar-
ison of non-incremental learning classification results on
the UCR sample set. Table 3 below shows the accuracy
comparison of the UCR sample set in incremental learn-
ing classification results. Figure 3 shows the comparison of
the correctness of non-incremental and incremental learning
classification.

It can be seen from the data analysis of the simula-
tion experiment that, the incremental decision tree algorithm
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Table 2 Comparison of four
algorithms in non-incremental
data mining

Data set Accuracy of classification (%)

ID3 decision
tree

C4.5 decision
tree

Bayesian
classification

Proposed
algorithm

Gun-point 99.0 98.2 100.0 100.0

Lightning-2 91.2 90.5 93.8 99.2

Synthetic control 94.8 94.7 94.2 98.4

Trace 92.3 95.1 90.1 97.8

OSU leaf 89.7 90.2 89.6 99.1

50Words 88.6 89.7 88.6 98.8

Swedish leaf 89.8 91.5 87.1 99.1

Two patterns 90.7 93.5 82.1 97.6

Wafer 91.2 94.4 80.7 95.7

Yoga 90.1 92.1 78.2 94.8

Table 3 Comparison of the
proposed algorithm and ID3
algorithm in incremental
learning

Data set Incremental
proportion (%)

Classification accuracy (%)

Proposed
algorithm

ID3 C4.5 Bayesian
classification

Gun-point 20 93.5 89.7 91.2 88.4

Lightning-2 30 94.6 91.4 92.3 89.6

Synthetic control 20 93.7 88.7 89.2 87.1

Trace 25 90.8 83.3 84.6 81.2

OSU leaf 25 93.5 90.4 89.4 87.3

50Words 30 92.6 83.7 87.8 85.8

Swedish leaf 40 94.1 80.1 82.1 83.1

Two patterns 35 93.2 81.3 86.5 85.2

Wafer 40 91.6 80.2 88.4 74.8

Yoga 50 89.7 73.2 82.4 80.1

based on Bayesian node learning proposed in this paper has
a strong feasibility for classifying time series data, in con-
trast to the traditional ID3 decision tree algorithm and the
Bayesian algorithm, in the non-incremental data mining on
the 10 data samples, the proposed algorithm has an average
increase of 6.31% and 9.61% than the ID3 algorithm and
Bayes algorithm, in the incremental data mining, it has an
average increase of 8.53% than the ID3 algorithm. To a cer-
tain extent, the proposed algorithmbetter performance. In the
process of actual use, each node can use the Bayesian node’s
machine learningmodel to judge, this judgment ismore cred-
ible, and has a more obvious enhance in data mining results,
and can get more reliable, more robust data mining results.

Equivalent to performance, efficiency is also one of the
most important considerations of an algorithm. Under the
same experimental conditions of experiment performance,
in this paper, the three baseline algorithms are compared
with the algorithm proposed in this paper at the average
time of 10*10 cross validation. Table 5 below shows the

time complexity comparison of non-incremental learning
classification on the UCR sample set. Table 5 below shows
the time complexity comparison of the incremental learn-
ing classification on the UCR sample set. Figure 4 shows a
comparison of the non-incremental and incremental learning
classification efficiency. Besides, the storage comparison of
the non-incremental and incremental learning classification
is also compared in the Fig. 5.

From the data analysis of the simulation experiment, we
can see that, the incremental decision tree algorithm based
on Bayesian node learning proposed in this paper has the
best performance for classifying time series data, and the
minimum time complexity is consumed. In contrast to the
traditional ID3 decision tree algorithm and the Bayesian
algorithm, the algorithm proposed in this paper improves
the efficiency of the 10 data samples on the non-incremental
datamining by 7.21%and 8.37% respectively comparedwith
the ID3 algorithm and the Bayes algorithm, in the incremen-
tal data mining, it has an average increase of 9.82% than
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Fig. 3 Accuracy results comparison of different algorithms in non-
incremental and incremental learning classification. a Accuracy com-
parison results of UCR sample set in non-incremental learning classifi-
cation b Accuracy comparison results UCR sample set in incremental
learning classification

the ID3 algorithm. The storage of algorithm is still a best
index for the comparison of algorithms. From the results
of the original algorithms of decision tree, it needs more
space for the storage and the space usage ratio is bad for the
algorithm. Conversely, the incremental algorithm with the
Bayesian nodes have a better space usage ratio for the algo-
rithm, by including the Bayesian nodes for the optimization
of resource, the nodes have more data processing ability so
that the storage will be less for the optimization. The stora-
geof the 10 data samples on the non-incremental data mining
by 8.46% and 9.21% respectively compared with the ID3
algorithm and the Bayes algorithm, in the incremental data
mining, it has an average increase of 9.62% than the ID3
algorithm. The causes of selecting difference are not themain
factors in the experiments, in fact, the selecting difference can
be ignored because of the data mining methods are statistical
methods.

To a certain extent, the proposed algorithm can get a bet-
ter performance in the data mining. In the process of actual
use, although each node needs to consume a certain amount
of time to build a Bayesian node, the addition of Bayesian
nodes to the decision tree greatly reduces the need for the
number of branches; the time required for pruning is smaller,
and the efficiency of data mining has greatly improved. For
the application of data mining, the algorithm is a more use-
ful status in the optimization of data mining. In this paper,
the incremental decision tree with the Bayesian nodes will
be better for the complex scene of the application of data
mining. Besides, the optimal efficiency and the storage of
Bayesian nodes will cope with more situations in the data
mining region.

Table 4 Comparison of time
complexity of four algorithms in
non-incremental data mining

Data set Time complexity (ms)

ID3 decision
tree

C4.5
Decision tree

Bayesian
classification

Proposed
algorithm

5.Gun-point 102 111 78 98

Lightning-2 113 123 104 118

Synthetic control 127 138 98 105

Trace 198 201 177 189

OSU leaf 185 193 158 167

50Words 213 208 187 198

Swedish leaf 227 215 197 204

Two patterns 298 289 217 238

Wafer 679 598 542 589

Yoga 2717 2871 2389 2523
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Table 5 Comparison of time
complexity of four algorithms in
incremental learning

Data set Incremental
proportion (%)

Time complexity (ms)

Proposed
algorithm

ID3 C4.5 Bayesian
classification

Gun-Point 20 93 87 93 91

Lightning-2 30 98 83 92 83

Synthetic control 20 108 91 98 76

Trace 25 167 134 111 99

OSU leaf 25 196 175 168 146

50Words 30 225 198 203 184

Swedish leaf 40 243 231 213 177

Two patterns 35 262 256 268 254

Wafer 40 612 598 489 368

Yoga 50 3121 2987 3192 2832

Fig. 4 Time complexity comparison results among data mining algo-
rithms

Fig. 5 Storage compexity comparison resutls among datamining algo-
rithms

5 Conclusion

In today’s data explosion era, the analysis of time series data
has a variety of purposes. Time series data are given in forms
of increments with time increasing, the main applications of
data mining need to be developed. In this paper, the Bayesian
posteriori probability estimation method is used to judge the
decision tree nodes. The incremental samples can be classi-
fied by the posterior probability, which makes the algorithm

have stronger adaptability for the incremental data. The com-
parison experiment on the time series data set shows that the
algorithm proposed in this paper can havemore classification
accuracy and robustness to the incremental data experiment.
In the future study, we need to consider further optimizing
the time complexity of the incremental decision tree.
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