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Abstract In this paper, we have developed an enhanced
J48 algorithm, which uses the J48 algorithm for improv-
ing the detection accuracy and the performance of the novel
IDS technique. This enhanced J48 algorithm is seen to help
in an effective detection of probable attacks which could
jeopardise the network confidentiality. For this purpose,
the researchers used many datasets by integrating different
approaches like the J48, Naive Bayes, Random Tree and the
NB-Tree. An NSL KDD intrusion dataset was applied while
carrying out all experiments. This dataset was divided into
2 datasets, i.e., training and testing, which was based on the
data processing. Thereafter, a feature selectionmethod based
on the WEKA application was used for evaluating the effi-
cacy of all the features. The results obtained suggest that this
algorithm showed a better, accurate and more efficient per-
formance without using the above-mentioned features when
compared to the feature selection procedure. An implemen-
tation of this algorithm guaranteed the dataset classification
based on a detection accuracy of 99.88% for all the features
when using the 10-fold cross-validation test, a 90.01% accu-
racy for the supplied test set after using the complete test
datasets along with all the features and a 76.23% accuracy
for supplying the test set after using the test-21 dataset along
with all features.
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1 Introduction

The intrusion detection systems (IDS) are defined as effi-
cient security tools which are used for improving the security
of the communicating and the information systems, as they
primarily focus on detecting malicious network traffics. An
IDS is seen to be very similar to many processes like fire-
walls, antivirus software, and can access the control schemes.
The IDS is classified depending on detection as the signature
detection and anomaly detection system. For the signature-
based detection systems, the systems identify the traffic
pattern or the application data as malicious and this requires
an updated database for storing all the new attack signatures,
whereas the anomaly detection system compares all activities
against the normal defined behaviour [1].

Themain objective of the IDS system is detecting and then
raising an alarm if the network is attacked. The best IDS pro-
cess detects the new or more malicious attacks within a short
time period and carries out the necessary actions. The cur-
rently used IDS systems do not show 100% accuracy, hence,
this study has been carried out for improving and increasing
the IDS system accuracy [2]. Many of the machine learning
techniques have been used for helping in the detection of the
network attacks, improving the accuracy detection rate and
developing effective classification and clustering models for
distinguishing between a normal and an abnormal behaviour
packet. The procedure of detecting the intrusion accurately
from the complete network traffic is classified as the classi-
fication problem.

The IDS systems are classified as per the detection meth-
ods used for identifying all the malicious attacks [3]. A
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misuse or a signature detection technique identifies signa-
tures or patterns present in the existing attacks within the
network traffic. This misuse detection system requires an
updated database for storing the new attack signatures. But,
new attacks are not detected until the system gets trained.
The anomaly detection uses an approach based on detection
of the traffic anomalies by identifying the behaviour which
is different from a normal behaviour. Hence, this shows that
though IDS can handle new attacks, it is unable to detect or
identify a particular attack pattern [4].

Several researchers have used theDatamining for improv-
ing the IDS by offering an external intrusion detection that
identifies the presence of any existing boundaries within
a normal network activity. This helps in distinguishing
between a normal and an abnormal activity [5]. The Data
Mining is also applied in the IDS for identifying if any attacks
are present in the system, improving the detection accuracy
rate and developing effective classification and clustering
models for distinguishing between a normal and an abnormal
behaviour packet. The procedure of detecting the intrusion
accurately from the complete network traffic is classified as
the classification problem.

The classification models help in identifying any mali-
cious attacks, improving the accuracy detection rate and
decreasing false alarms. Many data mining algorithms have
been proposed earlier for generating an efficient IDS like the
Naïve Bayes [6], AdaBoost [7], J48 Decision Tree [8], ANN
[9], Support Vector Machines [10] etc. All these algorithms
are integrated with the different models for distinguishing
between the malicious attacks and determining a normal
behaviour for detecting unknown malicious attacks. The
various IDSs are classified depending on their detection
technique, architecture along with their post-detection activ-
ity [11].

In this study, the researchers haveworked towards improv-
ing the J48 algorithm for decreasing the human efforts in
handling the increasing and ever-changing intruder attacks
and providing a network protection against internal and exter-
nal attacks; along with improving the accuracy detection rate
and the performance of the anomaly IDSs. This enhanced J48
algorithm shows a better performance as compared to the
other systems and algorithms, due to the following reasons:

• Theenhanced J48 algorithmhelps in enhancing thedetec-
tion attacks in the anomaly IDS.

• The enhanced J48 algorithm shows better detection accu-
racy as compared to many other algorithms.

• This enhanced J48 algorithm is thought to show a better
value for TP, TN, FP and FN accuracy percent values as
compared to many other techniques.

The currently used IDS techniques used for detecting the
unauthorised attacks do not show 100% accuracy. Thus,

improving the application of the J48 algorithmwas important
for improving the performance and the accuracy of detecting
any probable attacks. Hence, in this study, the researchers
have aimed to improve the J48 classification algorithm for
enhancing the IDS performance. This research is important
as it would help in preventing an illegal or unethical intru-
sion in a network. An effective system helps in an accurate
detection of any probable attacks which increased the risk of
these attacks penetrating the network system and accessing
the data.

The remaining paper is organised in the followingmanner:
Sect. 2 presents an overview of the various data mining tech-
niques, where the J48 technique has been described. In Sect.
3, a literature review has been presented for intrusion detec-
tion by different techniques. In Sect. 4, the researchers have
described the proposed algorithm and its implementation.
Also, an experimental dataset and a simulation environment
have been described here. Section 5 presents all the experi-
ments and their results, while Sect. 6 describes the conclusion
of this work and future work.

2 An overview of the various data mining
techniques

The advanced IDS methods make use of various data min-
ing processes along with different knowledge bases for their
training in the detection of unknown attacks or abnormal
behaviours. The IDS consists of different data mining tech-
niques, methods and algorithms for detecting the system
attacks, thus helping the system to detect the intrusions more
dynamically [4]. Using the datamining techniques in the IDS
helps in improving the system performance and the security,
and the systems can detect known or unknown attacks. The
data mining help in the network intrusion detection problems
by: (i) Processing and analysing huge amounts of data, (ii)
effectively discovering the unknown data and (iii) improving
the security analysis by carrying out data visualisation and
summarization.

Many data mining processes were developed for the intru-
sion detection. Several researchers used unique approaches
for improving the data classification accuracy. In this study,
the researchers have applied many data mining techniques
like the NBTree, RandomTree, RandomForest, support vec-
tormachine (SVM), artificial neural network (ANN)etc. [12].

The decision tree is a very popular and widely used clas-
sification algorithm, which has the following characteristics:

• The decision tree algorithm or the iterative dichotomiser
(ID3) has been popular since the 1970s.

• A classification and regression tree (CART) is used
for developing binary decision trees, as described ear-
lier [13].
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1: Create a root node N; 
2: IF (T belongs to same category C)  
         {leaf node = N;  
             Mark N as class C; 
             Return N; 
          } 
3: For i=1 to n 
          {Calculate Information_gain  (Ai);} 
4: ta= testing attribute; 
5: N.ta = attribute having highest information_gain;  
6: if (N.ta == continuous ) 
            { find threshold;} 
7: For (Each T in splitting of T) 
8:         if (T is empty) 
                {child of N is a leaf node;} 
                else 
                {child of N= dtree T)} 
10: calculate classification error rate of node N; 
11: return N; 

Fig. 1 The pseudo code for the C4.5 (J48) algorithm

• Later, Quinlan [14,15] proposed a C4.5 algorithm, which
is now used as a benchmark system which is compared
to the newly developed supervised learning algorithms.

The ID3, CART, and the C4.5 are a form of a greedy tech-
nique that is a top-down recursive divide-and-conquer form
of approach [2]. Furthermore, ID3 and C4.5 techniques are
slower than some of the other types of decision tree algo-
rithms, however, they are able to handle the continuous
attributes/features and tackle the missing values [16].

2.1 J48 algorithm

C4.5/J48 is a widely usedmachine learning algorithm, which
is a decision tree algorithm. This is a type of the ID3 algo-
rithm, developed by Quinlan [14] and is described in Fig. 1.

The C4.5/J48 algorithm differs from the IDE3 as while
building a decision tree, the algorithm can accept the contin-
uous and the categorical attributes. Because of a high noise
or a very detailed training data set, the J48 algorithm uses an
enhanced technique of tree pruning for decreasing the mis-
classification error. Furthermore, this algorithm also used a
greedy divide-and-conquer method for recursively inducing
decision trees containing the database/dataset attributes for
further classification. In any decision tree, classification is
a major performance parameter. The classification error can
be defined as the percentage of the misclassified cases [17].
The C4.5 algorithm is seen to accept the continuous and the
categorical attributes while developing a decision tree. This
decision tree can be developed by making use of the top
down or the bottom up approach. Furthermore, the J48 clas-
sifier algorithm is divided into a dataset based on the different
attribute values of the present data for separating a probable
prediction. The decision tree contains many decision nodes

and leaf nodes, wherein the decision nodes determine the test
of the attributeswhile the leaf nodes represent the class values
[18]. Every path in the decision trees from the root to the leaf
node determines the rule. This J48 classifier algorithm can
develop its decision tree depending on the information of the
theoretical attribute values of the present training data. Also,
in the case of a J48 algorithm, every feature or attribute sepa-
rately estimates the gain value and the calculation process is
continued till the prediction process is completed. An appro-
priate feature is defined as the feature which gives a lot of
information regarding the data instances. This feature can be
classified as a root node if it consists of themaximal informa-
tion gain. After selecting the root node, the J48 algorithm can
divide the training data into many subsets which correspond
to the various values of a chosen feature and this process is
repeated for every subset till every subset is assigned to one
class.

The J48 algorithm consists of many features described
below:

• It is accessible as an open source in the WEKA interface
in Java.

• The algorithm helps in building easy to understand mod-
els.

• The algorithm makes use of the categorical and the con-
tinuous values.

• The algorithm provides a technique known as the impu-
tation, which deals with missing values. This technique
helps in resolving the missing value problem, which is a
significant feature, after determining the missing values
based on the available data.

• The algorithmalso provides a tree pruning process,which
helps in building small trees and avoiding over-fitting of
the data.

• Also, the algorithm provides the subtree replacement
process which decreases the classification error after
replacing the subtree with a leaf.

3 Related work

Many studies published earlier have focused on investigat-
ing the effect of applying the J48 for enhancing the accuracy
of the intrusion detection. The main keywords used for
searching include J48, intrusion detection system, detection,
security and algorithms.

Several IDSs use a single algorithm system which clas-
sifies data as either anomalous or normal. But, using one
classifying system is unable to provide a precise detection
system which detects and reports intrusions with a low rate
of false alarms. Panda et al. [19] stated that integrating a
hybrid intelligent scheme, which needed different classifiers
to be implemented, would improve the detection and make
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it very genuine, thereby improving the result quality. In this
paper, the researchers have applied a 2-class classification
strategy which is based on the 10-fold cross validation pro-
cess, which would increase the rate of intrusion detection
and also decrease the rate of false alarms [19]. This section
highlights the important outcomes of various published stud-
ies and discusses the limitations and strengths of the systems
used by them.

A rapid advancement in the field of information tech-
nology has introduced many machine learning techniques
that can be implemented in the IDSs. Aburomman and
Reaz [20] carried out a study which described the differ-
ent algorithms used for classifying the intrusions based on
a popular machine learning method. They studied different
homogeneous or heterogeneous systems along with vari-
ous hybrid techniques. They stated that implementing the
ensemble-based techniques helped in solving the pattern
classification-based problems [20].

After reviewing the available literature, the researchers
concluded that several methods could be applied that used
various classifiers. For example, some approaches decreased
the variance and included boosting and bagging, whereas
some decreased the bias. Some othermethods, like cascading
helped in developing new attributes. In such attributes, every
classifier could handle a specific data set, whereas the rest
was handled by other classifiers observed within the whole
ensemble [20].

Moreover, the authors also considered many ensemble
methods which depended on the voting system as they were
considered to be simple processes that could generate the
desired outcome. Many studies have stated that the hybrid
method is popularly used for detection of malicious activi-
ties within the network. This method needs to integrate the
feature selection and use one classifier. The voting system is
very popular amongst the techniques for combining the clas-
sifiers. This system is very reliable because it is able to correct
all the errors produced by the other classifiers, thus, improv-
ing the performance of the classifiers [20]. These authors
constructed a system containing the bagging and the boost-
ing ensembles, which also integrated 4 other conventional
algorithms, like the J48 (decision trees), Bayes, IBK (near-
est neighbour) and the JRip (rule induction). They developed
heterogeneous ensembles after using the stacking strategy.
In their study, they integrated each of the above-mentioned
four algorithms for carrying out a meta-level classification
system. This approach showed 60% accuracy. Their results
showed that their heterogeneous ensembles, created using the
bagging and the boosting processes, significantly improved
the accuracy rate. Furthermore, their approach also showed
90% accuracy while detecting the known intrusions. On the
other hand, this heterogeneous ensemble designed using a
stacking strategy showed a significant decrease (46.84%) in
the false positive [20].

The results described by Aburomman and Reaz [20] con-
tradicted those shown by Panda et al. [19]. In this study,
the researchers have noted that using the J48 decision tree
showed a low detection rate of 90.7%. Also, using the J48
along with the radial basis function (RBF) neural showed a
higher false alarm rate of 5.6%.

In another study, Goeschel [21] aimed to identify the false
positive rate by developing a system that used the datamining
processes for decreasing the false positives. Their technique
combined the Naïve Bayes, SVM, and the decision trees;
which would improve the efficiency and the accuracy of their
IDS. The first step showed that SVM was used as the new
binarymodel for classifying if the trafficwas an attack or not.
After identifying the abnormal attacks, Step 2 comprised of
transferring the attacking traffic using a decision tree. In this
step, the probable attacks were transferred using the decision
trees after integrating the J48 algorithm and also excluding
any irrelevant labels. The decision tree was seen to be a ver-
satile system which could detect true positives or also detect
if the alarm was new to their system. Also, this system raised
a true positive alarm if it detected a leaf. But, if no leaf was
detected, then the system would tag the alarm as new. In
Step 3, the decision tree and the Naïve Bayes worked collec-
tively for detecting the previously undetected attacks. This
systemwas very effective as it showed an overall accuracy of
99.62% and a relatively lower false positive rate of 1.57 %.
Though the system was seen to be very efficient, the authors
suggested that further research was to be carried out for the
implementation of this model on many other network sys-
tems [21].

The problem of network data protection was reviewed in
a study by Sharma and Gupta [22]. An increasing use of
the network services and an increase in the number of intru-
sions and system attacks has led to the introduction of several
problems related to the intrusion detection. In their study,
the authors studied the intrusion detection using the various
data mining processes and they highlighted the difficulties
observed in the IDSs, which arose from many sources used
by the IDS for analysing the data. Several IDSs classified
the data using the anomaly detection or the misuse detection.
Every approach had some advantages and some limitations.
However, it must be mentioned that no IDS can modify all
the problems within any system. The best detection system is
one which provides a more acceptable security level, which
is achieved by improving the efficiency of the detection of the
bigger intrusion attacks. Hence, the authors have suggested
that a perfect IDS process can provide a more accurate confi-
dence rate for the results seen, which is an important measure
for any IDS. As per many review articles, using the J48 deci-
sion tree provided promising insights while improving the
IDS performance [22].

Some threats faced by the virtualised systems are common
threats that are encountered by any system, as they affect

123



Cluster Comput (2019) 22:S10549–S10565 S10553

all the computerised systems, and include the DoS attacks
and the denial-of-service attacks. However, other threats or
vulnerabilities are more specific for the virtual machines.
Additionally, some VM vulnerabilities occur due to a vul-
nerability which is seen in one of the VM systems which is
then extended to other VM systems. They could also harm
the systems in some cases. This is possible as a majority of
the VMs use similar physical hardware systems [23].

For improving the attack detection accuracy in the net-
work systems, many researchers have focused on designing
and developing somemachine learning algorithms which are
integrated within the algorithms. In their study, Noureldien
and Yousif [24] identified a major abnormal attack within
their network traffic, called as the denial of service (DoS)
attack. The DoS attack comprised of many forms of attacks
like the Teardrop, Smurf, Land, Neptune and Back. The
authors investigated the accuracy of the algorithms which
were used for detecting the DoS attacks. All these algorithms
were used in different systematic techniques and included
Logistic, IBK,PART, J48, InputMapped,BayesNet, andRan-
dom Committee. The authors used NSL-KDD dataset as the
experimental tool, while WEKA was the mining tool. Their
results showed that the best algorithm for detecting the Smurf
attack was the Random Committee, and it showed 98.62%
accuracy, while PART was the best algorithm for detecting
the Neptune attack and it showed 98.55% accuracy. PART
and J48 showed a similar accuracy for detecting the Smurf
attack, with a very slight difference in accuracy values in
comparison to those shown by the Random Committee algo-
rithm. Also, PART had an average DoS attack detection rate.
On the other hand, InputMapped was the worst algorithm for
detecting the DoS attacks.

Abdeljalil and Mara [25] tested the performance of 3 of
the machine learning algorithms, i.e., Decision Tree J48,
SVM, and Neural Network. They tested the performance for
intrusion detection using the parameters of detection rate,
accuracy, and false alarm rate. Their results suggested that
the J48 algorithm performed much better than the SVM and
the Neural Network [24] and the authors showed that the J48
algorithm was better with a low false positive rate and high
true positive rate [24]. These results were similar to those
obtained earlier [26].

Also, in another study, Mazraeh et al. [27], the authors
showed the effectiveness of using theDecision Tree J48 algo-
rithm for intrusion detection. They designed a model which
was based on some algorithm related to this decision tree and
contained several values. The advantage of using a decision
tree algorithm was that it effectively helped in data interpre-
tation. Also, the high system efficiency was dependent on
the properties selected. An improvement in the properties
further increased the total cost of this proposed system. The
decision tree algorithm is classified into 2 groups, i.e., clas-
sification and regression tree (CART) and the C4.5. There

was an improvement in the performance of the decision tree
J48 when it was integrated with the C4.5. For improving the
accuracy of intrusion detection, the researchers suggested
using a policy for identifying the different forms of the sys-
tem and identifying the requirements for its supervision.
This improved the accuracy of the positive and the negative
alarms. These alarms indicated that the warnings were not
released in an accurate manner which matched their needs
for identifying the intrusions. In their study, the authors used
3 different learning algorithms, i.e., the SVM, J48 and the
Naïve Bayes, and evaluated their efficiencies. Their results
showed that the J48 algorithm was very effective, in com-
parison to the other algorithms, and had 97% efficiency and
91.8% average accuracy value. Hence, their results showed
that the Decision tree J48 algorithm was very effective in
detecting intrusions [27].

For an accurate identification and detection of the intru-
sions within any computerised network, Gaikwad et al. [28]
studied the effectiveness of an IDS with the help of bagging
using the partial decision TreeBase classifier. They proposed
this technology because of a higher false alarm rate and a
lower accuracy noted in the conventional IDSs. The bag-
ging ensemble process is very popular in the IDS because
of its ease in the partial decision tree classifier. The authors
selected some relevant features based on the risks presented
by every type of attack. This helped in significantly improv-
ing the classifier accuracy. The system designed by Gaikwad
et al. [28] was evaluated for many factors like true positives,
false positives, and the system accuracy. The system accu-
racy was determined using a cross-validation study, wherein
the system showed 99.71% accuracy, with its classification
accuracy higher than all the other classifiers.

Studying the digital information system is very important
in today’s day and age due to a high risk observed because
of unethical attacks. Identifying the threats using an IDS is
a very challenging problem. In their study, Nema et al. [29]
tried to improve the accuracy for intrusion detection using
the Layered Approach with help of an SVM having Fea-
ture Reduction. They attempted to identify several attacks
like the probe, U2R, DoS and R2L. Their results provided a
promising insight about the implementation of the SVM by
integrating thegenetic approach.TheSVMisvery commonly
applied in machine learning after integrating some learn-
ing algorithms which allow data analysis and identification
of specific patterns. Also, the SVMs need data classifica-
tion using different class labels which helped in determining
many supporting vectors. Furthermore, the SVM is seen to
provide a very generic mechanism which used the kernel
function and included the linear, polynomial or the sigmoid
function [29].

In another study, Onik et al. [3] carried out a compara-
tive analysis after integrating the feature selection approach
and using the data mining tool known as WEKA, which
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integrated the J48 feature selection. They studied the effec-
tiveness of the J48performance using variousfilter processes.
Based on the application of the J48 feature selection, the
authors could conclude that the J48 showed an enhanced
prediction time and also lowered the computational time.
Using the feature selection further decreased the redundant
and the irrelevant features and also improved the representa-
tion of the optimal features. Moreover, the feature selection
decreased the data redundancy by removing the irrelevant
data and lowered the time complexity noted in many IDSs.
Many researchers have stated that the SVMwas a very appro-
priate method for determining the appropriate feature subset
and detecting any probable attack. In their study, Onik et
al. [3] studied the filter method using different search tech-
niques. They finally used the J48 as the feature classifier in
their IDS model and their results showed that every feature
approach consisted of an optimal feature which differed from
others. Furthermore, the authors also concluded that using
the J48 helped in improving the quality of the features which
were developed. The authors also used an analytical compar-
ison approach along with many feature selection techniques,
which integrated the J48 classification tree. Use of a decision
tree was considered to be very effective in any IDS. Hence,
the authors studied many methods for improving the perfor-
mance of the J48 by decreasing the redundant features. Also,
the filter feature extraction process in the data mining and its
use in the J48 classifier showed some positive results [3].

Determination of abnormal activities resulting due to
anomaly intrusion was investigated using different algo-
rithms and processes. These processes made use of the true
positive and the false positive parameters and compared the
performance of the techniques. In one study,Modi et al. [30],
used the testing dataset (i.e., KDD-CUP-99), which used a
large amount of data which needed a pre-processing tech-
nique. In their study, the authors proposed a technique which
could be applied for feature selection alongwith feature elim-
ination. This helped in decreasing the number of the relevant
features and also aided in selecting an appropriate subset of
classifiers which would provide proper classification tech-
niques along with good multi-classifier models. The authors
studied the use of some classifiers like the Naïve Bayes,
J48, and the SVM. Out of these, the J48 classification algo-
rithm was a type of the source classifier belonging to the
C4.5 algorithms. These C4.5 algorithms function by gener-
ating decision trees, based on a specific set of the labelled
input data. Furthermore, this decision tree undergoes a clas-
sification process, and hence, the C4.5 is generally called
as the statistical classifier. Their results for the true posi-
tives and the false positives also revealed that the system
showed an improvement in its performance. Furthermore,
their approach suggested that it was scalable and required a
lesser computation, which indicated that the classifiers were
appropriately selected [30].

4 Proposed work and implementation

Here, the authors have discussed the proposed model, where
they implemented the J48 algorithm for improving the
anomaly detection in the IDS. Furthermore, they have also
discussed the simulation environment and the experimental
dataset used along with the feature selection technique and
the 10-fold cross validation method that was applied.

4.1 NSL KDD dataset

The NSL KDD is a more advanced or refined version of
the KDD CUP. It consisted of all the attributed needed to
form the KDD. This NSL KDD is seen to be an open source
programme and could be easily downloaded [31]. The major
advantage of using the NSL KDD is that it did not contain
a huge amount of redundant data and also consisted of an
adequate number of records for training and testing the data.
The NSLKDD data comprises of a complete training dataset
with 125,973 records along with a complete testing dataset
having 22,544 records [32]. Every record in the NSL KDD
consisted of 42 attributes [33] which have been categorised
as normal, binary and numeric, where the last attributes were
also added as the class. 2 types of classes were present, i.e.,
Normal and Anomaly. The anomaly class is categorised into
DOS, PROBE, R2L and U2R.

Some advantages of using the NSL-KDD instead of the
original KDDCUP’99 dataset have been described below
[33]:

• The redundant records have been removed from the train-
ing and the testing sets.

• The number of the selected records from every difficulty
level was seen to be inversely proportional to their per-
centage value.

• The NSL-KDD comprised of a sufficient number of
examples for the training and the testing sets and was
therefore more affordable during experimentation.

The records contain 23 classes of different network attacks,
i.e., normal and 22 forms of attacks: ftp write, guess passwd,
neptune, imap, ipsweep, warezmaster, warezclient, teardrop,
spy, portsweep, nmap, smurf, satan, pod, back, buffer over-
flow, phf, land, multihop, rootkit, perl and loadmodule [2].

4.2 Environment for knowledge analysis (WEKA)

WEKA is a widely used machine learning workbench that
is coded in the Java language. It contains many machine
learning algorithms, which were developed using Java, for
carrying out many data mining processes and was devel-
oped by the Machine Learning Group at the University of
Waikato inNewZealand [34]. TheWEKA tool is open source
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software which is available as per the GNU general pub-
lic license (GPL) [35]. This is not one single programme
but contains many algorithms and the GUI tool for carry-
ing out data analysis and for predictive modelling. These
algorithms can be directly applied to the dataset or could be
modified using your Java code. WEKA comprises of many
tools for the data mining activities like the classification, data
pre-processing, clustering, regression, association rules, or
visualisation. This tool also helps in developing many addi-
tional machine learning techniques. It is seen to contain an
Experimenter, Explorer, Simple Command Line Interface,
Knowledge flow, Java interface [36]. Furthermore, WEKA
also contains many classes which could be easily accessed
by otherWEKA classes. The essentialWEKA classes are the
attribute and the instance. The attribute can be represented
by any object of the class attributes that contains the attribute
name, type and the nominal attributes values [37].

4.3 Feature selection

The feature selection procedure is generally used for improv-
ing the effectiveness of all the data mining algorithms and
the performance of data classification [38]. The dataset con-
tains numerous features, but not all of them are essential.
Some features are redundant or irrelevant, where the redun-
dant features do not provide any additional informationwhile
the irrelevant features do not provide any helpful information
with regards to the context. The feature selection is based on
a specific criterion used for choosing a subset of original fea-
tures and employs techniques which are frequently applied
in the data mining procedure for reducing dimensions [39].

Furthermore, feature selection process is also used for
decreasing the number of the features by eliminating the
redundant, irrelevant or the noise features. This is partic-
ularly useful as the irrelevant features increase the model
complexities and the convergence time needed for a good
model structure. The feature selection process also is seen to
speed the learning or modelling process, improve the learn-
ing accuracy or quality and leads to better understanding
of the model [40]. The process is categorised in 2 classes;
filter and the wrapper approach [41]. The filter approach
involves the selection of new feature subset which is depen-
dent on the standard data characteristics. This approach ranks
all the features based on specific statistical criteria. Thus,
the features with the highest rank and high priority are
selected; while the features with the least rank and a lower
priority are not selected. This approach also helps in deter-
mining the classifier accuracy. The attribute evaluator and
the ranker techniques are applied for ranking all the dataset
features [40].

On the other hand, the wrapper approach develops all pos-
sible feature subsets based on the subset evaluator which uses
the search methods. The performance of the classification

method in the wrapper approach is also used as an evaluation
criterion. The feature subset showing the best performance
is selected using the various classification algorithms. For
instance, if 10 features are available, the wrapper approach
tries to find the subset having all the 10 features.

• 1st attribute: 3 features
• 2nd attribute: 3 features
• 3rd attribute: 4 features

Also, the classifier is used for all the subsets to determine
which of the subsets shows the highest detection accuracy
rate [40,42].

In this study, 3 feature selection processes have been
used which have been selected based on the earlier stud-
ies. These processes were selected depending on the fact
that they showed a reduction in the number of the features
but still showed an effective and better IDS performance.
These feature selection processes include information gain
(IG) attribute evaluation which determines the IG for every
attribute and evaluates its importance and relevance to the
class label [43] the gain ratio (GR) attribute which used the
gain extension information and split this data for evaluat-
ing the gain ratio. This split information splits the training
data set, S, into v partitions which correspond to v out-
comes for any test carried out on the attribute. The GR
chooses attributes which show a higher splitting value [44].
Finally, the last selection process includes the correlation-
based feature selection (CFS), which is used for identifying
the similarity and the dependence between every feature and
the linear relationship is determined which measures the
dependence present between the features or the variables.
This linear relationship shows a value between −1 to +1.
When the value is 1, it indicates that the features are fully
correlated; while the −1 value shows that the features were
not correlated. A value of 0 shows that the features are com-
pletely independent [44].

4.4 The proposed approach

Here, in this study, the authors have proposed an enhanced
J48 algorithm which has been developed based on the Deci-
sion Tree J48 algorithm for enhancing the intrusion detection
accuracy and the IDS performance. One of the major prob-
lems in the construction of the decision tree involves the
split value of the node, wherein the split value is the condi-
tion for dividing the data into 2-more subsets. The 1st split
is known as the root node, while the rest of the splits are
known as the leaf nodes (also called as the terminal or the
decision nodes). Every internal is seen to split the space
into 2-more subspaces depending on the discrete function
for the input attribute values [45]. The split values pro-
vide an effective method for building the decision tree. For
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obtaining a smaller and more effective decision tree, the split
must be based on the maximal gain. This proposed algo-
rithm introduced a novel approach for the selection of the
split values, estimation of the IG and the GR for construct-
ing the decision tree. Here, the attribute having the maximal
normalised IG is utilised and the algorithm is seen to recur
using small subsets. The split procedure stops when all the
examples in the subset are seen to belong to one class. In
the study, the authors have tried to use the standard devia-
tion coefficients as a significant factor for improving the J48
algorithm.

The standard deviation (SD) can be defined as the number
used for measuring how much the group is spread from the
mean (average) value or from the expected value. The SD
measures the data dispersement, which describes the spread
of the data based on the mean value [46]. Furthermore, SD
describes the class distribution. If the attribute has a low SD
value, it shows that the data value is closer to the value of the
mean and has a simple distribution; whereas if the attribute
shows a high SD value, it shows that the data value is more
widespread from themean and is highly randomised. Further-
more, the Entropy and SD are different parameters, however,
in many cases (not all) the Entropy is seen to be dependent
on the SD of distribution [47]. The IG and the entropy values
along with SD help in deciding on which attributes the data
is split while constructing the tree.

In this study, the NSL KDD dataset is used, which con-
sists of 41 features, all of which have a different importance
while constructing the decision tree. Some features have a
high SD value and they can affect the building of an effec-
tive decision tree as they have more widespread values. In
this study, the authors observed that the features showing a
low SD could help in building a more effective decision tree.
Here, the authors have used SD as a significant coefficient
along with information entropy and the split information for
any attribute. This helped them select important and essential
features which could affect the construction of the decision
tree. Hence, if the attribute shows a large SD, the informa-
tion entropywasmultipliedwith a large SD coefficient, while
the split information was multiplied with a small SD coef-
ficient. On the other hand, if any attribute showed a smaller
SD value, the information entropy and split informationwere
multiplied by the small SD coefficient. The following equa-
tions are used for estimating the information entropy and the
split information:

Information entropy = Entropy

=
x∑

i=0

Std_entrophy* −pi log2 pi (1)

Information spilt =
x∑

i=0

Std_spilt*−pi log2 pi (2)

Case 1: If standard deviation >500  
Std_entropy=Math.log10 (stdDev)/10; 
Std_split= Math.log10 (stdDev)/20; 

Case 2: If standard deviation >200 and standard deviation <500    
Std_entropy =stdDev/300; 
Std_split =(stdDev)/300; 

Case 3: If standard deviation <200  
Std_entropy = (stdDev)/10; 
Std_split = (stdDev)/10; 

Fig. 2 Calculation of the SD coefficients

The process optimises the information entropy and the split
node, while the J48 algorithm is used for building decision
trees by selecting the attributes showing information entropy
GR for the current split nodes. In this approach, the SD coef-
ficients would be calculated for the numeric attributes in 3
cases as shown in Fig. 2.

The SD coefficient value is determined using statistical
analysis. After carrying out >150 experiments, the best SD
coefficient value was obtained as described in Fig. 2 .

The value showing the highest GR was selected as a
split value for that specific node. Rather than carrying out
multiple calculations, the authors used a very simple and
effective approach rather than a more difficult and compli-
cated approach. In their approach (Fig. 3), noneedwas seen to
sort the various attribute values for estimating the split value.
In Fig. 3, the authors have described the different steps used
in their proposed algorithm.

4.4.1 Functionality overview of the proposed approach
without using feature selection

The steps below were followed for developing a very effec-
tive IDS process using the improved J48 algorithm, which
showed better performance and accuracy:

1. Selecting an appropriate dataset containing quality data
like the NSL KDD. Section 4.1 presents more details
about the NSL KDD dataset

2. Using a proper dataset for training and testing in the
experiments.

3. Constructing an improved J48 algorithm model for
building an effective classifier. The steps required for
developing a classification system are as follows:

a. The training classifier is seen as a learning step for
building a classifier or a model.

b. The classification of the test data helps in determining
the accuracy of the classification rules. Also, if an
acceptable accuracy is seen, these classification rules
are used for new data.
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                                         yes 

NSL-KDD DATSET 

Import training and testing dataset 

Data pre-processing 

Apply Feature 
Selection?

Feature Reduction 

Select Enhanced J48 algorithm 

Training Enhanced J48 algorithm with corresponding 
training dataset 

Testing Enhanced J48 with corresponding testing dataset 

Result 

No 

Fig. 3 An architecture of the proposed algorithm using the IDS
approach

4. Generating a model which shows the maximal accuracy
and the best performance.

Figures 4, 5 and 6 present the Algorithms 1, 2 and 3 which
describe the pseudo code for the proposed approach without
using the Feature selection.

4.4.2 Functionality overview of the proposed approach
using feature selection

The steps described below outline the process for developing
an efficient IDS process using the improved J48 algorithms
which show a better performance and accuracy:

Selecting an appropriate dataset containing quality data
like the NSL KDD. Section 4.1 presents more details about
the NSL KDD dataset

Using a proper dataset for training and testing in the exper-
iments.

Applying the Feature selection methods like the IG, GR
and the CFS. Feature extraction involves the determination
of the parameters that are used for providing a more precise

Algorithm 1 Proposed Model using NSL_KDD Train

1: procedure model ()
2: InputFn= NSL-KDD data set possessing 41 features f1, f2, f3......f42
3: Use 41 features 
4: Use Enhanced J48 
5: Develop a robust model M
6: Propose the model
7: for every feature Fn
8: Provide Fn to J48, NaiveBayes, ADTree, SVM, RandomTree, BayesNet and 

DecisionStump using NSL-KDD Train+
9: Calculate
10:  A1= J48 model accuracy
11:  A2= NaiveBayes model accuracy
12:  A3= ADTree model accuracy
13:  A4= SVM model accuracy
14: A5= RandomTree model accuracy
15: A6= BayesNet model accuracy
16: A7= DecisionStump model accuracy
17:        E= Enhanced J48, J48, NaiveBayes, ADTree, SVM, RandomTree, REPTree and 

       DecisionStump using NSL-KDD Train+

18: Compare of the accuracy of A1, A2, A3, A4, A5, A6, A7, E
19: Select the best model M= E

Fig. 4 Pseudo code of the proposed approachwithout using the feature
selection

Algorithm 2 Proposed Model using NSL_KDD Test
1: procedure model ()
2: InputFn= NSL-KDD data set possessing 41 features f1, f2, f3......f42
3: Use 41 features 
4: Use Enhanced J48 
5: Develop a robust model M
6: Propose the model
7: for every feature Fn
8: Provide Fn to J48, NaiveBayes, ADTree, SVM, RandomTree, BayesNet,  

RandomForest, SimpleCart, ANN, NBTree and  DecisionStump using NSL-
KDD Test+

9: Calculate
10: A1= J48 model accuracy
11: A2= NaiveBayes model accuracy
12: A3= ADTree model accuracy
13: A4= SVM model accuracy
14: A5= RandomTree model accuracy
15: A6= BayesNet model accuracy
16: A7= RandomForest model accuracy
17: A8= SimpleCart model accuracy
18: A9= ANN model accuracy
19: A10= NaiveBaye model accuracy
20: A11= NBTree model accuracy
21: A12= DecisionStump model accuracy
22: E= Enhanced J48, J48, NaiveBayes, ADTree, SVM, RandomTree, BayesNet,  

RandomForest, SimpleCart, ANN, NBTree and  DecisionStump using 
NSL-KDD Test+

23: Compare of the accuracy of A1, A2, A3, A4, A5, A6, A7, A8, A9, , A10, A11, 
A12, E

24: Select the best model M= E

Fig. 5 Pseudo code of the proposed approachwithout using the feature
selection

character representation of a machine. This process helps in
improving the accuracy and the performance of the classi-
fication process by selecting only the significant terms and
deleting the noisy terms.

Constructing an improved J48 algorithm model for build-
ing an effective classifier. The steps required for developing
a classification system are as follows:

The training classifier is seen as a learning step for building
a classifier or a model.

The classification of the test data helps in determining
the accuracy of the classification rules. Also, if acceptable
accuracy is obtained, the classification rules are used for new
data tuples

Generating a model which shows the maximal accuracy
and the best performance.
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Algorithm 3 Proposed Model using NSL_KDD Test 21
1: procedure model ()
2: InputFn= NSL-KDD data set possessing 41 features f1, f2, f3......f42
3: Use 41 features 
4: Use Enhanced J48 
5: Develop a robust model M
6: Propose the model
7: for every feature Fn
8: Provide Fn to J48, NaiveBayes, ADTree, SVM, RandomTree, BayesNet,  

RandomForest, SimpleCart, ANN, NBTree and  DecisionStump using NSL-
KDD Test-21

9: Calculate
10: A1= J48 model accuracy
11: A2= NaiveBayes model accuracy
12: A3= ADTree model accuracy
13: A4= SVM model accuracy
14: A5= RandomTree model accuracy
15: A6= BayesNet model accuracy
16: A7= RandomForest model accuracy
17: A8= SimpleCart model accuracy
18: A9= ANN model accuracy
19: A10= NaiveBaye model accuracy
20: A11= NBTree model accuracy
21: A12= DecisionStump model accuracy
22: E= Enhanced J48, J48, NaiveBayes, ADTree, SVM, RandomTree, BayesNet,  

RandomForest, SimpleCart, ANN, NBTree and  DecisionStump using 
NSL-KDD Test-21

23: Compare of the accuracy of A1, A2, A3, A4, A5, A6, A7, , A8, A9, , A10, 
A11, A12, E

24: Select the best model M= E

Fig. 6 Pseudo code of the proposed approachwithout using the feature
selection

Algorithm 4 Proposed Model using NSL_KDD Train
1: procedure model ()
2: InputFn= NSL-KDD data set possessing 41 features f1, f2, f3......f42
3: Reduce 41 features to # of features based on a number of the proposed filters
4: Use Enhanced J48 
5: Develop a robust model M
6: Propose the model
7: for every feature Fn
8: Provide Fn to J48, using NSL-KDD Train+
9: Calculate
10:  A1= J48 model accuracy
11: E= Enhanced J48 and J48 algorithm using NSL-KDD Train+
12: Compare of the accuracy of A1and E
13: Select the best model M= E

Fig. 7 Pseudo code of the proposed approach using the feature selec-
tion

Figure 7 describes the Algorithm 4 which presents the
pseudo-code for the proposed approach using the Feature
selection

4.5 Implementation

For implementing the proposed approach, the authors used
the Java language and the WEKA tool. They implemented
the improved J48 algorithm on the computer with a 64-bit
Windows 7 OS, 4 GB RAM and an i5 Intel core, and inves-
tigated the enhanced J48 algorithm. WEKA tool (described
in Sect. 5.2) and the NetBeans [48] were used for carrying
out all experiments. The model was conducted in the Weka
environment, and hence, the authors extracted theWEKA Jar
file from theWEKA file, as this file consisted of all theWeka
classifiers and the clustering algorithms. The J48 algorithm
comprises of 23 classes and this algorithm file was selected
and imported in the NetBeans for enabling the modifications
to be made in the information entropy, GR and the split infor-

mation for improving the construction of the decision tree and
selection of the split node. 4 classes were used for making
improvements (i.e., C45Split.java, GainRatioSplitCrit.java,
EntropyBasedSplitCrit.java, and the InfoGainSplitCrit.java).
The C45Split.java was used for implementing a C4.5-type
split in the attribute, while GainRatioSplitCrit.java was used
for estimating the GR for a particular distribution. The
EntropyBasedSplitCrit.java was an Abstract class which
was used for computing the splitting criteria depending
on the entropy of the class distribution and the InfoGain-
SplitCrit.java filewas used for estimating the IG for a specific
distribution. The authors also used the Ant external libraries
[49] for creating the Jar file for the WEKA environment as it
would help in utilising the modifications that were made in
the J48 algorithm.

The authors carried out the experiments for comparing the
performance of the proposed J48 algorithm and various tree-
based classifiers. They carried out the analysis using various
parameters like the time need by the classifier for model
construction, true positive rate, the false positive rate, and the
accuracy. The true positive (TP) is defined as the examples
used in the study that were correctly predicted to be normal.
The true negatives (TNs) represent the examples which were
correctly predicted to be an attack. The false positives (FPs)
are defined as the exampleswhichwere falsely predicted to be
an attackwhen theywere normal; whereas the false negatives
(FNs) are defined as examples which were presumed to be
normal, but they were actually an attack. The accuracy of the
system is described as the number of the correct predictions
made by the system. It is computed as follows:

Accuracy = (T P + T N )

(T P + T N + FP + FN )
(3)

5 Experimental analysis and results

WEKAutilises many general data mining techniques such as
data cleaning, classification, clustering, data pre-processing,
regression, visualisation, and feature selection. As stated
earlier WEKA us a type of automated data mining tech-
nique used for carrying out many classification experiments
using the NSL-KDD dataset. In this section, the authors have
analysed all the experimental results obtained. They used
the WEKA tool for evaluating the proposed algorithm and
compared their results with those obtained using standard
algorithms using similar values and parameters. This com-
parison was carried out using parameters like the accuracy
of the technique in detecting the attacks which affected the
training and the testing NSL KDD dataset. Furthermore, the
authors also tested various different classifiers like Naïve
Bayes, CART, RandomForest, NBTree, AD Tree, and SVM
in addition to their proposed algorithm using the NSL KDD

123



Cluster Comput (2019) 22:S10549–S10565 S10559

dataset. Furthermore, they also determined the accuracy of
the predictive models using the 10-fold cross-validation and
the supplied test set. In the 10-fold cross validation method,
the authors randomly divided their samples into 10 different
subsamples, out of which 4 of the samples were used for
testing purposes, while the rest of the 6 were used for the
training purposes. Furthermore, the supplied classifier test
set was also investigated on its performance regarding how
it predicted the class of an example set which was loaded
from the file. This was done because each of the subsamples
was used for testing and training. Also, the authors compared
their results to all the published studies between 2013–2017
with and without the help of the feature selection techniques.
Also, they determined the accuracy and the robustness of
their approach using various parameters. Their results proved
that their proposed enhanced J48 algorithm showed a bet-
ter accuracy and performance in comparison to the other
techniques. They noted 100% accuracy for the 10-fold cross
validation method, and a 90% accuracy using the supplied
tests as shown below. Also, the enhanced and improved J48
algorithm showed a better performance than the individual
performances of J48 (C4.5) and such other algorithms.

For obtaining an accurate detection, several experi-
ments were carried out using the proposed and many other
approaches. Continuous experimentswere carried out till sta-
ble results and a better accuracy was obtained. In this section,
the authors have discussed the experimental setup and their
results analysis.

5.1 10-fold cross validation test

In this study, the WEKA tool was used for investigating
the enhanced J48 algorithm and the results were com-
pared to those obtained using a standard algorithm under
similar experimental conditions. Here, the authors have com-
pared their results to those obtained using many algorithms
like the J48, NaiveBayes, SVM, ADTree, BayesNet, Ran-
domTree and DecisionStump using a similar experimental
setup. Table 1 compares the results for the intrusion detec-
tion accuracy for all the studied algorithms. This experiment
also used the full training NSL KDD (KDDTrain+) dataset
having 41 features and the 10-fold cross validation test.

As seen in Table 1, the enhanced J48 algorithm showed the
highest detection accuracy of 99.88% for all the 41 features;
while BayesNet showed the lowest accuracy of 74.432%.

In Table 2, the authors have compared the intrusion
detection accuracy of the enhanced J48 algorithm with the
ensemble model proposed earlier Shrivas and Mishra [50].

In their study, Shrivas andMishra [50] proposed an ensem-
ble model which comprised of the C4.5 (J48) and the CART
model. In this study, the 10-fold cross-validation test has
been used for testing this model. A part of the dataset was
also used for testing purposes, whereas the remaining part of

Table 1 Accuracy analyses results carried out by a 10-fold cross-
validation test for different models

Detection accuracy

Naïve bayes 90.3829

J48 99.78

ADTree 98.4902

SVM 97.405

RandomTree 99.7658

BayesNet 74.4322

Enhanced J48 algorithm 99.88

DecisionStump 92.215

Table 2 Accuracy analyses of the comparison between the enhanced
J48 algorithm and the ensemble model proposed earlier [50]

Detection accuracy

Model Binary class (%) Multiclass (%)

C4.5 [50] 99.56 99.46

CART [50] 99.66 99.46

C4.5+CART [50] 99.67 99.53

Enhanced J48 algorithm 99.62 99.38

Enhanced algorithm +CART 99.71 99.65

the data was used for training the proposed ensemble model
of C4.5 and CART, where 20% of the NSL-KDD dataset
was used. Furthermore, in their study, Shrivas and Mishra
[50] classified the NSL-KDD dataset in 2 different sections,
i.e., NSL-KDD with a binary and a multiclass.

Here, the authors have compared the C4.5 (J48) and the
CART model ensemble proposed by Shrivas and Mishra
[50] with the enhanced J48 algorithm and a CART model
algorithm using similar experimental parameters and the
classified NSL-KDD data set and the results are presented
in Fig. 8.

Fig. 8 A comparison between the accuracy analyses between the
enhanced J48 algorithm and the ensemble model proposed earlier [50]
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After comparing all the results as shown in Fig. 8, the
authors observed that the combination of the enhanced J48
algorithm alongwith theCARTmodel showed a higher accu-
racy as compared to the ensemble model of C4.5 (J48) and
the CART proposed earlier [50]. The combination of the
Enhanced J48 algorithm and the CART model showed a
99.71% accuracy for all the 41 features in the Binary class
and a detection accuracy of 99.65% for theMulticlass. These
values were higher than those shown by the ensemble model
proposed earlier [50], which showed a 99.67% detection
accuracy using all the 41 features for the Binary class and
also a 99.53% accuracy for theMulticlass. The enhanced J48
algorithm used in this study showed a better performance and
intrusion detection than the ensemblemodel proposed earlier
which used the C4.5 (J48) and the CART model [50].

5.2 Supply test without using the feature selection
technique

Here, the authors have compared the proposed enhanced J48
algorithm with other algorithms like the J48, NaiveBayes,
ANN, SVM, ADTree, BayesNet, RandomTree, Decision-
Stump, RandomForest, SimpleCart, and the NBTree under
similar values and parameters with the help of the supply test
set.

Table 3 shows the comparison results for the detection
accuracy for all the algorithms used in the IDS. The authors
used a Full Train NSL KDD dataset (KDDTrain+.) along
with the Full Test NSL KDD (KDDTest+.) dataset having 41
features and a supplied test set.

As seen from the Table 3, the enhanced J48 algorithm
showed the highest detection accuracy of 90.01% for all the
41 features; while the least accuracy was shown by ADTree
(74.432%). After comparing the enhanced J48 and the J48

Table 3 Accuracy analyses of various models using the supplied test
and full test NSL KDD dataset

Detection accuracy

NaiveBayes 76.1178

J48 81.5339

ADTree 74.308

SVM 75.3948

RandomTree 81.3565

BayesNet 74.4322

DecisionStump 79.9858

RandomForest 80.1899

SimpleCart 80.3229

ANN 79.3559

NBTree 79.6842

Enhanced J48 algorithm 90.02

Table 4 Accuracy analyses of various models using the supplied test
and Test-21 NSL KDD dataset

Detection accuracy

NaiveBayes 54.8861

J48 64.903

ADTree 51.308

SVM 53.3249

RandomTree 64.7764

BayesNet 51.4599

DecisionStump 63.1983

RandomForest 62.8101

SimpleCart 62.6245

ANN 57.6034

NBTree 64.2278

Enhanced J48 algorithm 76.2363

algorithm, the enhanced J48 algorithm showed better values
as compared to the J48 algorithm (81.5%). Hence, out of
the studied 11 algorithms, it was seen that the enhanced J48
algorithm showed the best accuracy for the IDS.

In Table 4, the authors have also compared the intru-
sion detection accuracy of the proposed J48 algorithm
with many other data mining techniques. Here, the authors
have compared the proposed enhanced J48 algorithm with
other algorithms like the J48, NaiveBayes, ANN, SVM,
ADTree, BayesNet, RandomTree, DecisionStump, Random-
Forest, SimpleCart, and the NBTree under similar values and
parameters. They further used a Full Train NSLKDD dataset
(KDDTrain+) alongwith aTest-21NSLKDD(KDDTest-21)
dataset with 41 features and a supplied test set for the exper-
iment.

As seen from the Table 4, the enhanced J48 algorithm
showed the highest detection accuracy of 76.2363% for all
the 41 features; while the least accuracy was shown by
BayesNet (51.4599%). After comparing the enhanced J48
and the J48 algorithm, the enhanced J48 algorithm showed
better values as compared to the J48 algorithm (64.9%).
All the other algorithms, except the proposed J48 algo-
rithm, showedadetection accuracy rangingbetween50-65%.
Hence, out of the studied 11 algorithms, the proposed J48
algorithm showed the best accuracy for the IDS.

Furthermore, the authors also compared the performance
of the enhanced J48 algorithm with the algorithm proposed
earlier [44]. The comparison results for the intrusion detec-
tion accuracy rate between the proposed J48 algorithm and
the proposed algorithm [44], carried out using similar values
and parameters, have been presented in Table 5. They used
a Full train (KDDTrain+), full test (KDDTest+) and the test-
21(KDDTest-21) datasets in the experiment, along with the
supplied test set.
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Table 5 Comparison of the detection accuracy for the enhanced J48
algorithm and the approach proposed earlier [44]

Algorithm type All feature
using full test

All feature
using test-21

J48 Algorithm [44] 81.05 63.654

Naïve bayes [44] 76.65 55.77

NB-tree [44] 82.02 66.16

Multi-layer perception [44] 77.41 57.34

SVM [44] 69.52 42.29

SimpleCart [44] 80.3229 62.6245

Enhanced J48 algorithm 90.02 76.2363

In their study, Bajaj and Arora [44] suggested apply-
ing the feature selection technique for decreasing the NSL
KDD dataset dimensions using the feature reduction and the
machine learning approach. They used many discriminative
machine learning algorithms like the J48, SVM,NaïveBayes,
Multilayer Perception, NBTree, and the SimpleCart. In this
study, the authors have compared the detection accuracy of
the enhanced J48 algorithm with the approach proposed by
Bajaj andArora [44] without using the feature selection tech-
nique for the NSL-KDD data set having 41 features along
with a single class of Labels and the results are presented in
Fig. 9.

In their study, Bajaj and Arora [44] observed the maxi-
mum value for detection accuracy of 82.3225%, shown by
SimpleCart algorithm for the full test dataset, while it showed
an accuracy of 66.7764% for the test-21 dataset after the fea-
tures were decreased to 33 from the original 41 and using a
single class of labels.

After comparing the enhanced J48 algorithm with those
described by Bajaj and Arora [44], the authors observed that
their enhanced J48 algorithm showed a maximal accuracy
of 90.02% for the Full Test and 76.2363% for the test-21
dataset using the 41 features.Hence, the enhanced J48 proved

Fig. 9 Comparison of the detection accuracy for the enhanced J48
algorithm and the approach proposed earlier [44]

Table 6 Comparison of the detection accuracy for the enhanced J48
algorithm and the approach proposed earlier [51]

Detection accuracy

Hoeffding Tree [51] 79.0454

J48 algorithm [51] 74.7028

RandomForest [51] 77.8921

RandomTree [51] 74.2814

REPTree [51] 75.3504

Enhanced J48 algorithm 90.02

to be the better algorithm showing a higher detection accu-
racy in the IDS when compared to the approach described
earlier [44].

Table 6 presents the comparison results for the detection
accuracy when the enhanced J48 algorithm was compared
to the other tree-based data mining algorithms proposed by
Elekar and Waghmare [51]. The authors have used a Full
train (KDDTrain+) and a test (KDDTest+) data set for the
comparison along with the supplied test set.

In their study, Elekar and Waghmare [51] had proposed
a comparison between many tree-based data mining algo-
rithms like the J48, Hoeffding Tree, RandomTree, Random-
Forest and the REPTree. They concluded that the Hoeffding
Tree algorithm was the best tree-based algorithm for the IDS
with an accuracy of 79.0454 %.

Here, we have compared the Enhanced J48 algorithm to
those studied earlier [51]. Table 6 presents the comparison
results for the studies and it can be seen that the enhanced
J48 algorithm showed the best detection accuracy of 90.02%,
which was higher than that seen for the Hoeffding Tree
(79.0454%) and other mining algorithms proposed earlier
[51]. Hence, the enhanced J48 algorithm is the best-suited
algorithm in the IDS with the maximal accuracy.

In another experiment, we have also compared the
enhanced J48 algorithm to the algorithm proposed earlier
[12] using similar values and parameters. They used the Full
train (KDDTrain+), the Full test (KDDTest) and the Test-
21(KDDTest-21) datasets along with the supplied test set. In
Table 7, the comparison results for the intrusion detection
accuracy rate between the proposed J48 algorithm and the
approach described byAshfaq et al. [12] have been described.

In their study, Ashfaq et al. [12] developed a novel
fuzziness-based semi-supervised learning approach using
unlabelled samples and a supervised learning algorithm for
improving the classifier performance in the IDS, and they
observed a high detection accuracy of 82.41% for their algo-
rithm.

We have compared the detection accuracy of the enhanced
J48 algorithm with that proposed by Ashfaq et al. [12]. As
described in Fig. 10, the proposed J48 algorithm showed
the maximal detection accuracy of 90.02%, which was bet-
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Table 7 Comparison of the detection accuracy for the enhanced J48
algorithm and the approach proposed earlier [12]

Detection accuracy KDDTest KDDTest-21

J48 algorithm [12] 81.05 63.97

Naive Bayes algorithm [12] 76.56 55.77

NB tree algorithm [12] 82.02 66.16

RandomForest algorithm [12] 80.02 63.25

RandomTree algorithm [12] 81.59 58.51

Multi-layer perceptron [12] 77.41 57.34

SVM [12] 69.52 42.29

Proposed fuzziness algorithm [12] 82.41 67.82

Enhanced J48 algorithm 90.02 76.2363

ter than the fuzziness-based semi-supervised learning [12]
and the other classifiers used. Hence, after comparing the
enhanced J48 algorithm with the proposed approach, it was
seen to be more accurate and reliable for classifying the
anomaly or intrusion detection within the IDS.

As shown in all the above experiments, the enhanced J48
algorithm showed a must better and efficient performance
as compared to the other data mining approaches. The algo-
rithmwas compared to the approaches proposed earlier using
many tests and various test data sets and it still showed a
better performance and showed higher intrusion detection
accuracy. Also, all the results indicated that the proposed
J48 algorithm was reliable and more suited to be used as the
main basis for the classification of anomaly detection in any
IDS.

After comparing the experimental result for the enhanced
J48 algorithm with the feature selection technique proposed
by Chae et al. [52] and presenting the results in Fig. 11, it
can be seen that the enhanced J48 algorithm showed higher
and accurate detection for the KDDTrain+ dataset and the

Fig. 11 A comparison between the performances of the J48 and the
enhanced J48 algorithm

10-fold cross validation test than those reported earlier [52].
Hence, it can be noted that the Enhanced J48 algorithm is
the best algorithm within any IDS as it showed the maximal
intrusion detection accuracy rate.

6 Conclusions and future work

Finally, the conclusions of the study and the summary of the
results obtained from all the experiments carried out using
the enhanced J48 algorithm for anomaly detection have been
presented in this section. Also, we have described some fur-
ther work that needs to be carried out.

In today’s day and age, the prevention of the security
breaches with the help of currently available technology is
quite unrealistic. Hence, intrusion detection is a very impor-
tant feature in the network security. Furthermore, the misuse
detection methods are unable to detect the unknown attacks;
hence, anomaly detection needs to be used for identifying
such attacks. The data mining technique is applied in the

Fig. 10 Comparison of the
detection accuracy of the
enhanced J48 algorithm and the
proposed approach in [12]
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anomaly-based detection techniques for improving the intru-
sion detection accuracy rate.

In this article, we have developed and proposed the
Enhanced J48 Classification Algorithm for the intrusion and
anomaly detection. We also have compared the results of
this algorithm with many other data mining approaches and
it was seen that the proposed algorithm showed a better per-
formance. This new method was very effective for detection
of many attacks and showed higher detection accuracy, as
compared to the algorithms reported earlier.

This proposed technique could classify the data as either
normal or abnormal. It showed a detection accuracy of
99.88% for the 10-fold cross validation test when using the
full train dataset, an accuracy of 90.02% for the supplied test
set when applying the full train and test dataset and 76.23%
accuracy when using the full train and the test-21 dataset,
and it was higher than the other reported techniques. The
detection accuracy of the enhanced J48 algorithm was also
improved with the help of the SD coefficient, which further
improved the gain ratio, entropy and the election of the split
value. This split value divided the data into 2-more subsets.
Thus, based on the results, it was concluded that the pro-
posed enhanced J48 approach is very simple and effective in
decreasing the false alarm ratio and improving the intrusion
detection accuracy.

Finally, for future work, the IDS intrusion detection accu-
racy rate and the performance of the proposed technique have
to be improved and it has to be implemented in real network
environments. The authors would also like to further explore
the features of the J48 algorithm and improve the split value
and the construction of the decision tree by applying the cor-
relation feature selection technique.
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