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Abstract High-dimension of feature space in text classifica-
tion is a major problem of it. Feature selection is an effective
method for feature reduction. A multiple centrifuge models
based feature selection method is put forward in the view
of the hypothesis that the same documents have core fea-
ture set in the text classification and the classes of the same
high-frequency feature words of document have affinity. The
proposed feature selection algorithm made a lot of innova-
tion ideas in the field of feature reduction which improve the
values of the low-frequency features in classification mean-
while ensuring the classification effect. The experiments in
the Reuters-21578 corpus show that this method has better
classification effect, and effectively improves the utilization
of medium or low frequency features which have strong clas-
sification ability.
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1 Introduction

The so-called text mining is a method and tool for discov-
ering hidden knowledge and pattern from large number of
documents. It evolved from data mining, while it is different
from traditional data mining. Text classification is a typical
application of text mining field [1]. It discovers concealed
knowledge and pattern from a large number of already clas-
sified sample set, and determines the category belongings of
test documents by it [2]. Owing to the immaturity of text
semantic knowledge expression technology, current classic
method of text classification reduces text semantics to the
feature words semantics level, which makes the feature set
as the classification standard [3]. If we take all the words as
feature item, the dimension of feature vectors would be too
massive. This unprocessed text vectorwould bring huge com-
putational overhead for following work, which would even
reduce the accuracy of classification and clustering algorithm
and cannot get the satisfying classification result [4]. In sum-
mary, high-dimensional problems of characteristics will be
the main obstacle to text classification [5]. Feature selec-
tion is typical dimension reduction method, which focuses
on selecting a feature subset in sample set to make the text
classification performance best based on this set [6].

Generally, the methods of feature selection can be divided
into four categories. 1. Transform the original feature set to
the new feature set with smaller dimension using the method
of mapping or transformation; 2. Select some features with
highest value to classification from original feature; 3. Select
the most influential feature based on expert knowledge engi-
neering; 4. Find out the feature with most classification
information using mathematics method [7]. Basing on the
knowledge engineering method and with the help of profes-
sionals, plenty of inference rules are defined for each category
[8]. If a document can meet all these inference rules, it can be
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judged that it belongs to the category. Because human judg-
ment factors are put into the system, its accuracy improved
greater than that of word matching method. But the flaws of
the method are still very obvious, such as long classification
period, high cost, and low efficiency [9]. Other kinds ofmeth-
ods arewidely applied tomethods basing on statistics and text
classificationmethods basing onmachine learning,which are
present mainstream feature selection methods. Many feature
selection methods based on statistics and machine learning
have achieve good effect by improving classification effi-
ciency and precision while saving a lot of effort meanwhile
[10]. This paper will analysis two typical feature selection
methods and explore their advantages and disadvantages.

X2testing method is a method based on testing the inde-
pendence of two variables in mathematical statistics which
is to select feature words by judging the independence of
feature words and classification [11]. The experimental data
shows that X2testing has better classification effect and its
classification effect is less affected by the training set, rela-
tively stable. The formula of X2testing is

CHI(t) =
m∑

i=1

Chi(t,Ci )

= N [P(t,Ci ) ∗ P(t̄, C̄i ) − P(t, C̄i ) ∗ P(t̄,Ci )]2
P(t) ∗ P(Ci ) ∗ P(t̄) ∗ P(C̄i )

(1)

From Formula 1, we can see that X2 testing integrally
considers the case of feature appearance and disappearance
while it does not consider the frequency characteristic of fea-
ture words but paymore attention to the document number of
feature words appearance. The defect of low-frequency fea-
ture words of X2 testing seriously neglects the classification
value of words frequency, while in fact it plays an important
role in classification [12].

Information gain is an assessment methodology based on
entropy,which involvesmanymathematics theories and com-
plex entropy theory formula. The core idea of information
gain is to measure whether the existence of a certain feature
item affects the class prediction. It computes the difference
of information entropy before and after the emergence of it
in document [13]. The bigger the value of information gain
of certain feature item, the greater its contribution to the clas-
sification. The formula of information gain method is

IG(t) = p(t)
∑

i

P(Ci |t) log P(Ci |t)
P(Ci )

+ p(t̄)
∑

i

P(Ci |t̄) log P(Ci |t̄)
P(Ci )

(2)

The Formula 2 shows that the information gain also inte-
grally considers the influence to the classification whether
the appearance or disappearance of feature and its classifi-
cation effect is very good [14]. While the biggest problem
of information gain is that it only considers the contribution
of feature to the whole classification system but not focuses
to certain class. This makes it only suitable to be “whole
“feature selection whose performance of classification is not
good. Meanwhile, information gain considers the situation
not happened, especially under the situation that class and
feature distribute imbalanced [15] . Thus, themajority classes
are negative classes and the majority features do not emerge.
The function value is decided by feature that does not appear,
so the effect of information gain will be greatly reduced [16].

In summary, the X2testing and information gain are two
effective feature selection methods that have better classifi-
cation results [17].While X2testing neglects the featureword
frequency, the factor having great reference value to classifi-
cation. Information gain has natural defect in the aspects of
“whole feature selection” and sample set uneven distribution
[18]. Owing to the situation that statistical feature selection
method is difficult to maintain the semantic categories, two
methods mentioned above loss category semantic recogni-
tion in varying degrees [19]. The method that takes feature
subset as classification basis leads the semantic level to
reduce from document to word. Themore reasonablemethod
would be to maintain the original semantics of “rough” cat-
egory as much as possible. In fact, feature word usually has
category affinity which assumes in a closed semantic envi-
ronment, we can find a convergent feature set to represent a
category [20]. The semantics of this convergent feature set
will be close to the semantics of category asmuch as possible.
Now majority of feature selection methods do not consider
the category affinity of featurewords [21].Basing the hypoth-
esis that same class texts have core feature set and same text
high frequency feature words have category affinity in text
classification, the difference of feature among categories has
been fully considered in this paper [22]. A centrifuge feature
selectionmethod is put forwardwhich effectively circumvent
the designing flaws of traditional feature selection methods
basing statics and improve the classification effect further
[23].

2 Centrifuge model

Assuming given a category with confirmed document num-
bers, the category represents a kind of closed semantic. Then
a convergent feature set can be found in this category to repre-
sent the category. The semantics and power of this convergent
feature set will be close to the semantics of category as much
as possible. Each feature of this feature set has greater cate-
gory affinity to the category. The feature selectionmethodwe

123



Cluster Comput (2017) 20:1425–1435 1427

+

Kernel
Features

Set

+ +
+ + + +

+ +
+

+
+

+

+

++ +
+

++ +
+

+

+ +

+

+

+

+

+

++

+

+

+

+

+

+

+

+

+

+

+

+ +

+

++

+

+

+

+

+

++

+

+
+ +

+

+
++

+ +

+ +

+

+
+

+

+

+

+

+

+ +
+

+

+
+ +

+

+

+

+

+

+
+

+

+

+

+ +
++

+

+

+
+

+
+

+

Fig. 1 Centrifuge model

put forward is based on the fact that same category documents
in text classification have core feature set and the hypothesis
that high frequency feature words of same category docu-
ments have category affinity. It means that there are core
feature sets whose feature words have high class tendency.
After pretreatment which deletes stop word and feature word
that have high coverage percentages in thewhole sample doc-
ument and is obviously invalid for classification, having high
frequency feature words in same class document means hav-
ing high class tendency. These high frequency feature words
have higher membership for actual category of this classifi-
cation space.

The idea of centrifuge model for realizing feature selec-
tion is from a natural phenomenon. Imagine putting multiple
small objects of different qualities on the center of a rolling
wheel, as the wheel rolling accelerates, because of the dif-
ference of objects qualities, the objects of different qualities
would distribute on the wheel disk area and objects with big
qualities would be around the wheel axis area. Basing on
the idea mentioned above, during the process of text feature
selection, according to the difference of category attributes
of feature words, a similar rolling wheel model is designed.
Exert related necessary rolling movement to wheel model
to distribute different feature words on the wheel model and
ultimately extract featurewords near the closest area ofwheel
axis. Thus, it realizes the aim of feature selection. The wheel
model is exactly the centrifuge model put forward in this
paper. The centrifuge model figure is as shown in the Fig. 1.

The model in Fig. 1 is the centrifuge model of category in
classification sample set. In the whole classification sample
space, the quantity of this classification model is equal to
the quantity of text classification. The centroid of the model

is the feature words set with weight of the category that is
represented by the model. The centroid area is the magnetic
field with positive pole. The outermost area of the circle is
the magnetic field with negative pole. The default centroid
set is all the features of the category. Initially, each feature
does not carry electron (weight is 0) or carry negative elec-
tron (weight is negative). The dynamic driving centrifuge to
rotate is the intensity adding positive electron to the outer
area of centrifuge to reduce negative pole magnetic field,
and the behavior “adding positive electron” is successively
laying feature set (weight is positive number, with positive
electron) of other documents not belonging to this centrifuge
on the outer area of centrifuge. This can let the feature words,
which was at the axes of centroid (with negative electron),
depart from centroid step by step. When the centrifuge stops
rotating, the feature words with classification affinity will
separate surrounding axes of centrifuge and that realize the
feature selection of category.

3 Centrifuge model operation mechanism

Basing on the description of centrifuge model operation
mechanism above, this section sum up the key steps of model
working process and guide the design and realization of fea-
ture selection algorithm depending on the thinking angle of
centrifuge model.

3.1 Building centrifuge static model

The principle task of building centrifuge static model is to
determine the initial centroid. That means building the fea-
ture set of category centroid with weight. The feature word
of initial centroid feature concentration carry negative elec-
tron or does not carry electron. The weight determination of
centroid feature concentration feature words depends on the
calculation of each feature word weight of this category, and
the weight should be negative or ‘0’ value.

3.2 Key elements driving centrifuge rotate

The reason that centrifuge rotate is that adding positive elec-
tron to the outer area of centrifuge. The origin of this positive
electron is the other documents whose category is different
from that of this centrifuge. It can be seen as amechanism for
data injection. The data injected should meet certain require-
ments. So preprocess to the injected data should be done
to meet the needs of model run. It improves positive pole
magnetic of the outer area of centrifuge by adding positive
electron, which forcing feature words near centroid moving
towards the outer area of centrifuge.
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3.3 Capture centroid core

When all the centrifuge representing each document category
stop rotating, extract feature words of each category near
centrifuge axes according to specified rules. The feature set is
the final result of feature selection and the problem is solved.

4 Centrifuge model algorithm design

Basing on the discussion of centrifuge model above, to real-
ize text feature dimension reducing truly, themodel operation
mechanism must be turned to generalized algorithm realiza-
tion. We will elaborate the key steps of centrifuge algorithm
as follows:

Step 1 Build high-dimensional feature vector of whole
category basing on sorting mechanism

After remove stopping words and clearly invalid feature
words that have high coverage classification in the whole
sample document, then sort the entire feature words of the
whole sample space. The principle of feature words sort-
ing is that the English word ordering feature words alphabet
in ascending order, while the Chinese characteristics order-
ing the same as English word after being converted into the
phonetic Chinese characteristics. The row vector, the charac-
teristics after sorting is the feature vector of high-dimensional
whole category. Of course, now the vector has no weight
and the default weight value is 0. The aim of this vector is
concerning the sequence of features. The feature vector of
high-dimensional whole category Tg is represented as

Tg = (term1, term2, ........termn) (3)

Step 2 Build category centroid feature set and determine
the nuclear vector of category

Build centroid feature set of every category basing on the
high-dimensional total category vector feature words order
built by step1. The centroid feature set of this category is a
high-dimensional category vector feature row vector Tig,

Tig = (Wi1,Wi2, ........Wik) (4)

Tig represents the centroid feature set of category i ,Wik rep-
resents the feature weight of number k in category i, weight
of each feature word is calculated following as the formula
below:

wik = −(

Dk∑

m=1

t f (m)) ∗ log(
nm
ND

+ 0.01) (5)

There into Dk represents the num of documents of categoryi .
t f (m) represents the feature frequency of mth document of
feature word k in category i . nk

ND
represents the ratio of doc-

ument num of category i emergence in feature word k and
the total document num in category i .

The nuclear vector of category is a bull vector, represent-
ing if the feature word in high-dimensional total category
vector feature space appear in category i , the value of
emergency is 1, otherwise the value is 0. As is shown in
Formula 6.

Ki = (bi1, bi2, ........., bik) (6)

There into bik =
{
1 f eature k appears in category i
0 f eature k does not appear in category i .

Step 3 Build centrifuge matrix

Centrifugematrix is the matrix that built by the category cen-
troid feature set as row vectors that built by the step2. The
matrix produces ultimate feature set after dimension reduc-
tion by iterative calculating process. The centrifuge matrix
CM represents as:

CM =

⎡

⎢⎢⎢⎢⎣

w11 w12 w13 ............ w1k

w21 w22 w23 ............ w2k

w31 w32 w33 ............ w3k

.......... .......... ........ .......... ........

wn1 wn2 wn3 ............ wnk

⎤

⎥⎥⎥⎥⎦
(7)

There into, n is the number of category in sample space.

Step 4 Build torque adjoint matrix of sample document

The torque adjoint matrix designed by this paper is the
“injecting data” that drive centrifuge rotating. Each docu-
ment in sample space is corresponding to its respective torque
adjoint matrix. The matrix structure of torque adjoint matrix
is same as the one of centrifugematrix CM, and is only differ-
ent on the calculation of weights. The weight of row vectors
of this document in categories are all 0. The torque adjoint
matrix is a redundant matrix and it is very necessary. The
redundant of matrix data is because of the parallel comput-
ing of “injecting data”. The torque adjoint matrix AMi, jof
document j in category i represents as:

AMi, j =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎣

w j,1 w j,2 w j,3 ........... w j,k

........... ........... ........... ........... ...........

w j,1 w j,2 w j,3 ........... w j,k

0 0 0 ........... 0
w j,1 w j,2 w j,3 ........... w j,k

........... ........... ........... ........... ...........

w j,1 w j,2 w j,3 ........... w j,k

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎦

(8)
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There into,

w j,k = t f (k) ∗ ND

nk
∗ log(

nk
ND

+ 0.01) (9)

t f (k) in Formula 9 represents the feature frequency of
kthfeature word of jth document in category i . nk

ND
repre-

sents the radio of documents number of feature k appearing
in categoryiand total document numbers in category i .

Step 5 Centrifuge machine calculating

Centrifuge matrix CM adds respectively to the torque adjoint
matrix AMi, j of each document in sample space. Two points
should be emphasized here: first, the initial value of Cen-
trifuge matrix CM is negative number or 0, and the weight of
torque adjoint matrix in document is positive number or 0.
This data type is the origin of data change (that is, the posi-
tion move of small objects with quality in centrifuge model).
Second, it is found that the calculation process of centrifuge
machine contains all the addition operations. The calculation
model embodies natural parallel computing characteristics
and provides a good support for parallel computing.

Step 6 Do the nuclear process to the centrifuge matrix
with the nuclear vector

Because some categories does not exist certain feature words
in sample space and the calculation process of centrifuge
machine in Step5 contains multiple matrix addition opera-
tions, it makes many feature words that does not emerge in
assigned categories have weight. To keep the consistency of
the whole calculating process, the logical mistake need to
be avoided. If the feature word does not emerge in assigned
category, the weight before and after calculation should not
change, and are all 0. So certain calculation process should
be done here. Meanwhile, zero value will emerges in the
computing process. Two kinds of zero value have different
semantics. Zero value emerging in the computing process
represents the contribution of feature to the classification,
and the other kind of zero value represents whether the fea-
ture emerges in the category. The operation to maintain the
logical integrity is to use nuclear vector Ki of each category
multiply the ith row of centrifuge matrix CM. Because the
nuclear vector is a bull vector, the weight of feature word
that does not emerge in the corresponding category in cen-
trifuge matrix is set to 0 after nuclear operation (K�CM).
The definition of nuclear operation is:

K�CM =
⎡

⎣
b11 ...... b1k
... ...... ...

bi1 ...... bik

⎤

⎦ ⊗
⎡

⎣
w11 ...... w1k

... ...... ...

wi1 ...... wik

⎤

⎦

=
⎡

⎣
b11∗w11 ...... b1k∗w1k

... ...... ...

bi1∗wi1 ...... bik∗wik

⎤

⎦ (10)

Step7 Feature selection following the threshold rules

After steps 1-6, according to the centrifuge machine idea
put forward by this paper, the dimension-reduced feature set
can be gotten through certain rules. The extraction rules this
paper use separately select the first m features with smallest
weight in each category row vector of centrifuge matrix CM
as the feature set after feature reduction, if these features
repeat, assuming the repetition number is n, the n-1 unre-
peated features with the biggest weight will be chosen in all
the categories.

5 Experimental analysis

5.1 Experimental design

Toeffectively test the result of centrifugemodel feature selec-
tion method, experimental procedure followed the following
design ideas. Basing on the hypothesis that centrifuge model
focus on feature category affinity, we judge whether this
method will contribute to the classification. Basing on the
analysis above, X2test indeed exists the defect of low fre-
quency feature words. Information gain is serious shortage
at dealing with the problem of “whole feature selection” and
sample set unevenly distributed. The centrifuge model fea-
ture selection method try to avoid the defect, what about the
effect? The experimentation design for answering the ques-
tions above and adopt open standards Reuters-21578 data set
[24]. For comparatively analysis, the experimentation respec-
tively select X2 test, information gain and centrifuge model
methods as feature selection methods to do the experiment.
Meanwhile, in order to observe the degree of adaptation of
text classification to feature selection methods, and consider
the bias of different indicators of feature selection methods,
experiments use two classification methods: KNN and naive
Bayes. The general idea of experimental design is as shown
in Fig. 2.

5.2 Experimental index

5.2.1 Data set

The experimental testing data set using in this paper is
Reuters-21578 [25]. Reuters-21578 data set has totally 120
types according to subject, clearly marked types of 10789
texts. There into, training set has 7770 texts and 3019 testing
set texts distributing in 90 non-empty types [26].

5.2.2 Evaluation index

The experiment adopts accuracy, recall rate andF1 test values
as evaluation index of classification. The accuracy is defined
as
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Reuters-21578

CHI IG CM

KNN Bayes

Precision Recall F1

Fig. 2 Experimental design model

P = Samples number that are put correctly in this category

Samples number that are put correctly in category + samples number that are put incorrectly in other category
,

which measures the precision of categories. The recall rate
is defined as

R = Samples number that are put correctly in this category

Samples number that are put correctly in this category + samples number that are put incorrectly in this category
,

which depicts the recall of category [12]. F1 test value F1 =
2(P×R)
P+R comprehensive measure the precision and recall of

classification [27].

5.2.3 Classification method

For comparatively analysis, focusing on analyzing the effect
of feature selection algorithm to classification at differ-
ent index, and discovering the relationship between feature
selection and classification, the experiment adopts native
Bayesian classification algorithm and KNN [28]. Native
Bayesian classification algorithm is basing on a hypothesis
that in a given document category semantic environment,
document properties are independent of each other, that
means the feature words of a document are independent [29].
Suppose di is any a document that belonging to any cer-
tain categoryc j of document category C = {c1, c2, . . ., ck}
[30]. Native Bayesian classification algorithm use the for-
mula below:

P(c j |di ) = P(c j )P(di |c j )
P(di )

. (11)

P(di ) =
k∑

j=1

P(c j )P(di |c j ), (12)

Calculate probabilities for all documents classes in the given
di case, the class whose probability is max value is the class
that di in, which is

di ∈ c j i f P(c j |di ) = k
max
l=1

{P(cl |di )}. (13)

Native Bayesian classification algorithm assume the fea-
ture words of document are independent, denying the co-
occurrence relationship of feature words, that means not
approving the point of feature words class infinity in same
document [31]. Meanwhile, the classification deviation of
this method for small samples is probably bigger which is

suitable to comparatively analysis in the uneven environment
[32].

KNN classification algorithm is a mature method in the-
oretically [33]. If multiple samples of k most similar (which
is the closest in feature space) samples of a sample in feature
space belong to certain category, the sample belong to the
category too [34]. The description of KNN algorithm is:

K∑

i=(K+1)/2

(
K
i

)
P(ωi |X)

i
[1 − P(ωi |X)]K−i (14)

It can be found that KNN is more concerned about the
inherent polymerization of categories, so KNN classification
method usually has a satisfying result [35].

5.3 Important experimental result

5.3.1 Considering whether the feature word class infinity is
benefit to classification

Table 1 shows the data comparative relationship of precise,
recall and F1 of CHI, IG and centrifuge machine using the
experimental data set of this paper, separately utilizingNative
Bayes and KNN. Figure 3 described the classification effect
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Table 1 Data comparative
relationship of CHI, IG and
centrifuge machine using
different classification methods

Features selected method Categories

Native Bayes KNN

Precise Recall F1 Precise Recall F1

CHI 0.692 0.735 0.713 0.801 0.761 0.780

IG 0.712 0.782 0.745 0.839 0.816 0.827

CM 0.775 0.814 0.794 0.861 0.858 0.860

Fig. 3 F1 testing value of CHI, IG, CM in Navie Bayes/KNN (column
chart)

Fig. 4 The effect high category affinity feature words to classification
effect

of three feature selection methods: CHI, IG and centrifuge
machine using two classification methods. It can be seen
in table1 that the classification effect of centrifuge machine
method is obviously better than that of IG and the effect of
CHI is worst. It can been seen that the classification effect of
three feature selection methods in KNN is better than Native
Bayes classification method.

For testing whether feature word category affinity influ-
ences classification effect, the experiment below is designed
in this paper. Delete successively the features whose weight
have biggest value in the feature set selected by centrifuge
machine method and meanwhile delete the feature Tr in the
feature set selected by CHI and IG (If it is included, delete;
otherwise, do not delete other features). Figure 4 shows the
classification effect of CHI, IG and centrifuge machine using

KNN after successively deleting the biggest feature word of
category affinity. From the figure, it can been seen that in
this case the classification effects of three feature selection
methods using KNN are all influenced.

5.3.2 What effect feature dimension to classification

Figure 5 shows the classification effect of feature dimension
to CHI, IG and CM using two classification methods. From
Fig. 5 we can see that when the feature dimension reduce,
centrifuge model approach performance curve decline was
significantly lower than CHI and IG.

5.3.3 The effect low-frequency feature word to classification

This experiment successively delete the low-frequency fea-
ture word set (maked as T f ) from selected feature set by CHI,
and meanwhile delete the part of features T f (if included
delete, otherwise not delete other features) from selected fea-
ture set by IGandCM.Figure 6 shows the classification effect
of three feature selection methods using KNN after deleting
different qunantity of low-frequency feature words. From
Fig. 6 we can see it influence the classificaiton effect when
deleting different qunantity of low-frequency feature words.
There into, the influence of CHI is the most, IG follows and
CM is the least.

5.3.4 What effect sample uneven to classification

To testwhat effect sample uneven to classification, the sample
distribution that data centralize is adjusted in experiment.
The experiment took the ratio of small sample category (the
quantity of samples in category ≤ 10) represent the sample
distribution. Figure 7 shows the effect CHI, IG and CMusing
two-classification algorithms to classification in the different
sample distribution. From Fig. 7 we can see the influence of
sample uneven to IG is the most, CHI follows and CM is the
least.

5.4 The experimental result analysis of CM, CHI and IG

Basing on the experimental analysis, it is easy to find that
it is worth to consider feature category affinity to classifi-
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Fig. 5 The effect feature dimension to classification result

Fig. 6 The effect ab low-frequency feature word to classification

cation. CM farthest matains category shallow semantic in
the words semantic. The experiment reault also illustrate the
classification effect of CM is better than that of CHI and
IG. When the feature dimension reduce, the influence cen-

trifuge model approach is significantly lower than CHI and
IG. Meanwhile, from the experimental result, we can see the
classification result of CM using KNN is much better than
using Native Bayes. This is because KNN classification also
considers the category feature aggregated information. KNN
algorithm believes that training samples contain the accu-
rate information of its category belongings. That is there is
great association relation between feature of the sample and
classification category of the sample. While Native Bayes
algorithm consider the features of the samples are indepen-
dent and the relationship of feature and category is also
independent. Basing on the designing idea of CM, It fully
considers the category affinity of features. The belonging
categories of k training samples nearest the testing samples
are usually same in KNN algorithm. So the classification
effect of CM in KNN classification method is obviously bet-
ter than that of Native Bayes. The tests low frequency feature
words and sample distribution uneven to classification shows
that CM ismuch adaptable to different sample environments.
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Fig. 7 The effect ab sample uneven to classification

There is serious low frequency feature words defect in CHI.
IG performance badly in dealing with “whole feature selec-
tion ” and sample distribution uneven andCM improveswell.

6 Evaluation of the centrifuge model algorithm

Basing on the experimental analysis, a comprehensive anal-
ysis and evaluation to centrifuge model is put forward in this
paper.

• CM farthest considers the feature difference among cat-
egories. So the feature set after feature selection can
represent the category difference farthest, which has pos-
itive value for classification.

• CM avoids the low frequency feature words defect of
CHI, which effectively solving the overall feature selec-
tion problem and improving the adaptability of algorithm
using uneven sample set.

• CM algorithm can be adaptive to parallel computing,
which farthest improve the efficiency of feature selection.
Basing on the description of operatingmechanism of CM
algorithm, the computing process of centrifuge model is
mostly adding operations of data. This computing model
represents a natural parallel computing character, which

can ease the burden of large calculation well and improve
calculation efficiency effectively.

• CM can calculate feature weight only in categories,
which candecompress document feature preprocesswell.

• CM great respect category latent semantic environment,
for the core feature set of category contains unquantified
latent semantic.

• CM takes category as the unit of considering featureword
class discrimination ability and rise the feature selection
granularity to category dimension.

• CM algorithm is more complicated, whose whole effi-
ciency of feature selection raise is much limited.

Above all, CM maintained the original semantic of “rough”
classification as much as possible and take full account of
characteristic differences between categories. The experi-
mental result shows that CM effectively avoid the design
defect of traditional feature selection methods basing on
statistics and furthermore improve the classification effect.
The focus of next work will be how to quantify the extent
of semantic loss of the different feature selection methods to
categories and systematic study the semantic classification
effect of kinds of feature selection methods including CM.
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