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Abstract Accessibility to the information increased by the
development of IT converging technology and therefore
various information such as economy, society, technology,
culture and etc are distributed without limit to time and place.
Data mining that discovers useful information by analyzing
the data that accumulated to a large amount is receiving spot-
light. By the distribution of IoT machine, the collection of life
log has been eased and the interest on personalized service
fit to the used is increasing. Companies and nationals use
various analysis methods to develop big data that is accu-
mulated for the safety of its people and asset into simple
index. Meteorological Administration analyze the weather
data and provide service through internet and app by devel-
oping weather index analyzing the extent of influence of
weather on life, health and industry. The weather index mea-
sure by each region by using data collected real time at the
weather observation point. Weather index is classified into
the life weather index, health weather index and industry
weather index by fields and provide coping measures per
steps along with precautions. The weather index provided at
this present is a simple service that did not consider the cor-
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relation of the index. Also it has a problem of not considering
the situation by the location of the user. This study suggests
emerging risk forecast system using associative index min-
ing analysis. The suggesting method is the monitoring system
focused on the user by analyzing the associative index using
data mining and forecasting emerging risk by reflecting the
user situation information. Index data collects the weather
index XML file by using the Rest call method through the
Meteorological Administration. The collected weather index
analyzed the association relationship and interrelationship
between the index by using the Apriori algorithm and Pear-
son correlation coefficient of the data mining. User situation
information collects the surrounding temperature and humid-
ity using the Zigbee communication. Collected temperature
and humidity is applied to the daily weather index and health
weather index and calculated fit for the situation of the user
and the industry weather index is calculated focused on the
user by using the association relationship and interrelation-
ship between the index. By using the calculated weather
index focused on the user, emerging risk of the life, health
and industry scope is forecasted. Emerging risk is classified
into life emerging risk, health emerging risk, industry emerg-
ing risk by the forecast method and is divided into four steps
of low, general, high and danger. Emerging risk forecast sys-
tem using the associative index mining analysis suggested
provides precaution followed in the emerging risk and pro-
vides service such as weather index, weather information,
user situation information etc of the Meteorological Admin-
istration. The suggested emerging risk forecasting system
is the user based monitoring simulation that calculates the
weather index real-time.

Keywords Weather index - Associative index - Data
mining - Emerging risk - Risk forecast
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1 Introduction

Users share information through Facebook, Instagram, Twit-
ter, internet community and etc massively produce contents
of various fields of economy, society, technology, culture
and etc. and is receiving attention as the principal of the
new information producer. By this, government established
the environment to produce new contents by approaching
the wanted information by anyone by opening the public
data to the people. Also, collection of various information
occurred in the daily life became possible by development
of IoT machines such as smart watch, smart band, IP CAM
and etc. that have grafted IT convergence technology to the
product by the development of converging technology and
the interest on the personalized service by the situation of
the user is increasing [1,2]. User is using and sharing infor-
mation real time through the internet and data is accumulated
as life log [3] by the usage of information. Various studies
to provide differentiated service to the user by analyzing and
using life log that is accumulated massively is lively being
proceeded. Data mining that discovered meaningful and new
information in the data that is accumulated massively, is
receiving spotlight. Various index is being developed for
safety of the people by using data such as disaster, calamity,
weather and etc among the massive data that is accumulated
in the information society [4]. Representative index related
to this are Disaster Risk Index (DRI), Natural Disaster Risk
Index (NDRI) and weather index [5]. Disaster Risk Index
is the index developed to reduce damage of human life and
assets by representative natural disasters such as earthquake,
typhoon, flood and drought and is the danger level is clas-
sified into seven steps [6]. Natural disaster index is showed
into the index the extent of influence of the natural disaster
to human by considering date rate per million people and
the occurrence number for 30 years of natural disaster such
as earthquake, eruption, tsunami, typhoon, flood, landslide,
heat wave etc [7-11].

Meteorological Administration developed weather index
by analyzing the extent of influence to the life, health, indus-
try by the weather by analyzing the weather data with close
relationship to the national life [1,8,12,13]. Weather index
is classified into life weather index, health index and indus-
try weather index by the fields. This is by measuring the
weather index per region using collected data real time at
the weather observation point of the region. Weather index
provides measures and precautions per step through inter-
net webpage and application. However, the weather index of
Meteorological Administration that is in service now has a
problem of not considering the variable by personal situation
as it is the regional based service [14,15].

To solve such problem, this study suggests emerging risk
forecast system using the associative index mining analysis.
The suggested method is reflecting the association of index
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and situation of the user to the weather index calculation
and is the user based emerging risk service that recalculates
based on the user. By using the weather index based on the
user, it forecasts emerging risk that occur to the user and pro-
vide measurement and precautions by the emerging risk step.
Data for the associative index mining analysis is composited
of transaction collecting weather index XML through pub-
lic data portal [16—18]. Collected data is analyzed using the
Apriori algorithm of mining and Pearson correlation coeffi-
cient. Emerging risk is classified into 4 steps of low, general,
high, and danger. This is classified into life emerging risk,
health emerging risk, industry emerging risk by the forecast
method.

This study is organized as follows. Section 2 describes rel-
evant studies of disasters risk index. Section 3 represents the
emerging risks forecast using the associative index mining
analysis. Section 4 describes the system and implementation,
and Sect. 5 offers a conclusion.

2 Related disasters risk index

Many companies and nations are providing by expressing
into index the influence to the safety of the people and to
the development of the industry by data analysis of disaster,
calamity and human life damage. There services are pro-
viding by NRI, Mortality Risk Index (MRI), NDRI, DRI,
Disaster Deficit Index (DDI), NDH, DRI, NHIM, and PVI
[9,13,19-21].

DRI is the index presented in the United Nations Devel-
opment Programme to prepare for the disaster damage and
danger. This compares the death danger extent of each nation
by using the Emergency Events Database statistics data and
measures the danger level of population exposed to drought,
flood, typhoon and earthquake among natural disaster. DRI
is classified into seven steps from O to 7 and the danger of
death is low as it is closer to O and the danger of death is high
asitis closer to 7. DRI has the limit of not considering natural
disaster of small or medium scale that is occurred frequently
as it only targets big disaster that has big scale of damage.
Also, data collection of human life damage is inaccurate and
there is hard weakness to apply to the working level [6]. MRI
is a similar method with DRI measuring by considering the
annual average number of the death forecast by the danger
factor and danger exposure per nation by landslide, flood,
typhoon and earthquake. Considering danger factors are dis-
aster frequency, strength and number of human damage etc.
There could be error in case of country with frequent drought
as the data related to drought is not considered.

RRI measures the natural disaster danger decrease extent
of each nation as it is the project that is implemented in
Costa Rica, Guatemala, Nicaragua, assassination Bay, Hon-
duras, Panama and Dominican Republic for natural disaster
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Fig. 1 Climate change vulnerability index service by Maplecroft

reduction measures. This includes exposure to danger factor,
human and asset damage, national asset and environment
management, calamity measures and etc reducing danger by
analyzing the factors of the disaster. Danger factor means
environment and natural resources, social economy, means
of livelihood, land and environment building and etc. Survey
is implemented to the professionals with professional knowl-
edge related with disaster related danger of the concerning
region for the index measurement. NHIM (Natural Hazard
Index for Megacities) is the index measuring the damage
extent on the natural disaster targeted to 50 cities worldwide.
Earthquake, storm and flood is determined as the main dan-
ger factor and volcano, forest fire and freeze etc. is classified
into the secondary danger factor. NHIM considers danger
degree of natural disaster, human calamity, social calamity
and financial calamity.

CCVI represents the vulnerability of populations accord-
ing to changing the extreme climate related factors and
environment parameters. It combines the risk of exposure
with the country’s capacity to adapt to climate change. It is
shown in seven steps of low risk, medium risk, high risk,
extreme risk by Maplecroft'. Figure 1 shows the climate
change vulnerability index service by Maplecroft [7].

PVI measures direct or indirect damage of natural disas-
ters. This is expressed in an index using the exposure extent of
natural disaster, extent of social economic weakness, extent

1 Maplecroft, www.maplecroft.com.
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of natural disaster elasticity etc. There is human and city
growth rate, population density, ratio of the poor, GDP and
etc in the natural disaster exposure extent. There is human
poverty rate, aging rate, inequality, unemployment rate, price
and etc in the social economic weakness. Natural disaster
elasticity measures coping skill on crisis. DDI measures on
the national economic response competence on large scale
disaster by judgement. It is the index measuring the extent of
competence that government can solve the maximum fore-
cast of economic loss cause of natural disaster. It means that
loss amount will show large compared to the financial com-
petence when DDI is larger than 1.

NDH is the index made by analyzing the danger extent of
earthquake, volcano, landslides, flood, drought etc. of certain
region and measures by analyzing the correlation between
the risk of death and economic loss and disaster risk for each
nation. This includes the occurrence percentage of disaster,
population and asset exposed to disaster, population exposed
to certain disaster and weakness of asset etc., but has the
limit that it does not consider weakness to natural disaster.
Earthquake Disaster Risk Index (EDRI) is the index com-
paring disaster danger related with earthquake and measure
the extent that earthquake related factors influence to the
overall danger. As the factors of EDRI, there are earthquake
intensity, earthquake range, earthquake frequency, popula-
tion exposure, exposed facilities, emergency response, and
recovery capabilities, etc. [19].
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3 Emerging risks forecast using associative index
mining analysis

3.1 Data collection and preprocessing

As the data for calculating the weather index by situation
of the user and analyze the association between the index,
it collects the Meteorological Administration weather index,
user temperature and user humidity [14]. The weather index
data collection used the OPEN API provided by the public
data portal and uses the certification key provided by the por-
tal in the REST signal method and collects the weather index
XML. REST signal method can collect XML file by inserting
URL composited by forming the signal URL by compositing
the request address, index code, region code and certification
key (service key) [16]. Certification key cannot be disclosed
outside for information security reason therefore is shown
in random letters. Weather index XML includes date, index
information, index code and signal date of today, tomorrow
and day after tomorrow in DOM form [14,17]. It is formed
of tree form easy to collect and extract information and has
high program transplantation. Weather index XML file col-
lects data of June, 2016 and forms the collected data from
the same region and time and forms one transaction. Industry
weather index has stopped service since January 2016 there-
fore the weather information provided by the Meteorological
Administration through the separate weather index monitor-
ing program to collect by using the weather information of
the observation point [13].

Weather index code provided by the Meteorological
Administration is C01, C02, C03, C04 and etc granting index
from A to Z for the transaction formation as it is not contin-
uous. The life weather index and health weather index from
the collected weather index is in four steps where step 1 is
low, step 2 is general, step 3 high, and step 4 very high. Indus-

try weather index is in three steps where step 1 is bad, step
2 general and step 3 good [14]. As the steps and meaning
per step of the weather index is different, the index value is
normalized into four steps for analysis. Index weather index
is normalized to 4 for very bad, 3 for bad, 2 for general, and
1 for good. Weather index that went through normalization
process is expressed in (index) + (index value) and showed as
A2 when the food poisoning index is general. Table 1 shows
the normalization process of weather index expression.

Weather index transaction is formed of csv form that is
easy to express the weather index among the ‘arff’ form and
‘csv’ form which are the representative data forms. Sensory
temperature index (F), frostbite index (G), freeze index (H),
atmospheric diffusion index (I), heating energy index (T), and
pollen index (Y) has different providing term from Meteo-
rological Administration and therefore is excluded from the
mining analysis. Second transaction of Table 2 which is T002
means that A3 has a high food poisoning index, B3 has a high
putrefaction index. Transaction ID (TID) is formed of T0O1
to T180. Table 2 shows the weather index transaction.

User situation information for emerging risk forecast is
collected real-time the surrounding temperature and humid-
ity by the GPS location of the user by Zigbee communication
[10,15,21]. Zigbee communication is the communication
that is possible to use in short distance and has low energy
consumption amount and the communication distance is
extended to maximum of 100 m when installing external
antenna which is gives it the advantage of making it possible
to simply realize from the system. Zigbee module used for the
user data collection has temperature, humidity, illumination,
infrared light sensor installed basically and various informa-
tion collection is possible such as fine dust, body temperature,
air pressure, ozone, and etc when installing external module
[13,22]. Modules for Zigbee communication are formed of
receiver and transmitter. The surrounding temperature and

Table 1 Normalization process
of weather index expression

Weather index ID Weather index ID
Food Poisoning Index A Masonry Work Index N
Putrefaction Index B Finish Work Index (6]
Discomfort Index C Carriage Index P
Heat Index D Fishery Products Index Q
Ultraviolet Index E Ice Cakes Index R
Sensory Temperature Index F Fruits Vegetables Index S
Frostbite Index G Heating Energy Index T
Freeze Index H Cooling Energy Index U
Atmospheric Diffusion Index 1 Influenza Index \%
Agricultural Facility Index J Stroke Index w
Crop-Dusting Index K Asthma Index X
Foundation Work Index L Pollen Index Y
Skeleton Work Index M Skin Problem Index z
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3;22:2 Cztio\:eather index T™ A B C D E J K L M N O - Z
TOOl A2 B2 C2 D2 E2 ]2 K2 12 M2 N2 03 - ZI
TO02 A3 B3 C3 D3 E3 J3 K2 LI Ml N2 02 - 72
TOO3 Al Bl Cl DI El Jl KI 12 M2 N2 03 - 22
T4 Al Bl C2 D2 E2 ]2 KI 12 Ml N2 02 - 22
TOOS Al B2 C2 D3 E3 J2 K2 LI Ml NI 03 - 722
TOO6 A2 B3 C2 D3 E3 JI Kl 12 M2 N2 02 - 22
TOO7 A2 B2 C2 D2 E2 ]2 K2 12 M2 N2 02 - ZI
TOO§ A3 B3 C3 D3 E3 J3 K2 LI Ml N2 02 - 22
TOOY Al Bl Cl DI El Jl KI L2 M2 N2 02 - 22
TOl0 Al Bl C2 D2 E2 ]2 KI L2 M2 N3 Ol - 22
TOll Al Bl C2 D2 E2 ]2 KI L2 M2 N3 Ol - 22
TOl2 A4 B4 C4 D3 E3 J3 K2 LI Ml NI 02 - 73
TOI3 A3 B3 C3 D4 E3 J3 K2 LI Ml N2 02 - 22
TOl4 A2 B3 C4 D4 E3 2 KI L2 M2 NI 02 - ZI
TO15 Al Bl C2 D2 E2 ]2 KI L2 M2 N3 02 - 22
TOl6 Al Bl C2 D2 E2 ]2 KI L2 M2 N3 02 - 22
TISO A2 B3 C2 D3 E4 J2 K2 L3 M3 N3 03 - 22

humidity of the user measured at the transmitter is sent to the
receiver and the receiver receives the user information and
applies to the monitoring system.

3.2 Associative relation analysis of weather index using
mining

The associative relative analysis of the weather index uses
Apriori algorithm [23-25] and Pearson correlation coeffi-
cient [8,10,26]. Associative relation between the index using
algorithm is extracted and the correlation between the index
is analyzed by using the Pearson correlation. Apriori algo-
rithm is the big data analysis method extracting associative
relation by repeating the process of forming the candidate
set as the item that is higher than the minimum support by
scanning the transaction and determine the minimum sup-
port. Weather index associative relation analysis uses the
TANAGRA 1.4.50 Version which is the data mining analy-
sis tool [27]. Apriori algorithm analysis brings out different
analysis result by setting minimum support, lift, confidence,
maximum itemset and when the lift value is 1 or more it is
evaluated as a useful rule and the minimum lift value is set as
1.0 and when the confidence value is 0.75 or more, it is eval-
uated as the useful rule and the minimum confidence value
is set to 0.75 [24]. In case the weather index transaction has
set item of 4 or more, the maximum set item is set as 4 as it
does not satisfy other options. In case the minimum support
is 0.5 or more, there are two rules and analyze by reducing
the minimum support per 0.01 from 0.5.

Table 3 Apriori algorithm mining analysis result by the minimum sup-
port

No. Min. sup. Lift Confidence Rules
1 0.50 1.522546 95.42975 16
2 0.49 1.688677 94.48826 98
3 0.48 1.841656 95.44644 705
4 0.47 1.837119 95.34907 713
5 0.46 1.835622 95.32872 717
6 0.45 1.831409 95.31174 725
7 0.44 1.829806 95.25784 733
8 0.43 1.825462 95.11731 759
9 0.42 1.825007 94.83604 805
10 0.41 1.831726 94.68015 867

As the result of Apriori algorithm, the lift and confidence
showed to be excellent in all section while the minimum
support value drastically increases its number of rules from
98 to 705 when it is 0.48 or less, the minimum support is to
be set 0.49. Table 3 shows Apriori algorithm mining analysis
result by the minimum support.

Result of weather index analysis using Apriori algorithm
is shown on Table 4. TID 1 of Table 4, if the antecedent is
‘Q2 =Q2’ and consequent is ‘R2 = R2’, it means that is the
present weather index Q is step 2 (general), it means that
weather index R will show to be step 2 (general). Table 4
shows the weather index analysis result when the minimum
support is 0.49.

@ Springer
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Table 4 Weather index mining analysis result when the minimum support is 0.49

TID Antecedent Consequent Lift Support Confidence
001 “Q2=0Q2” “R2 =R2” 1.99 49.72 99.69

002 “Q2=Q2” “W2 =W27"—R2 =R2” 1.99 49.72 98.89

003 “R2=R2" “W2 =W27-Q2 = Q2” 1.92 49.72 96.74

004 “W2 =W27-Q2 = Q2” “R2=R2" 1.92 49.72 98.89

005 “W2 =W2”—R2 =R2” “Q2=Q2” 1.92 49.72 98.89

006 “R2=R2" “Q2=Q2” 1.92 49.72 96.74

007 “02=02"-"L2=L12" “W2 = W27"—M2 = M2” 1.92 49.16 95.65

008 “M2 =M2"-“R2 =R2” “02=02"-“L2=L2" 1.92 49.16 98.88

009 “02=02"-“L2=L12" “M2 =M2"-“R2 =R2” 1.92 49.16 95.65

010 “W2 = W2"—M2 = M2” “02=02"-“L2=L2" 1.92 49.16 98.88

011 “02 =02"-“R2 =R2” “L2 =12~ 1.90 49.72 98.89

012 “L2 =12~ “02 =02"-“R2=R2” 1.90 49.72 95.70

013 “02 = 02"-“M2 = M2"-“R2 =R2” “L2=L2" 1.90 49.16 98.88

014 “M2 =M27—“R2 =R2” “L2 =12~ 1.90 49.16 98.88

098 “A2=A1" “02=02" 1.17 50.28 96.77

Correlation analysis is the method of looking for rule
between variables by analyzing the similarity between the
variables. By analyzing what kind of correlation the vari-
ables that occur simultaneously has on each other and the
extent of correlation is showed in numbers. There is Pearson
correlation coefficient and Spearman rank-order correlation
coefficient as the representative coefficients between the
two variables [13,28]. Pearson correlation shows the linear
relationship between the two variables and the correlation
coefficient is shown as p. The correlation calculates by
using covariance and has the independence where correlation
does not change even though the two variables are regularly
changed using the four fundamental arithmetic operations.
Correlation coefficient p has the value from —1.0 to +1.0.
This has the strength and direction and means they have same
direction and similar as it gets closer to +1. If the correlation
between the two variables gets closer to —1, it means their
direction is different and has the opposite tendency. In case
the correlation value is 0, it means that there is no relationship
between the two variables. Equation (1) shows the formula
of the Pearson correlation coefficient. In Eq. (1), p means
correlation coefficient, Cov covariance, X and Y variables
[28].

>IN —X) (Vi - ¥)
VI (- 022 (v - 1)

Spearman rank-order correlation coefficient has the advan-
tage to calculate the data expressed as the comparatively
simple and ordinal scale as it applied the correlation cal-
culation formula. It is similar with the Pearson correlation

ey
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coefficient but it does not use the actual data value and cal-
culates by using the ranking of the data value. This has a
disadvantage of having decreasing accuracy if there are many
data that are the same and this study uses the Pearson cor-
relation coefficient as the weather index transaction that is
analyzed in this study repetitively shows the equal data [25].

Weather index transaction normalizes the vector to sub-
stitute the Pearson correlation coefficient formula. The
correlation analysis using Pearson correlation coefficient
shows the same result even though the variable gives the
same weight within the transaction and therefore the index
value is maintained to be 1 (low), 2 (general), 3 (high), and
4 (very high) and the index granted to the index is excluded
from the transaction. Figure 2 shows the vector normaliza-
tion process of the weather index transaction. Transaction
that normalized the vector analyzes the correlation between
the index by applying the Pearson correlation from the SPSS
24 version [29].

Table 5 shows the correlation between the weather index
using the Pearson correlation coefficient. In Table 5, each
index is shown from A to Z and the ones in red express neg-
ative number. The correlation of A and B means 0.87 and
means that food poisoning index (A) and putrefaction index
(B) have high probability of being similar. The correlation of
A and L in Table 5 is —0.30 and it means that food poison-
ing index (A) and foundation work index (L) have general
probability of showing to be opposite.

Figure 3 shows the correlation distribution of the weather
index. In the graph the index shows that they are similar as
they get closer to 1. This visualizes the correlation between
the weather index and it can be checked visibly in Fig. 3.
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Fig. 2 Vector normalization
process of the weather index
transaction
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Table 5 Correlation between the weather index using the Pearson correlation coefficient
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Fig. 3 Correlation distribution of weather index

3.3 Emerging risk forecast according to user situation

Emerging risk by user is the personalized index fore-
cast method by reflecting information such as temperature,
humidity, ultraviolet rays, fine dust, wind speed, and etc that
changes by the location of the user in the regional weather
index service provided by the Meteorological Administra-
tion [14]. Life emerging risk [1] and health emerging risk
[12] forecasts the emerging risk by applying the tempera-

Fig. 4 Emerging risk forecast

. 2. . Weather
process using mining engine

Information Center

ture and humidity around the user at the present to the life
weather index and health weather index calculation formula
that is provided to the Meteorological Administration. Indus-
try emerging risk forecasts the weather index based on the
user and forecasts the industry weather index by using the
correlation between the weather index correlation and index.
There could be difference in case the temperature and humid-
ity around the user at the present is reflected as it is calculated
as the outside information of the observation point collected
from the Meteorological Administration [14]. To overcome
this, weather index is calculated again based on the user.
Life weather index and health weather index is calculated
real time by reflecting the collected surrounding tempera-
ture, humidity of the user using the Zigbee communication.
A more accurate life weather index service is possible by the
temperature and humidity considering character changing by
the situation of the user as it is the core in calculating the life
weather index and health weather index [30]. Emerging risk
is forecasted by using he average of life weather index and
health weather index that is re-calculated. Figure 4 shows the
emerging risk forecast process using mining engine.
Emerging risk index uses the correlation of index and
the weather index association rule and forecast. Industry
weather index uses the maximum temperature, minimum
temperature, precipitation, and etc and as it does not reflect
temperature and humidity, uses the weather index associa-
tion rule and correlation diagram to calculate the user based
industry weather index. Present weather index assumes the
industry weather index as the missing value and the user’s
industry weather index is forecasted through collaborative fil-
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Fig. 5 Industry emerging risk
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Table 6 Range of emerging risk forecast

Range 0-1.5 1.5-2.5 2.5-3.5 3.5-4.0

Emerging risk Low General High Very high

tering with correlation as its weighted value. The forecasted
user’s industry weather index is scanned and the association
rule is applied. The average value of the calculated user’s
industry weather index is forecasted and the average value is
forecasted as the industry emerging risk. Figure 5 shows the
industry emerging risk forecast process using mining engine.

Emerging risk is forecasted dividing the average value of
the user based weather index from the vector field from 0 to 4.
The forecasted emerging risk is classified into low, general,
high, and very high. Table 6 represents the range of emerging
risk forecast.

4 System and implemention
4.1 Service environment

This study suggests the emerging risk forecast system using
the associative index mining analysis. This is the user based
weather index monitoring weather system that analyzes the
weather index data and extracts the related relationship of the
correlation between the index, reflect variables by the user sit-
uation and calculates the weather index. Weather data XML
File is collected such as the weather index, village forecast,
weather forecast etc is collected by OPEN API provided in
the Meteorological Administration [14]. Collected weather
data forms transaction and the association relationship and
correlation between the index is analyzed using TANAGRA
1.4.50 Version [27] and the SPSS 24 version [29]. Weather
index by the user situation is re-calculated by using the ana-
lyzed result, user temperature and user humidity. Calculated
weather index is used to forecast the emerging risk and is

services to the user through the monitoring system. Figure 6
shows the service environment.

4.2 Development of emerging risk forecast system

Emerging risk forecast system by the situation of the user was
developed by using the XML parser and Zigbee communica-
tion in the Window programming MFC based environment.
Monitoring system is formed of communication informa-
tion, weather information, weather index and emerging risk
[2,18]. Communication information part is the part collecting
the user temperature and humidity and is formed of the user
information table and graph collected real time and the con-
nection status and the interface selecting the communication
port, communication velocity, region and etc. Temperature,
illumination intensity, humidity, and ultraviolet ray input by
the present connected to the real-time sensor data field is
shown in numbers. The real-time user information graph field
is shown on the screen by visualizing the collected user infor-
mation. Figure 7 shows the developing emerging risk forecast
system.

Weather information part is shown by using the XML file
collected through the RSS of the Meteorological Administra-
tion with the information of the region selected by the weather
user. The collected XML file includes the weather, present
temperature, maximum/minimum temperature, precipitation
probability, precipitation forecast, snowfall amount forecast,
wind speed etc. Longitude (x) and latitude () coordinate was
input to the neighbor forecast signal address and collects the
weather forecast of the XML file of the region [14].

Weather index part provides the life weather index, health
weather index, industry weather index and the life weather
index, health weather index is calculated using the infor-
mation by the situation of the user. Industry weather index
stopped its service in January 2016 and therefore it is directly
calculated and provided from the program based on the
weather information of the Meteorological Administration
[16]. It provides along the weather index status and precau-
tions according to the extent of the index. Emerging risk
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‘Weather Index S - ‘ .
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Fig. 7 Developing emerging risk forecast system
Table 7 Precautions of emerging risk per step
Emerging risk Level Color Precautions
Life emerging risk Low Blue No danger to be specially aware of but need to give continuous interest and
cautious on health management
General Yellow Cautions in hygiene within daily life like food poisoning, ultraviolet ray, fine
dust etc. and in health management
High Orange Cautious in health management in daily life as there is danger of food
poisoning, heat wave, ultraviolet ray etc.
Very High Red Cautious on skin exposure as there is high danger in food poisoning, heat
wave, ultraviolet ray etc and abstain from going out and cautious on food
Health emerging risk Low Blue Cautious on daily health management
General Yellow Prepare for change of weather through regular routine and cautious in health

management such as exercise, dietary life, hygiene etc.

High Orange Maintain body temperature as there is possibility of occurring disease by
external factors such as daily temperature difference, ultraviolent rays,
flower dust etc. and cautious in health management

Very High Red Maintain environment cleanly, cautious not to be exposed from dramatic
weather change, abstain from outdoor activity

Industry emerging risk Low Blue Good weather status and high industry efficiency, no special danger but
prepare for safety accident

General Yellow No special danger but there is possibility of low work efficiency, weather
status not bad

High Orange Refrain work or construction for safety, there is possibility of worsening
weather status, therefore prepare for safety accident

Very High Red Danger extent of the industry site is high due to many factors, therefore not
adequate to work as there could be high probability of safety accident,
prepare for damage in human life or asset
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part is formed of life emerging risk, health emerging risk and
industry emerging risk and provides precautions per step with
the danger level. Table 7 shows the precautions per step of
emerging risk.

Emerging risk forecast system is formed by comprehend-
ing the communication information, weather information,
weather index and emerging risk. System operates in the
order of sensor connection, communication port and velocity
selection, region selection and download order. If the system
and sensor is rightly connected it shows green on the left
online and the real time measured temperature, humidity, illu-
mination intensity and ultraviolet ray value on the real time
sensor data field is expressed. Also present sensory tempera-
ture, temperature, illumination intensity is shown on the real
time user information graph field dashboard. Weather infor-
mation is collected and shown on the screen when clicking
on the download button. Overall weather information and
weekly weather forecast is shown through pop-up screen
when clicking the whole screen and weather forecast. The
message box on the below right shows the communication
status.

5 Conclusions

As information technology has developed the field of infor-
mation widened and communication became possible with-
out limit to time and place. Government disclosed to the
people the public data such as existing observation data,
statistics and etc to the people and is implementing vari-
ous studies using this. Extent of influence by the weather
to the life, health and industry is calculated by analyzing the
weather data and weather index per region is calculated using
the data collected real time from the regional weather obser-
vation point. Weather index service is provided through the
internet and mobile app and the present weather index ser-
vice is regional based service facing limits to the service
by the personal situation. This study suggests emerging risk
forecast system using associative index mining analysis. The
suggesting method is the monitoring system focused on the
user by analyzing the associative index using data mining
and forecasting emerging risk by reflecting the user situation
information. Emerging risk is classified into life emerging
risk, health emerging risk, industry emerging risk by the
forecast method. Emerging risk is divided into four steps
of low, general, high and danger and as it gets low it means
there is smaller probability of occurring damage to human
life or asset. Collected data for emerging risk forecast were
the weather index XML file of the Meteorological Admin-
istration and the user situation information. The collected
weather index was to analyze the association and related
relationship between the index using Apriori algorithm of
data mining and Pearson correlation coefficient. User based

weather index was calculated using the analysis result and
user situation information and this was then used to forecast
the emerging risk. Monitoring system was developed includ-
ing precautions followed by the forecasted emerging risk and
weather index, weather information, user situation informa-
tion etc. Emerging risk forecast system using the developed
associative index mining analysis is the personalized moni-
toring system which complemented the disadvantage of the
weather index that was limited to the existing region.
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