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Abstract Extending the current Internet with intercon-
nected objects and devices and their virtual representation
has been a growing trend in recent years. The Internet of
Things (IoT) contribution is in the increased value of infor-
mation created by the number of interconnections among
things and the transformation of the processed information
into knowledge for the benefit of society. Benefit due to the
service controlled by communication between objects is now
being increased by people who use these services in real life.
The sensors are deployed to monitor one or more events in
an unattended environment. A large number of the event data
will be generated over a period of time in IoT. Hence, the load
balancing protocol is critical considerations in the design of
IoT. Therefore, we propose an agent Loadbot that measures
network load and process structural configuration by ana-
lyzing a large amount of user data and network load, and
applying Deep Learning’s Deep Belief Network method in
order to achieve efficient load balancing in IoT. Also, we
propose an agent Balancebot that processes a neural load
prediction algorithm based on Deep Learning’s Q-learning
method and neural prior ensemble. We address the key func-
tions for our proposed scheme and simulate the efficiency of
our proposed scheme using mathematical analysis.
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1 Introduction

The term Internet of Things (IoT) was first coined by Kevin
Ashton in 1999 in the context of supply chain management
[1]. However, in the past decade, the definition has beenmore
inclusive covering wide range of applications like health-
care, utilities, transport, etc. [2]. Although the definition of
‘Things’ has changed as technology evolved, the main goal
of making a computer sense information without the aid of
human intervention remains the same. The IoT could allow
people and things to be connected anytime, anyplace, with
anything and anyone and any services. This is stated as well
in the ITU vision of the IoT, according to “From anytime,
anyplace connectivity for anyone, we will now have connec-
tivity for anything” [3].

The vision of future internet based on standard communi-
cation protocols considers of computer network IoT, Internet
of People (IoP), Internet of Energy (IoE), Internet of Media
(IoM) and Service of Internet (IoS) into a global IT platform
of seamless network. This will create new opportunities in a
large of aspect such as a smart health, retail, green energy,
manufacturing, smart home, smart city and personal applica-
tion. Benefit due to the services controlled by communication
between objects is now being increased by people who use
these services in real life [4]. The IoT contribution is in
the increased value of information created by the number
of interconnections among things and the transformation of
the processed information into knowledge for the benefit of
society.
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The quantity of data on the Internet is growing and it is
around 2.5 quintillion bytes of data and it is estimated that
90% of the data was generated in the past two years [5].

The sensors are deployed to monitor one or more events
in an unattended environment. A large number of the event
data will be generated over a period of time in IoT. Hence,
the load balancing protocol is critical considerations in the
design of IoT.

Therefore, we propose an agent Loadbot that measures
network load and process structural configuration by ana-
lyzing a large amount of user data and network load, and
applying Deep Learning’s Deep Belief Network method in
order to achieve efficient load balancing in IoT. Also, we
propose an agent Balancebot that processes a neural load
prediction algorithm based on Deep Learning’s Q-learning
method and neural prior ensemble. We address the key func-
tions for our proposed scheme and simulate the efficiency of
our proposed scheme using mathematical analysis.

The rest of the paper is structured as follows. Section 2
includes the background introduction about open load bal-
ancing and Deep Learning issues. In Sect. 3, we describes
our proposed architecture and provide the detailed a load
balancing scheme which is proposed an agent Loadbot and
Balancebot that process ameasures network load and process
structural configuration and a neural load prediction algo-
rithm and balance of the load in order to achieve efficient
load balancing in IoT. In the final section, we constitute a
summary of our proposal and suggest a further study direc-
tions networks.

2 Related works

The Internet of Things is a novel paradigm that is rapidly
gaining ground in the scenario of modern wireless telecom-
munications. The basic idea of this concept is the pervasive
presence around us of a variety of things or objects—such as
Radio-Frequency IDentification (RFID) tags, sensors, actua-
tors, and mobile phones which through unique addressing
schemes are able to interact with each other and cooper-
ate with their neighbors to reach common goals [6]. With
the widespread deployment of networked, intelligent sensor
technologies, an Internet of Things (IoT) is steadily evolv-
ing, much like the Internet decades ago. One Example of
the widespread IoT technologies is the Google’s Nest Ther-
mostat, the famous IoT gadget during 2014. Their designers
disclosed that it can become carbon neutral in a period of
just that were created by manufacturing and distributing the
device are offset by the energy savings one obtains fromusing
it [7].

In the literature we have found several IoT architectures
such as LinkSmart Project [8], RestThing [9], S3OiA [10],
Gao [11], Wang [12] and Weiss [13].

As with the growth of the Internet of Things market,
the number of autonomous devices with wireless connection
capabilities is expected to grow significantly. As opposed to
human generated traffic, the traffic is mostly based on report-
ing sensormeasurements on the uplink. Although such traffic
is not expected to create congestion at the backbone due to
small message sizes, it may result in a congestion during
the channel access phase if a large number of M2M devices
access the channel in a short time frame. Such a congestion
is considered as a serious problem because it may result in
significant access delays [14]. There have been numerous
proposals for the load control of the random access channel
[15–20]. These proposals are mostly based on announcing an
access probability, where the nodes are barred from channel
access with some probability. Service differentiation pro-
vided by these methods is limited: they either treat all nodes
equally by announcing the same access probability; or, they
group nodes into few predetermined service classes as in
Extended Access Barring [21] and treat them according to
their access class. Such a limited service differentiation is not
enough for satisfying the wide range of service requirements
of IoT devices. Without load balancing, a coordinator with
excessive number of wireless sensor nodes may lead to more
energy consumption and experiences data reception delay as
compared to the other coordinators.

Recent breakthroughs in computer vision and speech
recognition have relied on efficiently training deep neural
networks on very large training sets. The most successful
approaches are trained directly from the raw inputs, using
lightweight updates based on stochastic gradient descent.
By feeding sufficient data into deep neural networks, it is
often possible to learn better representations thanhandcrafted
features [22]. Perhaps the best-known success story of rein-
forcement learning is TD-gammon which learnt entirely by
reinforcement learning and self-play, and achieved a super-
human level of play [23].

However, early attempts to follow up on TD-gammon,
including applications of the same method to Chess, Go and
Checkerswere less successful. This led to awidespread belief
that the TD-gammon approach was a special case that only
worked in backgammon, perhaps because the stochasticity
in the dice rolls helps explore the state space and also makes
the value function particularly smooth [24].

The sensors are deployed to monitor one or more events
in an unattended environment. A large number of the event
data will be generated over a period of time in IoT. Hence,
the load balancing protocol is critical considerations in the
design of IoT.

Therefore, we propose an agent Loadbot that measures
network load and process structural configuration by ana-
lyzing a large amount of user data and network load, and
applying Deep Learning’s Deep Belief Network method in
order to achieve efficient load-balancing in IoT. Also, we
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Fig. 1 Deep belief network [29]

propose an agent Balancebot that processes a neural load
prediction algorithm based on Deep Learning’s Q-learning
method and neural prior ensemble.

3 Proposed scheme

3.1 Drawing out structure map of network load

In order to model complicate nonlinear relationship such as
IoT network, we drew out the structure map of network load
by using Deep Belief Network which is graph generating
model and connected to each layer by in-depth connection
between multiple layers which created nerve network [22,
25–28].

In other words, in Deep Belief Network which is for mod-
eling distinguished objects, each objects can be represented
as hierarchical organization of basic image element, extra
layers canmuster features from low ranked layers, andmodel
Network load from complicate data in a greedy way with
smaller number of nodes in Fig. 1 [29]. By applying Deep
Belief Network, we drew out the Network structure map in
IoT environment as following.

P
(
x, h1, . . . , hl

)
=

(
l−2∏
k=0

P
(
hk |hk+1

))
P

(
hl−1, hl

)

(1)

1© First layer is an input of x = h0 and is taught by
Restricted Boltzmann Machine (RBM). hmeans layer.

2© We make second layer by using the first layer
3© We also train the second layer by RBM.

�wi j (t + 1) = wi j (t) + η
∂ log (p (v))

∂wi j
(2)

4© Repeat second and third procedure in order to meet the
requirement. Below is the explanation of simple algorithm
by using Pseudo Code

numpy_rng = numpy.random.RandomState(123)
print’... building the model’ # construct the Deep Belief
Network
dbn = DBN (numpy_rng=numpy_rng,

n_ins=28*28,
hidden_layers_sizes=[1000,1000,1000],
n_outs=10)

3.2 Network load learning

Reinforcement Learning of Deep Learning is acquired
through action that can be taken while carrying out network
load learning in a given environment and reinforcement value
in a scalar form which we take from an assessment on a cho-
sen action. Thismethod can be effectively applied in network
load learning because it can be performed in dynamic envi-
ronment effectively. This learning requires dynamic learning
process of filtering variables depending on network circum-
stances and applying it in order to weigh the input value.

Q-learning approach does not calculate optimum action
from current state but learn through optimum action on each
condition based on experience of number of trial and error.

Therefore, it can make decision on each action based on
learned policy without complicated calculation which cost
time. It can also decide optimum action based on compen-
sation value from each environment even though it may
not be aware of compensation value or probability value
of every environment beforehand. Using existing input and
output data set, it learn to output wanted material when
input is inserted. For network load decision algorithm, using
Q-learning, which is one of the model-free reinforcement
learning technique, to calculate and store current network
load and learn its outcome value and it also enable ability to
predict the outcome of network load by long-term analysis
on massive data. Q value is set to 0 or initialized to a ran-
dom number. Arrow shows possible actions in each states.
Assuming that 100 weight value is given only when action
pointed towardG is performed and rest gets none, update rule
about Q value cause weight value of target to slowly spread
to all possible state which enable us to make Q-table about
optimumnetwork load.Model-free reinforcement learning is
a technique to let autonomy agent, which sense and calculate
network load, to select optimum value to fulfill its purpose.
This approach can effectively applied to myopically optimal
load decision strategy which does not have forecasting abil-
ity. Therefore, this research plans to use following algorithm
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Table 1 Parameters of modelling

Parameters Descriptions

S Number of server in IoT environment

U Number of users

pu Users’ transmit and receive rate

ps Servers’ transmit and receive rate

Cs Service load value of server

Vu Users’ weighted value

wx User centered load value

wy Suggested load value by Loadbot

Lb User ‘b’s load value

Es Effectiveness of load balancing of server S

for the research. Variables used in modeling algorithm are as
follows in Table 1.

In IoT environment, there exist S number of serves and B
number of users. It is assumed that server, at random time,
adjust ps by existing dynamic load balancing and user ‘b’
request transmit receive service, load value of user b, Lb is
following:

Lb (ps) =
{

vb − ps if p4 ≤ v6
0 otherwise

(3)

We assume wx when applying user centered load value
and wy when applying load value suggested by Loadbot.
Then variable showing effectiveness of load balancing, Es

is,Es (p) = (ps − cs) Ds (p) and Ds (p) is user request rate
provided by server. Therefore, D (p) = ρUhs (p) gDs (ps)
and hs (p) signify percentage of server to be chosen by user,
g (ps) is vu ≥ ps which means user ratio. Therefore, Eq. (4)
means calculation of user centered load value,

hs (p) = wx

∫ x

s
(p) + wx

∫ x

s
(p),

∫ x

s
(p) (4)

wx
∫ x
s (p) means calculation of load value by Loadbot.

Es (p) = (ps − cs) hs (p) g (ps) (5)

In IoT network, for network load balancing, learn E: S-> A.
Cumulative reward accumulated by random E is

V (s, π) = ∑∞
t=0 γ E (rt |π, s0 = s)

V (s, π) = r (s, aπ ) + γ
∑

V
(
s′, π

) (6)

In here, s0 is initial state, rt is a weight value ins time t. aπ is
decided by Loadbot, s’ shows the next state. By fundamental
concept of Q-learning [30],

Q (s, a) = r (s, a) + r
∑
s′

V
(
s′, u∗) (7)

Next shows Q-learning approach and in this research, we
apply this algorithm to apply it on network load learning.

For each state s and action a, randomly initialize table
element;

Perceive current states
Do forever {

Select action a and carry it out;
Get immediate reward r;
Perceive new state s’; renew table element about
Q(s,a) (Q: estimate value about real Q);

Q (s, a) ← r + γ maxa’ Q(s’, a’)
s ← s′;

}

We model value of wx
∫ x
s (p) and calculate Q(s, a) to

materialize Loadbot that measure load in IoT.

3.3 Load balancing using neural prior ensemble

When new data is entered, it is stacked to certain amount
and made into new Deep Belief Network and stored. At this
moment, newDeepBelief Network receive previous network
information. Later in this paper, Neural Prior Ensemble [31]
combine and learn from all network load and draw out the
process of modifying weighted value. Based on the analysis
of collection of massive data, we made new data value by
approximating relationship between data. Next showsNeural
Prior Ensemble approach which will used in this paper to
Balancebot.

Do forever {
Save new data Dnewin the network
Wprev,a new deep belief network, initialize Wnew

Learn new data value Dnew

θ < −θ U Wnew

Get immediate reward r
Identify new circumstance s’; renew table element
about Q(s, a) (Q: estimate value about real Q);

Q (s, a) ← r + γmaxa’ Q(s’, a’)
s ← s′;

}

In this paper, in order to acquire network load balanc-
ing, Q-Learning approach fromReinforcement Learning and
Neural Prior Ensemble are applied to suggest new network
load learning technique. When new data is entered, it is
stacked to certain amount and made into new Deep Belief
Network and stored. At this moment, new Deep Belief Net-
work receive previous network information. We combine the
Neural Prior Ensemblewith ourLoadbot to learn fromall net-
work load and draw out the process of modifying weighted
value.

Therefore, we propose an agent Balancebot that processes
a neural load prediction algorithm based on Deep Learning’s
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Fig. 2 Migration by number of nodes

Fig. 3 Migration by number of regions

Q-learning method and neural prior ensemble as in the above
scheme.

3.4 Experimental result

In this section, we introduce the perform simulation in IoT to
evaluate the effectiveness and performance of our approach.
Then we compare and analyze the result of our scheme and
others. MATLAB10 was used in our simulation for a perfor-
mance analysis.

The load problem being defined as a nonlinear problem
with linear constraints, we also present the results obtained
by the simulation. We obtain the proportions of traffic very
close to the optimal case. In Figs. 2 and 3, we note that the
most consuming is proportional when the number of sensor
nodes is very large and network regions in IoT.

Our scheme is better than the dynamic scheme even
though the number of sensor nodes increased, the occurrence
of migration for load-balancing did not increase as much in
IoT. As shown in Fig. 2, when the number of mobile nodes
exceeds 700, our scheme is a difference between the dynamic
schemes.

In addition, we triggered messages between mobile nodes
in order to measure the migration of regions in IoT. We
note that such migration occurs less frequently than dynamic
scheme as Fig. 3.

4 Conclusion

In this paper, we have proposed a load balance scheme
through Loadbot and Balancebot that measure network load

and process structural configuration by analyzing a large
amount of user data and network load, and applying Deep
Learning’s Deep Belief Network method and processes a
neural load prediction algorithm based on Deep Learn-
ing’s Q-learning method and neural prior ensemble in order
to achieve efficient load-balancing in IoT. We address the
key functions for our proposed scheme and simulate the
efficiency of our proposed scheme using mathematical mod-
elling. Then, we compare the results with the previous
researches. Our results show the effeteness of ours, and it
is required that further works for more comparison with pre-
vious researches.
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