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Abstract Distributed systems provide geographically dis-
tributed resources for large-scale applications while man-
aging large volumes of data. In this context, replication of
data in several sites of the system is an effective solution for
achieving interesting performances. A number of data repli-
cation strategies have been proposed in the literature. Data
popularity is one of the most important parameters taken into
consideration by these strategies. It analyzes the historic of
the data access pattern, and provides predictions for future
data requests. However, measuring data popularity is a chal-
lenging task because there are several factors that contribute
to the evaluation of data popularity. In this paper, a new adap-
tive measurement for data popularity in distributed systems
is proposed. The proposed measurement covers all factors
taken into consideration by previous work of the literature.
It also takes into consideration new factors to deal with the
dynamic nature of the system so it can adapt to any access
pattern. We show that the exploitation of our measurement
improves the performances of replication strategies, while
offering the possibility to use the data popularity parameter
in new contexts in replication management.
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1 Introduction

1.1 Background and motivations

The huge increase in data storage and computing require-
ments has led to Big Data, for which several distributed
systems are being designed and implemented. Distributed
systems handle extremely large volumes of datawhile requir-
ing fast processing time with minimal possible cost. They
represent an efficient solution to deal with these related chal-
lenges by offering great promise to programmers interested
in developing applications that serve large volumes of data
management.

Data replication, a well-known technique in distributed
systems, is a practical and effective approach to face these
challenges [2]. It consists in storing multiple copies of the
same data at multiple sites. If one of the sites is not accessi-
ble then the data can be accessed from a different site [23].
This technique has been widely used to reduce data access
time and network traffic, while increasing data availability,
accessibility, and fault tolerance. It is becoming a popular
approach in many distributed systems [13] such as Data Grid
systems [12,16,31], Cloud systems [27,32,55], P2P systems
[28,38,47], and CDN systems [26,37].

Replication in distributed systems has several problems
to solve [15], like when to do replication? Where to place
a new replica? How to maintain data integrity and consis-
tency? How to reduce job execution time, job scheduling
time, access latency, resource consumption and maintenance
overhead? to quote but a few. Many replication strategies
have then been proposed trying to answer these questions
optimally. These strategies use various parameters to make
the decision that deems appropriate for them. Such parame-
ters includedata popularity, resources consumption, response
time, resources availability, latency, workload, energy con-
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sumption, security, storage capacities, number of replicas,
etc [32]. They differ from one strategy to another according
to the objectives of each strategy.

Data popularity is one of the most common parameters
taken into consideration by these strategies [8,18,45,51,54].
It consists in measuring how much a given piece of data is
requested by the system sites. This constitutes key informa-
tion since it gives an indication of the importance of this data,
allowing as a consequence a more intelligent data placement
and a large optimization in the storage utilization. That is
why much research in distributed systems mainly focuses on
data popularity [4,7,14,24,41].
In this respect, temporal locality represents an important
notion that must be taken into consideration when assessing
data popularity in distributed systems [21]. It consists in con-
sidering that recently requested data are likely to be requested
again in the near future [1]. That is why the parameter data
popularity, in all its manifestations in distributed systems,
dominates the other parameters in replication strategies. It
allows indeed to obtain an indication of the probability of
requesting data again.

It is worth noting that data in distributed systems may be
a set of files, a file or a file part. It may also be a database, a
database table or an object of a database table. All these pos-
sibilities will be covered by using hereafter the term dataset.
Moreover, in our case, the definition of popularity is based
on the popularity of certain datasets among sites.

1.2 Contributions

In this paper, a new method to measure dataset popularity is
proposed. This method offers several advantages over exist-
ing methods. They are as follows:

• It avoids all the drawbacks experienced by existing mea-
surements and provides more accurate prediction for the
next dataset popularity. Indeed, the experiments show
that the newmeasurement can reach up to 38% improve-
ment even comparing it with the best result among
existing measurements. Obtained results also prove that
almost 50%of the performed replications aremore effec-
tive due to deploying the proposed strategy.

• It is a generalization of the other popularity measure-
ments of the literature with more considerations taken
into account.

• It can be instantiated according to the application require-
ments and offers the opportunity to control the tradeoff
between the calculation cost and the result accuracy.

• It can adapt the dynamic nature of distributed systems
and can handle with any access pattern, even when the
access pattern does not support the temporal locality.

• It allows the usage of the popularity parameter in new
contexts that were never used before.

1.3 Paper organization

This paper is organized as follows: In Sect. 2, we analyze pre-
vious works, identify the factors considered by the existing
popularity measurements and show the drawbacks experi-
enced by each one. In Sect. 3, we propose a newmeasurement
method to assess dataset popularity. In Sect. 4, we highlight
usages of our measurement in variety of contexts. In Sect. 5,
we discuss the obtained experimental results. The last section
summarizes our contributions and depicts future work.

2 Analysis of previous works

2.1 Importance of data popularity parameter in
replication management

To highlight the importance of the data popularity parameter
in replication management, some simulations are performed
using the OptorSim simulator [5,9] applied on the CMS test-
bed configuration [10]. 6000 requests for various datasets
are analyzed. These requests are generated by jobs execu-
tions during the simulation and captured randomly from
some actual CMS runs. After doing statistics on the gen-
erated requests, we observe that more than the half of the
requests (55 % of the total requests) is interested in only a
small portion of the datasets (more precisely, 10 %). Accord-
ingly, any action that will happen to these 10 % datasets
will directly affect jobs execution. Therefore, the manner of
managing the most popular datasets influences significantly
the performance of replication strategies. This highlights the
importance of promoting the most popular datasets when
designing replication strategies.

To show the influence of the data popularity parameter
on performances of replication strategies, three replication
strategies were also tested in [18], namely: Periodic Opti-
miser [6], DR2 [49] and PDDRA [40]. In this respect, we
compare the original version of each of the three afore-
mentioned strategies, in which the popularity parameter is
considered, with its popularity-unaware version. That is to
say that the comparison is carried out with amodified version
in which all datasets are considered as having the same popu-
larity. We notice that the removal of the popularity parameter
causes significant losses in the three strategies performances.
According to the effective network usage (ENU) metric, the
loss reaches 87.10%. Also, the loss in terms of response time
reaches 41.30 %.

This underlines the importance of considering the data
popularity parameter, and justifies the reliance of several
replication strategies on data popularity parameter to predict
future requests whether in Grid [30,42–44,50,53], in Cloud
[22,36,52,55], and in P2P systems [24,28,38,47].

123



Cluster Comput (2016) 19:1801–1818 1803

Given the importance of data popularity in replication
management, much research in distributed systems has been
mainly focused on the popularity parameter [14,24,41].
However, these works did not take the popularity issue in
all its aspects. Some important factors that will be high-
lighted in this work were indeed neglected in the literature.
For example, the degree of the stability in the historic data
accesses and the duality between calculation cost and result
accuracy are of paramount importance in the correct assess-
ment of the popularity parameter. They also did not show
some imperfections that are experienced by the existing data
popularity measurements. For example, the weight values
that are affected to requests are not justified, and the tradeoff
between the calculation cost and the precision degree cannot
be controlled.

2.2 Considered factors in existing data popularity
measurements

For high replication strategies performances, knowledge of
future data popularity is of paramount importance. This is
indeed crucial to decide which datasets have to be requested,
replicated, or even deleted. However, the manner how the
popularity is assessed varies from one strategy to another.
The analysis of the existing data popularity measurements
allows to identify the factors taken into consideration by each
one.

In the general case, there are three main factors that
contribute to the evaluation of data popularity that were high-
lighted in [18] and which are:

– The number of dataset requests: allows to identify how
many times the dataset was requested.

– The dataset lifetime: allows to quantify the mean of the
number of requests since the creation of the dataset.

– The requests distribution over time: allows to distinguish
for a given dataset old requests from recent ones.

In fact, all the existing measurements consider the number of
requests. However, the two other factors are considered by
somemeasurements while neglected by others. Accordingly,
measurements can then be classified into four categories as
depicted in Table 1.

Among the measurements of the first category, we may
refer to the measurement indicating the number of accesses
to each dataset (denoted #Requests) [39]. It is among the
most easy and natural metric to be used in order to quan-
tify the actual popularity of a dataset. An example of the
measurements of the second category is proposed by Al
Mistarihi and Yong [3] (denoted RRD as acronym for
Replica Request Demand) in which the number of requests
is divided by the lifetime of the dataset. Mansouri and Asadi
[33] proposed a measurement (denoted V SE as acronym
for Value Storage Element) that belongs to the third cate-
gory. The calculation of V SE is based on the number of
requests and the timestamp of the last request, while the
dataset lifetime is neglected. Among the measurements of
the fourth category, we can cite the one proposed in [11]
(denoted AF as acronym for Access Frequency). In this
measurement, they consider the total number of requests
while assigning a coefficient for each request so that the
recent requests will have higher weights than the old ones.
They also guarantee that the dataset lifetime will not be
a reason for increasing the popularity through averaging
the obtained value by dividing by the total number of
periods.

It is in this respect important to mention that the effi-
ciency of each measurement w.r.t. the calculation cost and
the result accuracy closely depends on the category to which
it belongs. Simple calculations are cheap in both space and
time,whilemore complex (andhencemore accurate) calcula-
tions required more space and calculation cost. The choice of
the appropriate category is then subject to a tradeoff between
result accuracy and calculation cost. This generally has the
form shown in Fig. 1.

2.3 Drawbacks of existing measurements

According to the aforementioned factors, the popularitymea-
surements may suffer from two kinds of drawbacks:

– Neglecting the dataset lifetime factor. Indeed, an old
dataset may be favored when it is compared to a new
one. This unfortunately gives a wrong indication of the
popularity. It is worth mentioning that the first and the
third categories suffer from this drawback.

Table 1 Considered factors by each category

Number of requests Dataset lifetime Requests distribution over time Example of measurement

First category Considered Neglected Neglected Ranganathan and Foster [39]

Second category Considered Considered Neglected Al Mistarihi and Yong [3]

Third category Considered Neglected Considered Mansouri and Asadi [33]

Fourth category Considered Considered Considered Chang and Chang [11]
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Fig. 1 Tradeoff between calculation efficiency and potential accuracy

– Neglecting the requests distribution over time, i.e., the
timestamp of each request. This does not allow to dif-
ferentiate between old requests and recent ones, which
is inconsistent with the temporal locality notion [1,21].
Noteworthily, the first and the second categories suffer
from this drawback.

The fourth category measurements do not suffer from any
kind of the two aforementioned drawbacks. This happens
thanks to the fact that they consider the three aforementioned
factors. Unfortunately, the fourth category measurements do
not necessary lead to the best result compared to the other
categories. Indeed, there is no need to consider the dataset
lifetime factor when the dataset lifetimes are equal. Also, the
requests distribution over time factor can be neglected when
the temporal locality is not effective in such access pattern,
knowing that the effectiveness of the temporal locality differs
from one access pattern to another [35]. The experiments
presented in Sect. 5 will further confirm this important fact.

Based on this, there are some situations when using one of
the other categories is more appropriate than using the fourth
category:

– The first situation occurs when the dataset lifetimes are
equal, and the temporal locality is not effective. In this
case, the first category deems more appropriate because
it allows to take advantage of its low calculation cost.

– The second situation happens when the dataset lifetimes
are not equal, and the temporal locality is not effective.
In this case, privileging recent requests will not be nec-
essary. The second category is then more efficient in this
situation.

– The third situation arises when the dataset lifetimes are
equal and the temporal locality is effective. In this case,
the third category is more appropriate.

When considering the other situations, the fourth category
is more appropriate because it considers the dataset lifetime

and the temporal locality notion.However, themeasurements
of this category do not distinguish between high temporal
locality degree and low temporal locality degree for a given
access pattern. This drawback is not overcome by any exist-
ing measurement, and its consideration will constitute one
of the key properties of the measurement proposed in the
present work.

Figure 2 presents the appropriate category for each situa-
tion starting from the most particular case that suits the first
category, to the general case which encompasses the first
three particular cases and requires using the fourth category.
The situationwhen the temporal locality degrees are different
covers all the existing categories.

3 New method to measure the data popularity

In this section, we will propose a new data popularity
measurement which will overcome all the discussed draw-
backs by considering the three aforementioned factors in an
effective manner. Indeed, our measurement will analyze the
historic of each dataset access pattern, identify its situation
and consider only the appropriate factors to this situation.
It can hence join the appropriate category when there is a
particular case. Otherwise, it will consider all factors at the
same time. In addition, new factors will be taken into con-
sideration which offers new advantages in comparison with
existing measurements. The proposed measurement allows
mainly to:

– take into consideration the dynamic nature of the sys-
tem w.r.t. the changes in the dataset access pattern. In
fact, the existing measurements that put greater weight
on recent requests than older ones use the same weights
every time. These weights are predefined and not jus-
tified. In our case, a function that reflects the behavior
of the historic and scales automatically the weight val-
ues will be used. Indeed, this function will analyze the
historic and identify how much the temporal locality is
effective (cf. Sect. 3.4). The obtained temporal locality
degree will give an indication of the probability of main-
taining the same access pattern in the near future. In this
way, we can assesswhether or not recent historic requests
represent a good indication of future requests, and hence
design a series of weights to be applied to each request
(cf. Sect. 3.5).

– offer the possibility to control the tradeoff between calcu-
lation cost and result accuracy. In some cases, one may
prefer good accuracy while accepting high calculation
cost while in another it may be more beneficial to have
low calculation cost and tolerate less accuracy. Existing
measurement techniques do not consider an approach to
deal with this duality. In this work, a dynamic period

123



Cluster Comput (2016) 19:1801–1818 1805

Fig. 2 Appropriate category
for each situation

of requests counting will be used. The time for such
a period can be shortened if the target is the accuracy
of results, while it can be extended if the purpose is to
obtain low calculation costs. A generic formula will be
proposed and the system has to instantiate it according to
its requirements by choosing dynamically the appropriate
granularity level of the calculation process (cf. Sect. 3.2).

– to be at the basis of the employment of the popularity
parameter in new usages in replication management. The
popularity assessment will indeed be able to cover new
objects, like the popularity of a given site. In this way, the
popularity parameter will be able to contribute to some
strategies that never used it before (cf. Sect. 4).

In the design of the proposed measurement, we begin by
evaluating a specific set of requests issued fromone given site
to one given replica of a given dataset. Then, the evaluation
is generalized in several ways to obtain several popularity
measurements, like ameasurement to quantify the popularity
of a given replica, of a given dataset, of a given site, etc.

The evaluation process will pass through two main steps:
initially, the time segment will be split into periods and the
number of requests in each periodwill be counted. Then, each
period will have a specific weight which will be multiplied
by the number of requests in this period. Each weight will
be dynamically computed according to the stability of the
access pattern. The obtained total sum will be divided by the
sum of the weights. The functions that will be used in this
measurement are described in the following paragraphs.

3.1 T: timestamp determination function

The analysis of the distribution over time of the requests
performed by a given site for a given replica requires the
determination of the timestamp of each request in the access
historic of the replica. In this regard, since the creation of the
replica, the timestamp Tj of each performed request Reqi
is recorded. At a given point in time, the function T (Reqi )

takes as parameter a request identified by its rank i with 1 ≤
i ≤ n and n is the total number of requests for the concerned
replica issued by a given site. The function T (Reqi ) gives
as a result the corresponding timestamp of the request Reqi .
The timestamp determination function is then as follows:

T (Reqi ) = Tj (1)

To give the corresponding timestamp, this function uses
T0 to refer to the starting timewhen the concerned replicawas
created, and Tc to refer to the replica lifetime. Each replica
has its proper T0 and Tc. Each request Reqi , with 1 ≤ i ≤ n,
will then be associated to its timestamp Tj with T0 ≤ Tj <

Tc.
Figure 3 shows an access pattern example, with n = 7 and

Tc = 30. For example, the timestamp of the request Req7 is
T26.

3.2 #PN: periods number determination function

The purpose is to split the time segment into periods in
order to apply a specific weight to each period. The obtained
number of periods is the factor that can control the trade-
off between the calculation cost and the precision degree.
Indeed, on the one hand, many periods means many weights
that will be applied to the requests. This will increase the
precision of the result, while increasing the calculation cost.
On the other hand, a low number of periods will decrease
the calculation cost since a small set of weights will be used
in the computation of the replica popularity. This will how-
ever decrease the result precision. Therefore, we face two
contradictory objectives: decreasing the calculation cost or
increasing the result precision.

We consider a function #PN(GL) that takes as parameter
an integer number representing the Granularity Level which
is noted GL . This function gives as a result an integer the
number of periods that will be obtained according to GL .
The function is as follows:
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Fig. 3 Example of an access pattern

#PN (GL) =
{ � Tc

GL � when GL ∈ ]0, Tc]
1 when GL ≥ Tc

This means that the time segment will be split into
#PN (GL) periods with 1 ≤ #PN (GL) ≤ Tc. The extreme
case when GL = 1 will give #PN (1) = � Tc

1 � = Tc. In this
case, the time segment will be split into Tc periods. There are
hence Tc different weights that can be applied to the requests.
This is the highest precision degree which will give the most
accurate result. The other extreme case when GL = Tc will
give #PN (Tc) = � Tc

Tc
� = 1. So, the time segment will not be

split into periods. All the requests will then have the same
weight. Therefore, we will take advantage of its low calcula-
tion cost. In fact, this particular case meets the first category
measurements, i.e., considering only the number of requests
while neglecting the replica lifetime and the requests distri-
bution over time.

Let us take the same example of Fig. 3, in which Tc = 30.
A fine granularity GL = 1 will give #PN(1) = 30, so the time
segment will be split into 30 periods. A medium granularity
GL = 3 will split the time segment into 10 periods. A coarse
granularityGL = 10will give 3 periods.While themaximum
coarse granularity GL = Tc will give #PN(Tc) = #PN(30) =
1.

3.3 P: corresponding period determination function

We consider a function P(Tj ) which takes as a parameter
the timestamp Tj of the request Reqi , given by the function
T (Reqi ), and returns its adequate period k with 1 ≤ k ≤
#PN(GL). The function P(Tj ) is calculated as follows:

P(Tj ) =
⌊

Tj

GL

⌋
+ 1 (2)

Let us take the same example of Fig. 3. The corresponding
period of each request according to different GL values is
shown in Table 2.

After determining the corresponding period of each
request, the total number of requests in each period k
is counted and is denoted #Requestsk . Therefore, an

access pattern X will represent the partition of the differ-
ent requests into the associated periods. It is then equal
to: X = {#Requests1, #Requests2, …, #Requestsk , …,
#Requests#PN (GL)}.

3.4 TLD: temporal locality degree function

3.4.1 TLD utility

Exploiting temporal locality of data has been a common idea
for replication in distributed systems [21]. It is actually used
for designing replication strategies in Data Grid [29], Cloud
Storage [48] and other data storage systems [1]. It refers to the
reuse of specific data within relatively small time duration. If
at one point in time a replica is requested, then it is likely that
the same replica will be requested again in the near future
[1].

In data popularity assessment, this notion is specially
exploited by the fourth categorymeasurements. Indeed, these
latter promote recent periods and give them higher weights
than old periods. However, the weights they use are con-
stant, predefined, and not justified since not depending on the
access pattern of the considered dataset. For example, Chang
and Chang [11] give a weight equal to 1 to the last period, 0.5
to the period before last, then 0.25, etc. They estimated that
the last period deserves the double of the weight of the period
before last, and they fixed the weights based on this estima-
tion. This rigid estimation of the temporal locality of a dataset
access may be accurate for some access patterns but inaccu-
rate for others. Thus, the temporal locality is not guaranteed
for all access patterns with the same degree. For example,
the case where X = {6;25;2;27;3}, the last period is not even
an indication of the future because the temporal locality is
not effective. So, the fact of giving a double weight to the
last period is inappropriate in this case. Likewise, when X =
{8;8;9;9;9}, the temporal locality is highly effective. Then,
the last period requests are likely to be repeated in the future
and therefore they represent a very good indication of the
future. As a consequence, they deserve a very higher weight
compared to old requests.
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Table 2 Corresponding period
with different GL values

Request Corresponding period

Request Reqi Timestamp Tj GL = 1 GL = 3 GL = 6 GL = 15

Req1 T0 1 1 1 1

Req2 T1 2 1 1 1

Req3 T5 6 2 1 1

Req4 T6 7 3 2 1

Req5 T15 16 6 3 2

Req6 T20 21 7 4 2

Req7 T26 27 9 5 2

In our contribution, we will quantify the temporal locality
effectiveness using a function, called TLD, which takes as a
parameter the access pattern of a given replicaw.r.t. to a given
site and gives the Temporal Locality Degree of this access
pattern. TLD analyzes the historic of the access pattern and
gives the probability of maintaining the same access pattern
in the near future. The weights that will be applied to each
period will be scaled based on the obtained TLD value.

3.4.2 TLD calculation

Many mathematical functions can help us to assess how sta-
ble the access pattern is, i.e., how strongly it likely supports
a high degree of current temporal locality. We cite, for exam-
ple, the variance, the standard deviation, and the expected
value. In our contribution, we will use the variance func-
tion because it deems the most appropriate to our purposes.
Indeed, the variance measures how far a set of numbers is
spread out within a set of sample values [25].

The variance of an access pattern X is given by the fol-
lowing formula:

V (X) =
∑#PN (GL)

k=1 (#Requestsk − Avg_Requests)2

#PN (GL)
(3)

where Avg_Requests = n
#PN (GL) and n is the total number

of requests in X .
In general, a low value of V (X) means that the temporal

locality is effective, while a high value means that the access
pattern does not support the temporal locality notion. Based
on this, the variance is a decreasing function of the temporal
locality degree. Therefore, the temporal locality degree can
be obtained from the inverse of the variance as follows:

T LD(X) = 1

V (X)
(4)

In this way, as much as the temporal locality notion is effec-
tive, as much as TLD(X) increases. Table 3 shows some
examples of TLD(X) values according to different access pat-
terns.

Table 3 TLD(X) values with different access patterns

Access pattern X Variance V(X) TLD(X)

{8;7;8;9;8} 0.50 2.00

{7;8;6;8;9} 1.30 0.77

{9;4;10;4;6} 7.80 0.13

3.5 Weight function

3.5.1 Weight function properties

Firstly, we need a general function f (x) allowing to affect
an accurate weight to each period starting from the last one
and going back to old periods. The function that will be used
to play the role of f (x) must verify three properties:

– f (x) should be positive. As a consequence, the affected
weights to the periods will be positive

– f (x) should be decreasing. In this way, the most recent
period will have the highest weight. Then, the weights
will decrease with the going back to the past.

– lim
x→+∞ f ′(x) = 0. The decrease of the weights should

be quicker at the beginning in order to give more impor-
tance to recent periods. Then, the decrease should start
to decline towards the stability, i.e., towards f ′(x) = 0,
in order to not totally exclude old periods but only give
them less importance.

Any instance of f (x), verifying the aforementioned three
properties, can guarantee what we target to reach through
our proposal.

3.5.2 Weight function proposed instance

Many instances of f (x) can be proposed. We cite, for exam-
ple, 1

x ,
1
ex ,

1
ln(x) , etc. All these functions verify the three

aforementioned properties. In thiswork,wewill use the func-
tion 1

ln(x) in the interval [2,+∞[. In fact, 1
ln(x) > 1

x > 1
ex

which allows to obtain higher weight values. Therefore, the
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differentiation between theweights of successive periodswill
be clearer.

In our evaluation process, the function f will take as a
parameter the index of the period for which the associated
weight will be calculated. Since f (x) is decreasing, a period
k will have the index #PN (GL) − k + 2.

The weight of each period will be obtained from a com-
bination of f (x) and T LD(X) so that the temporal locality
degree will contribute in scaling the weights. In the general
case, the combination must ensure the fact that as much as
T LD(X) is high, as much as the weights decrease rapidly.
In other words, the difference between the weights of recent
periods and those of old ones should expand. This allows
us to exploit the effectiveness of the temporal locality in the
concerned access pattern by promoting recent periods.

For an access pattern X , the weight Wk of the period k
will then be as follows:

Wk =
(

1

ln(#PN (GL) − k + 2)

)T LD(X)

= ln−T LD(X)(#PN (GL) − k + 2) (5)

In this way, the value of T LD(X) determines the rate
of decay of the weights when going back to the past. The
higher the value of T LD(X) is, the more recent periods will
be favored over old periods. Besides, the decrease of the value
of T LD(X), which indicates that the temporal locality is not
effective, will reduce the difference between the weights.

The impact of the value of TLD(X) on the weights is illus-
trated inTable 4 for different access patterns.We can note that
the more the temporal locality is effective, the more recent
periods are favored over old periods. Note that the difference
between the weights is significant when T LD(X) is high.

It is worth mentioning that two extreme cases exist, which
are as follows:

– The first occurs when the same number of requests is
repeated over time, i.e., V (X) = 0. This represents the
maximum temporal locality degree. The last period will
be considered, in this situation, as a sufficient indica-
tion of future popularity. Therefore, our measurement
will rejoin the third category measurements where the
dataset lifetime factor is neglected.

Table 4 Impact of the temporal locality degree on the weights

Access pattern Weight of each period

X TLD(X) W5 W4 W3 W2 W1

{8;7;8;9;8} 2.00 2.08 0.83 0.52 0.39 0.31

{7;8;6;8;9} 0.77 1.33 0.93 0.78 0.69 0.64

{9;4;10;4;6} 0.13 1.05 0.99 0.96 0.94 0.93

Fig. 4 Accuracy versus calculation efficiency tradeoff

– Whereas the second case arises when there is no tempo-
ral locality at all, i.e., T LD(X) ≈ 0. In this situation, all
the weights will be almost equal because there is no need
to differentiate between the requests on the basis of their
timestamps. The calculation process will behave like it is
calculating the mean of the number of requests through-
out replica lifetime. Indeed, all the requests will have the
weight value equal to 1. Our measurement meets then
the measurements of the second category, i.e., those con-
sidering the number of requests and the replica lifetime
while neglecting the requests distribution over time.

3.6 RID: the proposed measurement

As highlighted above, our purpose is to quantify as a prelimi-
nary stage the intensity of the requests between one given site
S and one given replica R. The measurement is called RI D
as an abbreviation of Requesting Intensity Degree. It calcu-
lates the sum of weights of all requests divided by the sum
of weights of all periods as shown in the following formula:

RI D(S, R) =
∑#PN (GL)

k=1 (Wk × #Requestsk)∑#PN (GL)
k=1 Wk

(6)

According to the value of GL , RI D may move towards
the accuracy target, as it may move towards the calculation
cost diminution. The result of RI D is then subject to a curve
(potential accuracy versus calculation efficiency) which gen-
erally has the form shown in Fig. 4.

A comparison between this figure and Fig. 1 allows to note
that RI D can join the first category measurements whenGL
= Tc, so it will be dedicated specially for the diminution of
the calculation cost, while it can join the fourth category
measurements when GL = 1, so it will focus on the accuracy
of the results even at the expense of the calculation cost. RI D
is then a generalization of the existing measurements and it
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Fig. 5 RID covering of the
other categories

Fig. 6 Impact of the requests distribution over time factor

can cover all the categories. Figure 5 illustrates the different
cases when RI D joins the other categories.

3.7 Illustrative examples

3.7.1 Impact of the requests distribution over time

The impact of the requests distribution over time on RI D is
shown by some illustrative examples in Fig. 6.

A first access pattern X1 = {1;0;1;0;1;1;0;2;3;3} repre-
sents the partition over 10 periods of 12 requests associated to
a replica and coming from a given site. In this case, TLD(X1)
= 0.86 which gives RI D = 1.53. For the same number of
requests and the same temporal locality degree, timestamps
of requests are varied in order to note the influence on the
results of the requests distribution over time. The access pat-
tern after modifications is then X2 = {3;3;2;0;1;1;0;1;0;1} in
which the majority of the requests have old timestamps. X2
gives RI D = 1.04.
Noteworthily that while having the same TLD value, the
RI D value of X1 is higher than that of X2. The difference
reaches 0.49, although we maintained the same number of
requests and the same temporal locality degree. This is due
to the recency of the requests in X1.

Let us now consider X3 and X4 in which we varied
the requests timestamps, as we did earlier, while this time
under a higher temporal locality degree. We then have X3 =
{0;0;1;1;1;1;1;2;2;3} and X4 = {3;2;2;1;1;1;1;1;0;0} which
gives TLD(X3) = TLD(X4) = 1.32. The RI D of X3 is equal
to 1.69, while for X4, RI D = 0.80.
The advantage of X3 is due to the recency of its requests.
Furthermore, the difference in this case is expanded (equal
to 0.89) because the comparison is made under a higher tem-
poral locality degree. This offers more importance to the
requests distribution over time. Likewise, low temporal local-
ity degree will reduce the difference between the weights of
old and recent requests which downgrades the impact of the
requests distribution over time.

3.7.2 Impact of the number of requests factor

The number of requests issued by a given site towards a given
replica is the parameter which has the most influence on the
results. Indeed, any variation in the number of requests will
cause a significant change in the result. However, this change
is subject to the timestamps of the added/removed requests.
In this respect, changes in old requests have less impact than
those in recent requests. Some examples are shown in Fig. 7.
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Fig. 7 Impact of the number of requests factor

We consider an access pattern X1 = {0;1;1;2;3;3;2;1;1;0}
with TLD(X1) = 0.96. On the one hand, a new request
is added to the last period. The access pattern is then
X1’ = {0;1;1;2;3;3;2;1;1;1}, which gives TLD(X1’) = 1.18
and therefore RI D = 1.41. On the other hand, a new
request is added to the first period. We then obtain X1” =
{1;1;1;2;3;3;2;1;1;0} which gives RI D = 1.22, under the
same temporal locality degree equal to 1.18. The difference
between X1’ and X1” is then equal to 0.19.

Now, we will remake the same process by adding a new
request as we did earlier, but this time under higher tempo-
ral locality degree. Indeed, we take an access pattern X2 =
{1;1;1;1;3;3;1;1;1;1} having TLD(X2) = 1.56. A new request
is added to the last period. So, we obtain a new access pattern
X2’ = {1;1;1;1;3;3;1;1;1;2}, which gives TLD(X2’) = 1.54,
and therefore RI D = 1.58. Then, a new request is added to
the first period. We then obtain X2” = {2;1;1;1;3;3;1;1;1;1}
which gives, under the same temporal locality degree, RI D
= 1.32. The difference between X2’ and X2” is equal to 0.26.

The impact of adding a new request is subject to its
timestamp. A recent request causes an increase in the value
of RI Dmore than an old one. Moreover, the impact of a new
request on RI D increases with the augmentation of the tem-
poral locality degree. The samedeductions are obtainedwhen
we remove a request. However, in this case, the value of RI D
will decrease according to the timestamp of the removed
request.

4 Usages of the requesting intensity degree

In the following paragraphs, some usages of RI D are pre-
sented and can be used as a basis for the design of new
replication strategies. These strategies necessarily rely on
some other parameters, in addition to RI D, to take their deci-
sions. However, we will focus here mainly on the manners
that illustrate how RI D can be exploited into these strategies.

Firstly, in order to model the treatment of data in the
distributed system, we will consider that the system stores

several datasets and each dataset has multiple replicas. These
replicas are distributed through the sites of the system. We
consider that there are p distinct datasets {D1, D2, …, Di ,
…, Dp}. For each dataset Di , there aremi replicas. The repli-
cas of Di are then denoted Di1, Di2, …, Di j , …, and Dimi .
Each replica Di j is requested by nDi j different sites {S1, S2,
…, Sk , …, SnDi j }.

Once we obtain an evaluation of the requesting intensity
degree between a site Sk and a replica Di j , i.e., RI D(Sk ,
Di j ), we can employ this information in multiple uses. This
is detailed in the following paragraphs.

4.1 Measuring replica popularity

If we browse all the nDi j requesting sites for one given replica
Di j , we can obtain a useful parameter that will be denoted
Replica_Popularity and calculated as follows:

Replica_Populari t y(Di j ) =
nDi j∑
k=1

RI D(Sk, Di j ) (7)

This parameter can be used in evaluating the placement of
a replica w.r.t. its requesting sites. It can underpin solutions
for the following problems:

– Which replicas should be removed from a storage ele-
ment if there is not enough space to accommodate new
ones? We can exploit the replica popularity to determine
the set of replicas that should be removed while taking
into consideration other important parameters, like the
storage capacity and the distribution of the replicas of
the same dataset among sites. From a stand-alone pop-
ularity view, replicas stored in the storage element can
be ranked based on their popularity. Least popular ones
have priority to be removed.

– Are the replicas well distributed in the system? The
replicas distribution quality is an important parameter
that must be considered in replication management [17].
Indeed, a replication strategy can be evaluated based on
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the distribution quality pre-existing before the strategy
is invoked and the distribution quality generated after
[19]. Also, other evaluation metrics, such as response
time and ENU, can be corrected to make the eval-
uation more objective by considering the distribution
quality pre-existing before launching the strategy [20].
The quantification of the distribution quality is based on
the evaluation of the placement of all the replicas of the
system. As an improvement of the distribution quality
assessment, the process can rely on the replica popularity,
in addition to other parameters, to evaluate the placement
of each replica.

– Which replica should be updated? There are two kinds
of update propagation strategies, namely eager and lazy
[34,46]. In eager strategies, all replicas are updated at
the same time. However, in lazy strategies, replicas are
updated progressively (one after another) until covering
all replicas. In the case of lazy replication strategies, the
choice of the replica to be updated first is an important
issue. In this respect, measuring each replica popularity
could serve for obtaining a replicas update order. When
a dataset is updated, its replicas can be ranked based on
their popularity. Themost popular replica will receive the
update before the others and so on.

4.2 Measuring dataset popularity

4.2.1 Dataset popularity w.r.t. the entire system

If we browse all the nDi j requesting sites for all the mi

replicas of a given dataset Di , we can obtain the parameter
Dataset_Populari t y. This parameter measures the popu-
larity of a given dataset relatively to the entire system. The
dataset popularity of Di is given by the following formula:

Dataset_Populari t y(Di ) =
mi∑
j=1

Replica_Populari t y(Di j )

(8)

This parameter is useful in solving several problems in repli-
cation strategies. We mention for example:

– When to do replication? Dataset_Populari t y can help
to decide the best time to do replication. For exam-
ple, when Dataset_Populari t y(Di ) exceeds a certain
threshold, the dataset Di deserves to be replicated since
considered as popular.

– Any dataset should be replicated? The datasets can be
ranked based on their popularity using the parameter
Dataset_Populari t y. The most popular datasets will
have the priority for replication.

4.2.2 Dataset popularity w.r.t. one given site

A site S not having a replica of the dataset Di carries out
remote accesses to read Di from other sites. So, if we browse
all the requests carried out by the site S for the remote replicas
of Di , we will obtain how much this site needs a replica of
Di . This is done as follows:

Site_Dataset_Populari t y(S, Di ) =
mi∑
j=1

RI D(S, Di j )

(9)

This parameter can underpin some replication strategies:

– It can help to decide where to place a new replica of a
given dataset Di . Indeed, the most needing site for this
replica according to Site_Dataset_Populari t y will
have the priority to obtain a new replica of Di .

– For the strategies that use optimal number of replica
(ONR) to decide how many replicas must exist in the
system, they have to create new replicas if the current
number of replicas is lower than (ONR). In this case,
the parameter Site_Dataset_Populari t y can be used
to decide which replicas should be created as well as their
locations.

4.3 Measuring site popularity

Let us consider a given site S which stores n different repli-
cas denoted as follows: {R1, …, Ri , …, Rn}. If we browse
all the n replicas of S and calculate their popularity using
Replica_Populari t y(Ri ), we can quantify how much S is
popular. For this purpose, the following formula is used:

Site_Populari t y(S) =
n∑

i=1

Replica_Populari t y(Ri )

(10)

This parameter can be used to predict the workload of a given
site in the near future based on the popularity of the replicas it
contains. A site having a large set of popular replicas will be
classified as overloaded. We can use this key information in
load balancing strategies by deciding which sites should be
accessed in such a way the system will not be overloaded. In
addition, a site whichwill perform a remote access to get data
has, in general, an alternative choice among several replicas
situated in several other sites. To avoid the system overload,
it is better to access sites that have low Site_Popularity val-
ues since those sites are not overloaded by requests for the
replicas they contain.
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5 Experimental study

We will test the performances of RI D experimentally using
the OptorSim simulator [5,9] applied on the CMS testbed
configuration [10]. OptorSim was developed by European
data grid projects and is written in Java. It provides a frame-
work to simulate the real grid environment. It consists in
several sites and a Resource Broker. Each site may contain a
Computing Element and/or Storage Element. The simulation
parameter values and the workload characteristics are given
in Table 5.

We aim to show that RI D is accurate and putting it in
use for replication management is beneficial. Two kinds of
experimental study are then carried out. The first is an eval-
uation of the accuracy of RI D predictions and its degree
of conformity to the reality. The second is a substitution
of an existing popularity measurement by RI D within a
replication strategy to highlight the added value of our
proposal.

5.1 Accuracy of RID predictions

The performances of RI D are compared to those of a mea-
surement from each category of the four measurements
categories (cf. Table 1). Our aim is to verify which one
gives the closest prediction to the reality. In this regard, we
choose #Requests [39] from the first category, RRD [3]
from the second, V SE [33] from the third, and AF [11]
as a representative of the fourth category. Moreover, two
comparison methods will be used to evaluate the accuracy
of RI D.

5.1.1 Difference between the ranking given by a prediction
and the real ranking

We aim to determine how much the ranking of replicas pop-
ularity given by the prediction of each tested measurement is
near to the real ranking.The choice of such evaluationprocess
is argued by the fact that we cannot compare the popularity
values obtained by each measurement since they have differ-
ent units. For this purpose, we calculate the absolute value of
the difference between the prediction rank and the real rank
associated to each replica. Then, for each measurement, we
assess the degree of conformity between its prediction and
the reality based on the total sum of the differences for all
replicas.

As an explanative example of the evaluation process, let
us consider five replicas R1, R2, R3, R4 and R5. The predic-
tion ranking is as follows: R2, R4, R3, R1 then R5. The real
ranking is as follows: R3, R4, R5, R1 then R2. Our compari-
son method for this example is illustrated in Table 6. A low
value of the sum then indicates that the prediction is near to
the reality. In particular, when the sum is equal to zero, we
can deduce the conformity between the prediction and the
reality.

We will put this method in use to compare the popular-
ity prediction given by RI D with the real popularity at the
240thmillisecond.Note thatwe choose the 240thmillisecond
because it allows us to calculate the popularity using enough
historic access patterns. In this regard, we ranked 20 repli-
cas according to RI D. These 20 replicas cover all possible
situations, that is to say replicas of same lifetimes and those
of different lifetimes, replicas of high T LD and those of
low T LD, locally requested replicas and remotely requested
replicas, etc. Then, the real rank is determined based on the

Table 5 Parameter
configuration and workload
characteristics

Parameter Value

Number of datasets 97

Size of each dataset 1000 Mb

Number of sites 20

Storage size at each site 50,000 Mb

Minimum bandwidth 45 Mb/s

Maximum bandwidth 10,000 Mb/s

Maximum queue size 200 jobs the Job Handler can keep in its queue

Job delay 2500 ms between the Resource Broker submitting
each job

Scheduling algorithm for the Resource Broker Scheduling is done using a combination of the
access cost for the datasets and the access cost for
all the jobs in the queue at each computing element

Datasets access pattern Datasets are accessed sequentially in the order stated
in the job configuration file

Initial datasets distribution The original datasets are distributed randomly to the
storage elements
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Table 6 Illustrative example of
the first evaluation process

Replica Prediction rank Real rank Absolute value of the difference

R1 4th 4th 0

R2 1st 5th 4

R2 3rd 1st 2

R4 2nd 2nd 0

R5 5th 3rd 2

Total sum 8

Table 7 Obtained difference values between the rankings given by the
prediction result of each measurement and the real ranking

# Requests VSE AF RRD RID Gain (in %)

240 ms 86 68 42 37 26 30

280 ms 86 72 40 33 25 24

320 ms 84 67 48 42 26 38

360 ms 82 66 48 40 26 35

400 ms 79 77 40 44 28 26

Fig. 8 Comparison of the performances of measurements w.r.t. the
obtained difference values

rest of the execution, i.e., the requests that will occur after
the 240th millisecond. The sum of the absolute values of the
differences between the two rankings is then equal to 26.

The evaluation performed for RI D is also carried out for
#Requests, RRD, V SE and AF . In the same way, the pre-
dictions made in the 240th millisecond are also made in the
280th, 320th, 360th and 400th milliseconds. The results of
these experiments are shown in Table 7 and illustrated in
Fig. 8.

We can note that RI D is more accurate than the other
measurements. The gain reaches 38 % although we always
compare RI D with the best result among those of the four
other measurements.

From another point of view, a comparison between RI D
and #Requests, which gives the worst results, shows the
degree of importance of the popularity parameter. Indeed, in
the 280th millisecond, RI D gives 25 and #Requests gives
86. The gain in this case is equal to 71 %. This significant
difference between the results obtained through these two

measurements highlights the importance of choosing a good
measurement to assess the popularity.

5.1.2 Difference between the site needs given by a
prediction and the real site needs

We present in the following paragraph a second evaluation
process in order to compare the prediction result with the
reality. In this regard, we focus on a set of replicas that a
given site needs to execute its jobs. We then compare the
prediction of future needswith the real future needs. Each site
will be represented by a vector in the vector space generated
by the replicas requested by this site. The coordinates of
this vector represent the weights of each replica. This weight
is calculated based on the rank of this replica in terms of
popularity.

Let us take as an example a site S which requests for three
replicas R1, R2 and R3 with different requesting degrees.
The popularity prediction gives the following ranking: R2,
R3, R1, while the real ranking is: R3, R2, R1.

Each replica will have a weight according to its rank. The
weight of a replica R is calculated in our case as follows:
Weight (R)= 1

rank(R) . Hence, the better the rank is the higher
the weight is. Table 8 shows the weight of each replica. Then,
the vector of the site S will be represented in the vector space
as shown in Fig. 9 where:

Prediction Vector : −−→
P(S)

⎧⎨
⎩
0.33
1.00
0.50

Reality vector : −−→
R(S)

⎧⎨
⎩
0.33
0.50
1.00

In the next step, we will calculate the cosine of the angle

between the two vectors,
−−→
P(S) and

−−→
R(S), to determine the

degree of conformity between the prediction and the reality.
The more the cosine is close to 1 the more the angle is close
to 0 which indicates the conformity between both vectors.
The cosine in our example is then as follows:

cos(
−−→
P(S),

−−→
R(S)) = 0.816 (11)

In the general case, for a vector �V with the coordinates
(V1, V2, …, Vn) and a vector �W with the coordinates (W1,
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Table 8 Weights calculation
w.r.t. the rank of each replica

Replica Prediction rank Prediction weight Real rank Real weight

R1 3rd 0.33 3rd 0.33

R2 1st 1.00 2nd 0.50

R3 2nd 0.50 1st 1.00

Fig. 9 Example of a site
representation on a vector space
generated by its requested
replicas

Table 9 Obtained cosine values of the angle between the vector repre-
senting the real Site16 needs and the vectors representing its predicted
needs

# Requests VSE AF RRD RID

240 ms 0.798 0.796 0.767 0.850 0.875

280 ms 0.652 0.680 0.815 0.829 0.839

320 ms 0.672 0.670 0.714 0.768 0.840

360 ms 0.681 0.806 0.836 0.837 0.914

400 ms 0.674 0.589 0.826 0.833 0.992

W2, …, Wn), the cosine of the angle between �V and �W is
calculated as follows:

cos( �V , �W ) = 〈 �V , �W 〉
|| �V ||.|| �W || =

∑n
i=1(Vi × Wi )√∑n

i=1(Vi )
2 × ∑n

i=1(Wi )2

(12)

This comparison model is exploited in our experiments to
evaluate the prediction accuracy for two sites in the simula-
tor: Site16 and Site17. We choose these sites because they
are the most active ones during the experiments in terms of
requests for various replicas either locally or remotely. The
comparison is done at different timings and for the same five
measurements cited above. The obtained results are shown in
Tables 9 and 10, with their associated histograms in Fig. 10.

While not considering RI D, the prediction accuracy of
the other measurements varies from one moment to another.

Table 10 Obtained cosine values of the angle between the vector repre-
senting the real Site17 needs and the vectors representing its predicted
needs

# Requests VSE AF RRD RID

240 ms 0.620 0.542 0.823 0.831 0.998

280 ms 0.620 0.567 0.823 0.828 0.830

320 ms 0.622 0.622 0.963 0.831 1.000

360 ms 0.650 0.622 0.820 0.832 0.998

400 ms 0.734 0.734 0.890 0.758 0.957

There is indeed no measurement that can be considered as
being the best in all cases. This illustrates the fact that there
is no measurement that is suitable for all situations.

On its side, RI D offers better results than the other four
measurements in all cases. This highlights its adaptivity to all
situations. In addition, the prediction of RI D was near to the
reality several times. A cosine value greater than 0.9 is indeed
obtained six times among ten. The prediction of RI D even
conforms to the reality in the 320th millisecond for Site17
which gives a cosine value equal to 1. In both Tables 9 and
10, bold values emphasize on the results ranging between 0.9
and 1 we obtained through the proposed measurement.

5.2 Benefits of RID in replication management

In this section, the effectiveness of RI D is highlighted by
employing it within a replication strategy. Indeed, we com-
pared the original version of the Periodic Optimiser strategy
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Fig. 10 Comparison of the performances of measurements w.r.t. the obtained cosine values

[6] with a modified version in which we used RI D instead
of the used original popularity measurement. RI D is instan-
tiated with a low value of GL equal to 1 for more accurate
results. We then noticed the difference in terms of perfor-
mances according to the effective network usage (ENU), the
response time (RT)measured inms, and the replication effect
on the distribution (RED) [19]. The RED metric consists in
evaluating the impact of the strategy on the replicas distrib-
ution quality. The results are shown in Tables 11, 12 and 13
respectively.

Obviously, the substitution of the original popularity mea-
surement by RI D has a positive impact on the strategy
performances. This can be noted from the obtained gain

which is proportional to the increase of the number of jobs.
According to the ENU metric, 50 % of the performed repli-
cations have become more effective thanks to RI D. In the
same way, the results of the RED metric indicate that 40 %
of the replicas become better placed when using RI D.

Using an instance of RI Dwhich is dedicated for the accu-
racy goal allows then putting a large number of replicas in
better placements. This will decrease remote accesses and
offer further local ones. As a consequence, this allows also
decreasing the response time. That is why we obtained better
results also in term of response time. However, the gain w.r.t.
thismetric is not significant and does not exceed 5.47%. This
is due to the fact that we opted for an instance of RI D with a

Table 11 Impact of RID on
Periodic Optimiser from the
perspective of the ENU metric

Number of jobs Periodic Optimiser Modified Periodic Optimiser Gain (in %)

100 0.34 0.30 11.76

200 0.28 0.22 21.43

300 0.21 0.15 28.57

500 0.12 0.08 33.33

1000 0.08 0.04 50.00

Table 12 Impact of RID on
Periodic Optimiser from the
perspective of the RT metric

Number of jobs Periodic Optimiser Modified Periodic Optimiser Gain (in %)

100 3410 3244 4.86

200 5266 5012 4.82

300 7023 6781 3.44

500 9408 8937 5.01

1000 14,471 13,679 5.47

Table 13 Impact of RID on
Periodic Optimiser from the
perspective of the RED metric

Number of jobs Periodic Optimiser Modified Periodic Optimiser Gain (in %)

100 0.39 0.43 9.30

200 0.31 0.35 11.42

300 0.26 0.31 16.12

500 0.18 0.25 28.00

1000 0.06 0.10 40.00
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low GL value which is dedicated for the accuracy goal more
than for the diminution of the calculation cost.

6 Conclusion and future work

Correctly assessing data popularity is an important step
towards the design of data replication strategies of high
performance. In this work, we discussed many calculation
methods of data popularity which exist in the literature.
These measurements differ according to the factors taken
into account by each one. A classification of these measure-
ments into four categories is offered, while highlighting their
main drawbacks. We then proposed a new measurement to
assess data popularity. The proposed measurement consid-
ers all the highlighted factors as well as the temporal locality
degree in order to adapt with any access pattern. In addition,
it is generic so it can respond to the application requirements
w.r.t. the tradeoff between calculation cost and result accu-
racy. This measurement is also useful in different contexts
and can be exploited by several strategies towards multiple
uses. Several experiment results were analyzed and allowed
us to prove the effectiveness of the proposed measurement.

Future researchwork includes designing replication strate-
gies for distributed systems based on the data popularity
measurement proposed in this work in addition to other para-
meters.We also plan to design and evaluate a new instance of
the proposed measurement which will be mainly dedicated
for Read/Write systems. In this instance, another parame-
ter will be added to analyze the quality of each request. It
will distinguish between requests generating dirty reads and
those requests generating proper reads. The proposal of an
adaptive process for setting the value of GL according to
the system/user requirements constitutes also an interesting
issue.
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