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Abstract Analyses and applications of big data require
special technologies to efficiently process large number of
data. Mining association rules focus on obtaining relations
between data. When mining association rules in big data,
conventionalmethods encounter severe problems incurred by
the tremendous cost of computing and inefficiency to achieve
the goal. This study proposes an evolutionary algorithm to
address these problems, namely Niche-Aided Gene Expres-
sion Programming (NGEP). TheNGEP algorithm (1) divides
individuals to several niches to evolve separately and fuses
selected niches according to the similarities of the best indi-
viduals to ensure the dispersibility of chromosomes, and (2)
adjusts the fitness function to adapt to the needs of the under-
lying applications. A number of experiments have been per-
formed to compare NGEP with the FP-Growth and Apriori
algorithms to evaluate the NGEP’s performance in mining
association rules with a dataset of measurement for envi-
ronment pressure (Iris dataset) and an Artificial Simulation
Database (ASD). Experimental results indicate that NGEP
can efficiently achieve more association rules (36 vs. 33 vs.
25 in Iris dataset experiments and 57 vs. 44 vs. 44 in ASD
experiments) with a higher accuracy rate (74.8 vs. 53.2 vs.
50.6% in Iris dataset experiments and 95.8 vs. 77.4 vs. 80.3%
in ASD experiments) and the time of computing is also much
less than the other two methods.
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1 Introduction

Big data is an all-encompassing term for any collection
of data setswhich are very large and complex [1]. The trend to
larger data sets is due to the additional information derivable
from analysis of a large set of related data, allowing correla-
tions to be found to “spot business trends, prevent diseases,
combat crime and so on [2–5].

Data obtained by a variety of complex data system is often
a series of isolated data [6,7]. Big data system is constructed
by a number of inter-related data [8], therefore, correla-
tions among big data should be observed for further analysis
and applications. Correlation analysis should be certainly an
important foundation for big data science [9,10].

Association rules mining have been extensively studied
relations between variables in large databases [4,11]. It is
intended to identify strong rules discovered in databases
using different measures of interestingness [12]. Based on
the concept of strong rules, Rakesh Agrawal et al. introduced
association rules [13] for discovering regularities between
products in large-scale transaction data recorded by point-of-
sale (POS) systems in supermarkets. Such information can
be used as the basis for decisions about marketing activities
such as, e.g., promotional pricing or product placements. In
addition to the market basket analysis association rules are
employed today in many application areas including Web
usage mining, intrusion detection, Continuous production,
and bioinformatics [14]. In contrast with sequence mining
[15], association rule learning typically does not consider
the order of items either within a transaction or across trans-
actions.

Association rules are usually required to satisfy a user-
specified minimum support and a user-specified minimum
confidence at the same time. Association rule generation
is usually split up into two separate steps: First, minimum
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support is applied to find all frequent item sets in a database.
Second, these frequent itemsets and theminimumconfidence
constraint are used to form rules.

Some well known algorithms are Apriori, Eclat and FP-
Growth. Apriori [16–18] is the best-known algorithm tomine
association rules. It uses a breadth-first search strategy to
count the support of item sets and uses a candidate genera-
tion function which exploits the downward closure property
of support. Eclat [19] (alt. ECLAT, stands for Equivalence
Class Transformation) is a depth-first search algorithm using
set intersection. FP stands for frequent pattern, in the first
pass, the FP- Growth [20] algorithm counts occurrence of
items (attribute-value pairs) in the dataset, and stores them
to “header table”. There are also others algorithms based on
constraints such as Context Based Association Rule Min-
ing Algorithm and Node-set-based algorithms. CBPNARM
[21] is the newly developed algorithm developed in 2013 to
mine association rules on the basis of context. It uses context
variable on the basis of which the support of an item set is
changed and the rules are finally populated to the rule set.
FIN [22], PrePost [23] and PPV [24] are three algorithms
based on node sets. They use nodes in a coding FP-tree to
represent item sets, and employ a depth-first search strat-
egy to discovery frequent item sets using “intersection” of
node sets. Another type of methods applied for association
rules mining are based on evolution algorithms, for instance,
Genetic Algorithm (GA) was applied to explore the rules in
a certain database and was shown its advantages [25].

Big data requires exceptional technologies to efficiently
copewith large number of datawithin tolerable elapsed times
[5,26,27]. Although these methods have achieved a great
deal in obtaining association rules, there are some drawbacks
appearing with the increasing of the data [20–23]. The first
one is the computing cost. While these methods are applied
in a very large dataset, it needs to search databases much
more times to form frequent item sets. The second one is the
efficiency of the exploring of the rules.With the data growing
up, some rules will be missed and the accuracy of the results
obtained will be decreased. Themotivation of this research is
to explore an association rules mining algorithm which can
address the defects mentioned above in big data.

Gene Expression Programming (GEP) is a salient
approach in creating computer programsdenoting the learned
models and/or discovered knowledge [28,29]. It differs from
these evolutionary approachesmainly in chromosome encod-
ing. GEP encodes individuals as chromosomes and imple-
ment them as linear stings with fixed lengths [30]. GEP
algorithm begins with randomly generating linear fixed chro-
mosomes for individuals within the initial population. Each
individual is judged by a fitness function for each evolution
generation. The individuals are then reserved by fitness val-
ues to reproduce the modification. The new individuals are
subjected to the same process. The evolution process will

continue till it reaches a pre-specified number of generations
or a solution is found.

In GEP, keeping the diversity of chromosome plays an
important role in the evolution process. A novel algorithm,
Niche-Aided Gene Expression Programming (referred to as
NGEP) is introduced in this study.Niche technology [31] per-
forms efficiently while solving multi-objective optimization
problems. According to the properties of Niche technology,
NGEP will divide the entire population into several niches
and apply the evolution operators on each niche separately
which would enhance the diversity of the population, and
also extend the scope of search.

A dataset of measurement for environment pressure
(MEP) and An Artificial Simulation Database (ASD) have
been tested to check whether a NGEP algorithm is capable of
solving association rule mining problems. In experiments on
the Iris data set from UCI Machine Learning Repository, an
optimal parameter setting has been giving and a performance
comparison has been made between NGEP, FP-Growth and
Apriori. In the ASD test, three methods are evaluated for
association rule mining problems with the data increasing
in a large datasets. Results show the proposed algorithm is
efficient in addressing these problems.

The remainder of this paper is organized as follows: Sect.
2 recaps some relevant concepts about the association rules
and a brief introduction onGEP. Section 3 presents theNGEP
algorithm for association rule mining problems. In Sect. 4,
we present the experiments and results of using NGEP to
dealing with association rules problems. We concluded the
paper and present the future work in Sect. 5.

2 Fundamentals of association rules and GEP algorithm

Big data requires the relations of data from the large and
complex dataset [32]. Association rules mining is applied to
explore the interesting rules from the set of all possible rules,
constraints on various measures of significance and interest
can be used [18].

2.1 Association rules

Let Dmbe a set of transactions, that is,Dm ={d1, d2, . . . , dm};
all the transactions are comprised of an item set An , (Item
set An is a set of abstract symbols, An = {a1, a2, . . . , an}).
The association rule over Dm is an expression of the form:
X ⇒ Y, X ∈ An,Y ∈ An , and X ∩Y = φ. Each association
rule has twomain attributes: support (spt (X ⇒ Y, Dm)) and
confidence (cn f (X ⇒ Y, Dm)) to reflect its importance to
Dm . An association rule is strong if its support and confi-
dence are not less than minimum support value (min_spt)
and minimum confidence value (min_cnf) respectively.
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Table 1 A supermarket database

Transaction ID Bread Beer Butter Milk

1 1 1 0 1

2 0 0 1 0

3 0 1 0 0

4 1 0 1 1

5 1 0 0 0

To illustrate Association rules, Table 1 shows a small
example from the supermarket domain. The set of items is
An = {bread, beer, butter,milk} and a small database con-
taining the items (1 codes presence and 0 absence of an item
in a transaction) has 5 transactions. An association rule for
the supermarket could be {butter, bread} ⇒ {milk} meaning
that if butter and bread are bought, customers also buy milk.

In big data applications, a rule needs a support of thou-
sands or millions transactions before it can be considered
statistically significant, and datasets often contain billions of
transactions.

2.2 GEP algorithm

Gene Expression Programming (GEP) is a powerful evolu-
tionary method which overcome the common drawbacks of
GA and GP [28]. Similar to GA and GP, GEP follows the
Darwinian principle of the survival of the fittest and uses pop-
ulations of candidate solutions to a given problem in order
to evolve new ones [33]. The difference amongst GEP, GA
and GP is the way in which individuals of a population of
solutions are represented [31]. Although GEP has a simple
and linear form, it is the most flexible and powerful method
in solving complex problems.

In GEP, an individual (chromosome) is represented by a
genotype, constituted by one or more genes. A chromosome
is a linear and compact entity, which can be easily manipu-
lated with genetic operators such as mutation, crossover, and
transposition.

When usingGEP to solve a problem, there are five compo-
nents should be specified: the function set, the terminal set,
the fitness function, GEP control parameters, and the stop
condition:

Generation of the initial population of solutions is the first
step. This can be done by using a random process. The indi-
viduals are then expressed as expression trees (ETs, an exam-
ple is given in Fig. 1), which can be evaluated according to
a fitness function that determines how good a solution is in
the problem domain. According to the value of each chro-
mosome evaluated by the fitness function, the operator on
the selected chromosomes will be applied such as crossover,
mutation and rotation. If a solution of satisfactory quality is

Gene:  a b¬c

RT:

a

b ¬

c

a b ¬c

Fig. 1 chromosome (gene) and its RTs

found, or a predetermined number of generations are reached,
the evolution stops and the “best-so-far” solution is returned.

2.3 Chromosome encoding for association rules

In GEP, chromosomes can be expressed as ETs, which can be
also mapped into Rule Trees (RTs) [34]. Each chromosome
is a character string in fixed-length, which can be composed
of any element from the function set or the terminal set. Each
gene has a head and a tail. The size of the head (h) is defined
by the user, but the size of the tail (t) is obtained as a func-
tion of h and a parameter n (the number of elements of the
function set). The tail size can be calculated by the following
equation:

t = h ∗ (n − 1) + 1 (1)

In Table 1, RTs can be composed of any element from
the function set or the terminal set. The former consists of
3 logical symbols (that is, “∧ for and”, “∨ for or” and “¬
for not”), while the latter, comes from the items attribute set
An = {a(bread), b(beer), c(butter), d(milk)} .

The RT shown in Fig. 1 corresponds to a sample chro-
mosome, and can be interpreted in an association rule. The
chromosome is constructed by six elements, i.e., “∧a∨b¬c”.

The initial population is composed of several individu-
als that related to all kinds of RTs generated in real-world
applications. After being applied with generation operators,
the individuals will survive or die according to their fitness
values.

GEP uses genetic operators, i.e., mutation, transposition,
and crossover, to create variations for evolution. A muta-
tion operator introduces a random change into symbols at
any position in a chromosome [28]. A transposition oper-
ator transports the sequence elements of gene to another
place. The crossover operator chooses and pairs two chro-
mosomes to exchange some elements between them [35].
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How to efficiently create variation depends on the nature of
the complex problem under investigation.

Generally, after applying genetic operators to create vari-
ation in each generation, GEP selects some individuals and
copies those into the next generation based on their fitness,
such as simple elitism [36] and cloning of the best individual.
Typically, roulette-wheel method [28] is used in many GA
[37] and GP algorithms [38].

References [30,39] take the following formula to evaluate
a chromosome:

fitness(X ⇒ Y ) = ∂s × (spt(X ⇒ Y, Dm) − min _spt)

+ ∂c × (cnf(X ⇒ Y, Dm) − min _cfd)

(2)

where ∂s, ∂c are the castigation coefficients of support and
confidence respectively; however, the above fitness function
may easily lead to “false rules”, that is:

spt(X ⇒ Y, Dm) − min_spt < 0

and cnf(X ⇒ Y, Dm) − min_cfd ≥ spt(X ⇒ Y, Dm)

−min_spt (3)

or

cnf(X ⇒ Y, Dm) − min_cfd < 0

and spt (X ⇒ Y, Dm) − min_spt ≥ spt (X ⇒ Y, Dm)

−min_c f d (4)

If either of above condition is satisfied, we can obtain that
f i tness(X ⇒ Y ) ≥ 0.Nevertheless, such kind of individual
cannot satisfy the strong rule. To address this problem, a
modified fitness function is proposed here. First of all, we
define an operation “Or-multiple, ⊗”:

Definition 1 Suppose two real numbers x, y ∈ [−1, 1].
Both of them can be denoted as x = a × 10m, y = b × 10n ,
where a, b /∈ (−1, 1),m, n ∈ (−∞, 0]. Then we have:

x ⊗ y =
{
a + b > 0, if a > 0, b > 0
0 else

(5)

Then a new fitness function (fitness∗(X ⇒ Y )) which
improves the formulary 2 can be obtained as follows:

fitness∗(X ⇒ Y ) = [
∂s × (spt(X ⇒ Y, Dm) − min _spt)

]
⊗ [

∂c × (cnf(X ⇒ Y, Dm) − min _cfd)
]

(6)

3 NGEP for association rules mining

The fundamental of niche technology is to divide the entire
population into several niches, which have the same size
under the initial condition; however, as the evolutionary
process goes forward, the size will adjust adaptively in a

dynamic way according to the mean fitness of each niche.
Moreover, each niche may control its population by setting
the maximum size MAX and minimum size MIN. And vari-
ous kinds of genetic operations towards chromosomeare only
performed in each niche itself. Such technology enhances the
diversity of the population to a large extent, and also makes
the scope of search wider and more extensive [30,40].

3.1 Flow of NGEP algorithm

A NGEP process can be separated into several parts includ-
ing: (1) population initialization; (2) genetic operation, selec-
tion and reserving; (3) revealing the global solution. The
NGEP algorithm flow can be illustrated in Fig. 2:

Fig. 2 NGEP algorithm flow
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Step 1 Set the parameters: chromosome’s head length,
the operation rate of each operator, the function set and the
terminal set;

Step 2 Initialize the population P, set the number of niches
as well asMAX andMIN, and then divides the chromosomes
into these niches equally;

Step 3 Use evolution operators on each niche (see Algo-
rithm 2), and take the solution set(OP(P(t + 1),∞))into a
kernel set of niches as the computation result in this genera-
tion;

Step 4 Find the similarities among the best individuals
from each niche; fusion will be operated according to Algo-
rithm 1;

Step 5 If the global optimal solution is found or the preset
maximum number of generations is reached, end the evolu-
tion process. Otherwise, go to Step 3.

3.2 Niche fusion

Considering the isomorphism of best individuals (that is,
Hamming Distance [30] between them is less than a thresh-
old; in this paper we define these two individuals as isomor-
phic chromosomes) may be generated in some niches during
the evolution, the fusion-algorithm is required to be done on
the niches so as to maintain the diversity of population and
avoid the emergence of redundancy rules. Two niches can be
fused by algorithm 1.

Algorithm 1 Niche Fusion

➀ Merge all individuals of two niches (which are sup-
posed as nich1 and nich2, and before fusion, their
sizes are s1 and s2 respectively) to be fused into nich1;
go to ➁;

➁ Examine the similarity of nich1 so as to exclude iso-
morphic chromosomes for fusion, and then obtain
the size s’1 of the modified nich1; go to ➂;

➂ If s’1 is bigger than MAX, redundant individuals
will be selected out by Roulette Wheel; then adjust
s’1 and go to ➃; else go to ➄;

➃ If s’1is smaller than MIN, the new individual will be
introduced randomly until the smallest size is satis-
fied; then adjust s’1 and go to ➄;

➄ Construct nich2randomly, andmake the equation sat-
isfy s’2 = s1 + s2–s’1.

3.3 Niche evolution

The algorithm listed below is shown how to obtain the opti-
mal rule set. Let Si ,i = 1,2,…,m, (where m is the number of
niches) be the next generation evolved from current genera-
tion P(t)i , and then we have:

Algorithm 2 Niche Evolution

➀ Genetic operations such as crossover and mutation
are executed in the internal of all niches P(t)i so as to
obtain child generation Si , and then merge the next
generation S into the parent niche populations to gain
P(t + 1)i = P(t)i ∪ Si ; go to ➁;

➁ Select the top 10% individuals depending on the
fitness from the set P(t + 1)i ; and then make a
Cartesian product over them to obtain the solution
set(OP(P(t + 1),∞))which is regarded as the out-
puts of current niches; go to ➂;

➂ Apply Elitist Strategy to select a pre-given of best
individuals from the child generation to substitute
for worst ones from father generation in the same
amount.

4 Tests and evaluation

A series of experiments has been performed to evaluate the
performance of NGEP for association rules mining. We first
assess the performance of NGEP algorithm through a data-
base of measurement for environmental pressure. After that,
we compared the performance of NGEP with FP-Growth
and Apriori on an Artificial Simulation Database (ASD). All
experiments were executed over a desktop computer with
configurations: CPU (Intel Core i5-540M, 2.53GHz); RAM
(8GB), Operating System (Windows 7 Professional).

The parameters presented in Table 2 were specified with
empirical values as suggested in [28,41,42].

All experiments are repeated independently for 100 trials.
Besides, we introduce a quantitative analytical function to
evaluate the diversity of rule set. Population (rule set) diver-
sity can be defined as follows:

DIVpop =

N∑
m=1

N∑
n=1

dm,n

N 2 (7)

Where N is population size, and dm,n represents the
Hamming distance between two certain Individualsm and n.

4.1 Problem of Iris data set

In this subsection, experiments for association rules mining
on an Iris data set are carried out to test the effectiveness
of NGEP Algorithm. The Iris data set from UCI Machine
Learning Repository can be downloaded from “http://www.
sgi.com”. The data set contains 4 attribute items includ-
ing “sepal-length”, “sepal-width”, “petal-length” and “petal-
width” and owns 150 samples.We select the first 100 records
as a training set, hoping to find out the association rules

123

http://www.sgi.com
http://www.sgi.com


582 Cluster Comput (2015) 18:577–585

Table 2 Parameters for NGEP
Parameter Description Parameter Description

Function set F = ∧,∨,¬ stands for three basic operations such as and (∧), or
(∨) and not (¬) respectively

Terminal set Item attribute set (An)

Population size 100 Constants set Randomization

Head length 5 Crossover rate 0.33

Number of genes 3 Mutation rate 0.01

Linking function ∧ Selection Roulette wheel

IS transposition rate 0.1 Generations 1,000

RIS transposition rate 0.1 Number of Niches 5

Gene transposition rate 0.1 Gene recombination rate 0.1

Maximum size of Niche 60 Minimum size of Niche 10

Table 3 Result of ASD

Algorithm Time (s) Number
of rules

Accuracy
rate (%)

Prediction
rate (%)

NGEP 12.3 36 74.8 67.3

FP-Growth 18.6 33 53.2 51.1

Apriori 21.4 25 50.6 48.4

between the above items. The rest 50 records are used for
testing. First of all, the data set is preprocessed; and each
above attributes are giving by two values (i.e. “low, short” for
“sepal-length” and “petal-length”; “wide, narrow” for “sepal-
width” and “petal-width”). NGEP, Apriori and FP-Growth
algorithms are applied to the experiments of association rules
mining on the Iris data set.

Table 2 summarizes the experimental results, whereAccu-
racy Rate refers to the average of the accuracy for each run
of the experiments and Prediction Rate for Testing Set refers
to the average of the prediction accuracy for each run of the
experiments on the testing data set. As seen from Table 3,
for the average values over the 100 runs, NGEP has consis-
tently achieved a higher accuracy value and a low time cost,
besides, NGEP can get more rules from the data set.

Figure 3 shows the curve of diversity value ofNGEP. From
generation 0 to generation 1,000, the value of NGEP is 22
or so. Even in the 700th generations the value of DIV of
NGEP is still high. As the solution is undergoing, the diver-
sity decreases in general (which is reasonable), but it still
maintains relatively high, which makes it have the capability
of obtaining new solutions and not easy to converge to the
local optimization. Table 4 shows some rules obtained by
NGEP.

4.2 Artificial simulation database (ASD)

An artificial simulation database was build to evaluate the
performance of NGEP, FP-Growth and Apriori with the data

Fig. 3 Diversity of NGEP

Table 4 Rules of Iris by NGEP

Chromosome Connected association rule

Rule1 ∧ ∨ ∧¬heehfea
e¬ ∨ ∨∨faabbc
¬f∨ ∧ ∧bddfce

If petal-length is short, then Iris is
Setosa

Rule2 ∨∨cd¬dadfbec
∧¬¬ggbefdgc
∧∨hb¬bcaefhh

If petal-width is wide, then Iris is
Virginica

Rule3 ∧ ∧ ∧g¬gghahe
¬¬ ∨ ¬eebfcdg
∧aegeaacgbh

If sepal-length is short, petal-length
is short and petal-width is narrow,
then Iris is Setosa

Rule4 ∧ ∧ ∧e¬gafcdh
∧∧c¬abedhga
¬¬ ∨ ¬ffbfhgc

If sepal-width is narrow, petal-length
is long and petal-width is narrow,
then Iris is Virginica

Rule5 g∧ ∨ ¬bdcaecae
∧c∨d¬dfebae
∧¬∧efebahcb

If sepal-length is short, sepal-width
is narrow, petal-length is short and
petal-width is narrow, then Iris is
Setosa

Rule6 ¬ ∧ ∧¬bhagcdd
∧ ∧ ∧bdddecab
∧¬∧e¬cfhehc

If sepal-length is long, sepal-width is
wide, petal-length is long and
petal-width is wide, then Iris is
Virginica
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increasing sharply. The database D consists of 10,000 trans-
actionswith the item attribute set An containing ten attributes
{a1,a2,a3,…,a10}, among which {a9,a10} exists as the dis-
turbance attribute. Let min_spt= 0.1 andmin_cnf= 0.5. The
database is established by the three following rules:

(a1 ∧ a2) ∨ (¬a3) → a6, (a2 ∨ a3) ∧ a4 → a7,

And (¬a3) ∧ (a4 ∨ a5) → a8;
To evaluate the performance of three methods while deal-

ing with big data problems, experiments were carried out
separately with three number of transaction: 3,000, 6,000
and 10,000.

As shown in Fig. 4, NGEP performs better than FP-
Growth and Apriori do in association rules mining prob-
lems. With the increasing number of transactions, the dif-
ferences amongst NGEP, FP-Growth and Apriori increase
significantly. NGEP maintains a rule number higher than 46
while that using FP-Growth gently increase from 33 to 44
and that using Apriori is from 35 to 44. The success rates
also indicate that NGEP can ensure an accurate rules min-
ing.

It also can be indicated that NGEP executes extremely
faster than FP-Growth and Apriori do with the number of
transactions increasing when achieving the above successes.
When the transactions grows up from 3,000 to 1,000, the
execute time of NGEP increase from 36.3 to 107.6 s, while
that of FP-Growth is from 43.2 to 485.4 s and for Apriori is
from 58.6 to 574.3 s.

5 Conclusions and future work

Analyses of big data request new methods to meet the
demands of applications. To overcome the drawbacks of tra-
ditional methods, we examined the feasibility and effective-
ness of a Niche-aided GEP approach to solving association
rules mining problems in big data. The niche method com-
bined with GEP is designed to explore association rules in
large quantities of data set. The procedure of NGEP begins
with the people initialization, and then divides individuals
into eachniche.Evolutionoperators are applied on eachniche
and then some of the sub-niches are fused according to the
similarity of best individuals. After that, Cartesian product
operation is applied in the kernel set of niches to generate
better outputs.

A series of experiments have been carried out to have an
in-depth investigation on the performance of the proposed
NGEP. For the iris data set, ten sets of experiments have
first been performed to assess the efficiency of NGEP. The
results show that the number of rules obtained using NGEP
can reach a high value and the execution time is less than
the other methods. We then applied the NGEP algorithm on
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Fig. 4 Experimental results with NGEP, FP-Growth and Apriori. a
Number of Rules: with the number of transactions increasing, rules
obtained from NGEP increases from 46 to 48 and then to 57, while that
of FP-Growth grows up from 33 to 41 and then to 44, and that of Apriori
raises from 35 to 42 and then to 44. b Success rate: the success rate of
NGEP remains higher than other two methods. While in number 3,000,
the success rate ofNGEP is 0.843, while that of FP-Growth is 0.763, and
Apriori is 0.792. While in number 6,000, the results are (0.946, 0.788
and 0.806). While in number 10,000, the results are (0.958, 0.774 and
0.803). c Time: with the number = 3,000, the time results for NGEP,
FP-Growth and Apriori are (36.3, 43.2 and 58.6 s). With the number =
6,000, the results are (74.2, 132.6.4 and 184.7 s). With the number =
10,000, the results are (107.6, 485.4 and 574.3 s)

ASD to evaluate the ability of association rules mining with
the data increasing sharply. In comparison with FP-Growth
and Apriori, the number of rules obtained using NGEP are
always higher than the other methods. Especially the conver-
gence speeds of NGEP are higher than those of FP-Growth
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and Apriori (e.g., with transactions is 10,000, the execution
time are 107.6 s (NGEP) vs. 485.4 s (FP-Growth) vs. 574.3 s
(Apriori)).

For future work, we will consider other measures of inter-
estingness for rules such as Collective strength and Convic-
tion [12]. Another interesting work is to use NGEP on fuzzy
association rules and the categorical attributes [43,44].
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