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Abstract In cloud computing, service providers offer cost-
effective and on-demand IT services to service users on the
basis of Service Level Agreements (SLAs). However the ef-
fective management of SLAs in cloud computing is essential
for the service users to ensure that they achieve the desired
outcomes from the formed service. In this paper, we intro-
duce a SLA management framework that will enable service
users to select the best available service provider on the basis
of its reputation and then monitor the run time performance
of the service provider to determine whether or not it will
fulfill its promise defined in the SLA. Such analysis will as-
sist the service user to make an informed decision about the
continuation of service with the service provider.
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1 Introduction

Big data, due to its huge volume and variety, is considered
as the next frontier for innovation, competition and produc-
tivity [1]. Such data which is generated from numerous ac-
tivities has resulted in a huge growth of information in the
digital universe, and is a valuable asset for businesses, en-
terprises and users. However, before such data can be uti-
lized by the various users for their benefit, appropriate data
analytic tools are needed that assist them to understand the
vast variety and volume of big data in real-time and synthe-
size meaningful knowledge from it. Big data analytics are
the new generation of technologies designed to economi-
cally extract value from large volumes and a wide variety
of data, by enabling high-velocity capture, discovery, and/or
analysis [2]. Business Intelligence which involves perform-
ing analytics on the underlying data to synthesize action-
able knowledge from it is one type of big data analytic tech-
niques. Business Intelligence has various applications in dif-
ferent domains. In this paper, we focus on one such appli-
cation of Business Intelligence, namely making informed
service-based decisions in the domain of cloud computing.

Cloud computing is defined as a parallel and distributed
system consisting of a collection of interconnected and virtu-
alized computers that are dynamically provisioned and pre-
sented as one or more unified computing resources based
on service-level agreements [3]. By using cloud computing
architecture, users can access massive computing resources
for short time periods without having to build their own in-
frastructure. This is achieved in the form of services. Also,
by using the cloud computing platform, service providers
will be able to provide cost effective and on-demand IT ser-
vices to the multiple-service users on a multi-tenancy basis
for their various needs. Cloud computing architecture works
on the vision of the services (required by the service users
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Fig. 1 SLA negotiation and
formation

and provided by the service providers) being delivered as
promised at the required capacity, time and need. However,
the two main challenges that need to be addressed in order
to ensure that this vision is achieved are:

(a) the service user must select a capable service provider
(from the possible ones) from whom s/he can achieve
the desired outcomes;

(b) the service provider has to ensure that s/he has the capa-
bility and ample resources to deliver on the agreed ser-
vice to the service user. This will ensure in the achieve-
ment of financial gains to the service providers as an
outcome of the service.

To guarantee Quality of Service (QoS), Service Level
Agreements (SLAs) are established between a service
provider and a service user. SLA is a formal contract and
contains terms and conditions to which both the service
provider and service user agree. The establishment of SLAs
benefits both providers and users. For a service provider,
the SLA provides performance metrics to be committed to,
and for a service user, it provides assurance of QoS. SLAs
are formed between a service provider and a service user
through an iterative process of negotiations [4] as shown
in Fig. 1. SLAs can be broken down into various smaller
criteria called Service Level Objectives (SLOs). The SLOs
describe in detail the QoS properties for the agreed-upon
service. In other words, the SLOs also establish a thresh-
old against which a service is expected to be delivered. The
performance of the service provider is measured against this
threshold.

1.1 Problem definition

Even though a SLA defines the agreed QoS properties to
which the service provider will commit, there may be sce-
narios where it may not meet those properties (and hence
the SLA) due to various factors such as incapability to meet
the service, service degradation, service outages etc. Service
degradation is defined as the reduction in the quality of the

service, due to any event. This may have the potential to lead
to an outage in the service. Service degradation and/or ser-
vice outage may have an impact on both the service users
and service providers in relation to the business outcomes to
be achieved and may result in a loss of investment. For ex-
ample, outages which occurred at Amazon Simple Storage
Service (S3), AppEngine and Gmail in 2008 caused signifi-
cant losses to service users [5]. In order to avoid such unde-
sirable outcomes, SLA management is important to ensure
that the run-time service properties meets the criteria that
are established in the agreement. However, a framework for
SLA management should be a two-step process; the first be-
ing the establishment of the SLA with a service provider
who is capable of providing the required service, and the
second being the monitoring or predicting of the perfor-
mance of the service on delivery to ensure that the quality of
service is according to the defined parameters as stated in the
SLA. In the literature, SLA monitoring techniques are men-
tioned, however, none of these techniques considers SLA
monitoring as a two-step conjoint process as discussed here.
In this paper, we propose an approach for SLA management
by which a service user is able to make an informed deci-
sion about the selection and continuity of the service with a
service provider.

2 Literature review

In this section, we explore the work done in the area of SLA
formation, negotiation and QoS evaluation, based on SLA
for Service-Oriented Computing and Grid Computing. He et
al. [6] discussed the SLA formation and negotiation process.
The entire SLA process can be accomplished using agree-
ment protocols such as a WS-Agreement where a service
requester submits his/her request through a web portal. The
client submits its requirement to a Business Rule Consul-
tant which activates the agreement. The service provider’s
service templates are already available through a service



Cluster Comput (2013) 16:961–977 963

registry. The Business Rule Consultant maps the user re-
quirements to available templates of service providers. Af-
ter completing this phase, negotiation starts between nego-
tiator agents. If negotiation is successful, a final agreement
between agents is reached through an agreement factory. Af-
ter this, to enforce the agreed SLA, monitoring begins. At
this stage, for reasons of credibility, the authors propose the
commissioning of a third-party agent to monitor the SLA.
Quillinan et al. [7] mention that the Quality of Service (QoS)
provided by a service provider can be assessed on the basis
of the SLA. When it comes to monitoring the SLA, penal-
ties can be imposed as a result of violation by the service
provider. Online monitoring is one way of monitoring ser-
vice violations. Online monitoring means that the continu-
ous monitoring of service is done based on monitoring in-
tervals. These monitoring intervals depend upon agreement
terms and can be in seconds, minutes, hours or days. A sec-
ond monitoring approach discussed is reactive monitoring,
whereas the third monitoring approach is offline monitor-
ing. In terms of penalties for service violations, two types
are defined: reputation-based penalty and monetary-based
penalty. Khader et al. [8] discuss the reactive monitoring
technique for SLA. After discussing online and offline mon-
itoring, they mention that the reactive monitoring approach
balances the trade-off between online and offline monitor-
ing. Oliveira et al. [9] provide a benchmark to monitor SLA
by using a grid system. They argue that since most of the
monitoring techniques are embedded in a particular SLA
specification, they rely on specific protocols which impede
the wide-spread adoption of grid infrastructures. They in-
troduced a benchmark called Jawari to monitor the SLA.
Chang et al. [10] propose a measurement methodology for
Quality of Service assessment. According to Chang et al.,
one way to obtain QoS assessment is by determining the
trustworthiness of the service provider. By using a combina-
tion of their proposed metrics, the trustworthiness value of a
service provider can be determined. In an extension of this
work, Schmidt et al. [11] used these metrics to determine
the reputation of a service provider. After each business in-
teraction, the credibility of the service provider is adjusted
which results in either an increase or decrease of its repu-
tation. If the quality of service provided falls short of the
promised service quality, the reputation of the agent is sig-
nificantly decreased. This work, even though is significant,
applies only to QoS assessment after the initiation of the ser-
vice. However, sometimes the service user needs QoS assur-
ance before the start of a business interaction. Hussain et al.
[12] address pre-interaction QoS assessment using risk as-
sessment techniques, whereby a service user determines the
risk before any interaction with the service provider begins.
The level of risk is determined by considering past trust-
worthiness values obtained through past experience with the
service provider or through the recommendations obtained
by third-party agents.

Fig. 2 SLA management framework

Even though a great amount of work has been done in the
literature to ensure QoS based on the SLA, most of the work
places an emphasis on either the pre- or post- service initi-
ation phase. However, as discussed in the earlier section, in
order to have a framework for SLA management, a conjoint
assessment and consideration of the analysis of both these
phases is required to make an informed decision. Such an
approach is needed for a service user to make an informed
decision of service selection and the continuation of the ser-
vice with a service provider. In the next section, we propose
such an approach for SLA management in cloud computing.

3 Proposed framework for SLA management in Cloud
Computing

To address the problem raised in Sect. 1.1, in this sec-
tion, we propose an SLA management framework com-
prising two parts: (a) pre-interaction SLA evaluation; and
(b) post-interaction SLA evaluation, as shown in Fig. 2. Pre-
interaction SLA evaluation assists the service user to select
the service provider who has the best capability to commit
to the established SLAs, whereas post-interaction SLA eval-
uation assists the service user to monitor the performance of
the chosen service provider to ensure that the delivered ser-
vice meets the service levels defined in the SLOs in different
periods of time.

We term the total time over which SLA management has
to be carried out as the ‘time space’. In other words, time
space is defined as that total period of time which the ser-
vice user takes into consideration to ascertain the QoS while
interacting with the service provider. However, as the capa-
bility of the service provider to deliver a service with the
required level of quality varies over a period of time, in or-
der for SLA management to be meaningful for both the time
parts defined in Fig. 2, we divide the interaction time pe-
riod into two different non-overlapping parts namely, ‘pre-
interaction’ and ‘post-interaction’ time phases [12] as shown
in Fig. 3.

The pre-interaction time phase is the portion of time be-
fore the start of service between the service user and service
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Fig. 3 Time space and related
concepts

Fig. 4 Conceptual framework
for QoS assessment in cloud
computing

provider and the post-interaction time phase is the portion of
time after the start of service between the service user and
service provider. ‘Time slot’ is defined as a non-overlapping
interval of time within the time space of the interaction. The
time slot is obtained by dividing the time space into differ-
ent equal, non-overlapping parts of time. QoS evaluation is
done in each time slot. In the pre-interaction phase it is done
by determining the reputation of the service provider in be-
ing capable of and committed to complying with the terms of
the established SLAs; whereas, in the post-interaction phase,
it is done by determining the transactional risk as a result
of the service being provided by the service provider not
committing to the defined metrics of the SLAs. In order to
implement the solution in a pragmatic setting, we lay out
the architectural foundation to make the solution scalable
and modular. Modularity has been achieved by introducing
a multi-layered architecture, as shown in Fig. 4.

In pre-interaction evaluation step of Fig. 4 for pre-
interaction evaluation, there is a trust-based evaluation ser-
vice which evaluates service providers who have the capa-
bility of fulfilling service user’s request. The output of this
evaluation is the selection of a service provider who has
highest trust value. This output is then passed on to post-
interaction evaluation step which then evaluates or predicts

the performance of selected service provider against the
formed SLAs by using the continuous risk-based evalua-
tion service. To monitor SLA evaluation in pre- and post-
interaction time phases in automatic fashion, we introduce a
third-party service provider called Third-Party Service Level
Agreement Monitor (TP SLA Monitor) who is responsible
for executing a trust-based evaluation service and continu-
ous risk-based evaluation service. A trust-based evaluation
service consists of a reputation assessment module and a
continuous risk-based evaluation service consists of a risk
assessment module, as depicted in Figs. 5a and 5b, respec-
tively.

To start the monitoring process, the TP SLA monitor
should first establish the total time space for which QoS
has to be assessed. It then divides this time space into pre-
interaction and post-interaction time phases. QoS evaluation
in the pre-interaction time phase is achieved by using a repu-
tation assessment methodology by soliciting the recommen-
dations from Recommending Users (RU). RUs in our frame-
work are a group of users who receive a reputation query
from TP SLA monitor and they reply on the basis of their
past experiences with the service provider. Each RU stores
past experiences in the form of trust values assigned to a ser-
vice provider in an information repository [10] as depicted
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Fig. 5 (a) Framework for
pre-interaction SLA evaluation.
(b) Framework for
post-interaction SLA evaluation

(a)

(b)

in Fig. 5a. In addition, TP SLA Monitor stores the credibility
of each RU in providing opinions about a service provider
in its information repository.

The TP SLA Monitor determines the reputation of the
service provider before the start of a transaction considering
the context and criteria of the SLA parameters to measure
performance. For example, if the context of a transaction
is bandwidth, initially, it is useful to determine the reputa-
tion of the service provider to deliver a promised bandwidth.
Reputation is a general perception of a service provider’s
ability to provide a committed service which is useful for a
cloud service user before it starts a transaction with a ser-
vice provider. After the service user decides to enter into a
service with the service provider, the TP SLA Monitor can
assess or predict the performance of the service provider at
run-time by evaluating its commitment to the defined SLOs,
as shown in Fig. 5b.

For assessment of a service’s performance at run-time, as
proposed by [13], in our framework we consider that the
TP SLA Monitor obtains the run-time SLA parameter of
the service through the service provider’s measurement in-
terface when it is in the current time slot. For example, to

evaluate the performance of the service provider offering a
bandwidth service, the TP SLA Monitor needs to obtain the
run-time value of the bandwidth and compare this with the
bandwidth threshold given in the SLA. As a result of a com-
parison between the SLA threshold of a parameter and its
run-time value, the TP SLA monitor determines the transac-
tional risk. Transactional risk ascertains the subcategories of
performance risk and financial risk. Performance risk repre-
sents the level of non-commitment of the service provider
in the SLOs to the threshold values defined in the SLAs,
whereas financial risk represents the financial impact to the
service user as a result of this. In this paper, we utilize these
two subcategories to ascertain the transactional risk. Such
analysis can then be utilized by the service user to make a
decision on the continuation of the service. In the next sec-
tions, we propose our approach for pre- and post-interaction
SLA evaluation.

4 Pre-interaction SLA evaluation

The steps in this phase are as follows:
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Fig. 6 T-S based Fuzzy Inference System

1. The TP SLA Monitor sends a reputation query soliciting
about a service provider’s reputation to RUs.

2. For those users with whom the TP SLA monitor has so-
licited recommendations in the past, it stores their cred-
ibility values in its information repository. Credibility
here is defined as the trustworthiness of the opinion of an
RU. In our proposed solution, credibility is represented
on the scale of [0,5] where 0 represents the lowest (poor)
credibility of the RU and 5 represents the highest (good)
credibility of the RU.

3. Only those RUs which have interacted with the service
provider in the same context and criteria in which the
service user wants to interact with the service provider
reply to the reputation query.

4. The reply from each RU contains the trust value assigned
to the service provider on the basis of its past interac-
tion with that service provider and the time in which this
interaction had occurred [11]. When a RU shares this
trust value with the TP SLA Monitor, this value is called
recommendation opinion. It is represented on a scale of
[0,5] where 0 represents lowest (poor) recommendation
opinion given by RU and 5 represents the highest (good)
recommendation opinion of RU.

5. The time factor is important since a RU can have multiple
interactions with the same service provider in the same
context but in different time slots. The time factor can
be represented by a time delay which indicates the time
elapsed since the last interaction of a RU with the service
provider and we represent time delay on a scale of [0,5]
where 0 represents the long time delay and 5 represents
the short time delay.

6. For each reputation query response received from a RU,
the TP SLA Monitor consolidates the credibility value,
time delay value and the recommendation opinion. The
outcome of this consolidation is the reputation of the ser-
vice provider provided by a RU.

7. After consolidating these factors for each RU, the TP
SLA Monitor then aggregates all reputations by all RUs

involved in the reputation query and gives the final repu-
tation value for a service provider.

In our approach we use a fuzzy logic-based approach
to consolidate the recommendation opinion of the RU, the
credibility of their opinion and the time delay after the last
interaction to ascertain the reputation value of a service
provider in a particular context. We discuss about that fur-
ther in the next section.

4.1 Fuzzy logic-based approach

To build a fuzzy logic-based system to determine reputa-
tion, we use the factors affecting reputation, namely, rec-
ommendation opinion (RO), credibility (CR) and time delay
(TD) as input, and the output is the reputation contribution
Ri of RUi. We need a fuzzy inference method to map input
variables to the output value. Fuzzy linguistic control rules
can be used for this mapping. For the fuzzy reasoning, we
use the Takagi-Sugeno approach (T-S method) [14] which
can be trained using the Adaptive-Neuro Fuzzy Inference
System (ANFIS) algorithm. An example of input variables,
linguistic control rules, fuzzy reasoning method and output
value is given in Fig. 6.

One of the main advantages of the Takagi-Sugeno ap-
proach is the use of a tuning algorithm to achieve the
best generalization capability of the fuzzy inference sys-
tem, therefore we use the fuzzy inference system with the
Adaptive-Neuro Fuzzy Inference System (ANFIS) algo-
rithm. This approach is called a ‘soft computing’-based ap-
proach, which is discussed in Sect. 4.2.

The fuzzy sets that we use for input variables RO and
CR are [Poor, Average, Good] and TD variables are [Long,
Average, Short]. All fuzzy variables are expressed on a scale
of 0 to 5, as shown in Figs. 7 and 8 for input variables RO
and TD, respectively.
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Fig. 7 Membership functions for Recommendation Opinion

Fig. 8 Membership functions for Time Delay

4.2 Takagi-Sugeno inference approach

The antecedent part of the Takagi-Sugeno rule system is the
same as the Mamdani approach. The consequent part of it
consists of a linear equation. So, a rule in the Sugeno system
takes the form [14]:

IF(x1 is X1 AND x2 is X2, . . . , xn is Xn)

THEN(yq = aq0 + aq1x1 + · · · + aqnxn)

where: x1, x2 are scalar inputs; X1, X2 are fuzzy sets;
aq0, aq1, . . . , aqn, are real numbers; and yq is the consequent
of the rule.

We consider a system with m fuzzy rules of the T-S form.
The form of crisp output is

y
(
x
) =

∑m
q=1 αq(aq0 + ∑n

s=1 aqsxs)
∑m

q=1 αq

(1)

In (1), αq is the firing strength of rule q . The actual approach
to fuzzy reasoning in this case has the following steps:

(a) fuzzify inputs
(b) obtain the firing strength αq associated with each rule q

(c) obtain the output function of yq associated with each
rule q using the firing strength αq

(d) obtain the overall output y(x) using expression (1) given
above

We use the first-order Takagi-Sugeno (T-S) approach for
fuzzy inference with a linear function for the right-hand side.
The inputs on the left-hand side of the fuzzy rule will consist
of the factors that affect reputation.

4.3 Working of the FIS for reputation

Using MATLAB’s fuzzy logic toolbox, we performed the
following four major steps for ANFIS training:

1. loaded training and monitoring datasets
2. created initial FIS
3. trained initial FIS
4. validated trained FIS

Before we detail the experiment process, we explain the
source of the training data, what is input-output data, and
provide an explanation of our dataset.

4.4 Obtaining training data

ANFIS uses a training data set to tune input and output fuzzy
variables. Obtaining training data is a critical part of the
whole process [15]. The first step is input selection. Input
vectors should cover important aspects of the system with-
out which optimum results cannot be achieved. The omis-
sion of any important input points may result in some output
values that are either very large or negative. The second part
is the values of output vectors in the training data set. The
output vectors selected for the training data set must confirm
to the rule base. We generated an artificial dataset contain-
ing values that span all possible scenarios for the considered
inputs in a real-life situation. These values were processed
on linguistic rules to generate reputation values (output).

Each tuple of our training dataset consists of an input vec-
tor of the form [RECOMMENDATION OPINION, CREDI-
BILITY, TIME DELAY] and an output value that represents
Reputation. As an example, one tuple of our dataset is [3.6
3.7 3.2] with output 3.94. This tuple corresponds to the lin-
guistic rule:

IF RO is Good AND CR is Good AND TD is Average

THEN REPUTATION is Good

We generated 588 such tuples encompassing every aspect of
the reputation system, 97 of which we use for monitoring
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Fig. 9 Membership Function for Recommendation Opinion

purposes, leaving 491 data points for training purposes. The
monitoring data set was also used for cross-validation of the
FIS structure alongside the training data set during the train-
ing.

4.5 Training process

The training and monitoring data sets are used with tun-
ing algorithms. The actual tuning algorithm used was the
adaptive-network-based fuzzy inference system (ANFIS) al-
gorithm [16], since it tunes the parameters of both the input
membership function as well as the output coefficients. For
the studies carried out in this paper, the version of ANFIS
implemented in the Fuzzy Logic Toolbox of MATLAB was
used. Initially, we split the data set into three parts: (1) train-
ing set (2) monitoring set and (3) a generalization test set.
In the training stage, we used the training set error to derive
the adjustments in the parameters. This training set error is
the difference between outputs provided by the model and
the actual value for each instance. We used the monitoring
set which is unseen by the training model, defining the out-
put training to monitor the generalization capability of the
model. Thus, the monitoring set error = (predicted value −
actual value)2 goes through to minimum before increasing,
even though the training set error is still decreasing. This
minimum corresponds to the best generalization capability
of the model and training ceases when we achieve this. The
final training error achieved was 0.2076 and the final moni-
toring error achieved was 0.2054.

4.6 Results obtained and discussion

Using experimental investigation of the fuzzy logic-based
reputation measure, we investigate three fuzzy sets corre-
sponding to the linguistic term set [Good, Average, Poor] to
span the input space of RO and CR input factors and three

Fig. 10 Membership Function for Credibility

Fig. 11 Membership Function for Time Delay

fuzzy sets corresponding to the linguistic term set [Long,
Average, Short] to span the input space of TD input factor.
We obtain the following curves for the input membership
functions shown in Figs. 9, 10, 11:

Note that the ‘Poor’ membership function for the Recom-
mendation Opinion and Credibility in Figs. 9 and 10 spans
to the right which implies that the ‘Poor’ recommendation
and credibility has a great influence on the reputation of the
system. We also note that the ‘Average’ membership func-
tion in the Recommendation Opinion in Fig. 9 is skewed
to the right which further emphasizes the influence of the
‘Poor’ data set in the Recommendation Opinion, whereas
the ‘Average’ membership function in Credibility in Fig. 10
spans wide which implies that it has great influence on as-
certaining the reputation. The ‘Short’ membership function
in Fig. 11 spans left which implies that the time delay func-
tion is slow, indicating that Time Delay has less influence on
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Table 1 Input test cases
derived from varying different
inputs about two nominal points
for ‘poor’ Reputation

Test case number Input vector Reputation

1 [0.8 0.6 1] 0.95 nominal pt 1

2 [1.5 0.6 1] 1.91

3 [0.1 0.6 1] 0.67

4 [0.8 1.1 1] 1.21

5 [0.8 0.1 1] 0.72

6 [0.8 0.6 1.5] 0.93

7 [0.8 0.6 0.5] 0.94

8 [0.5 1 0.8] 1.04 nominal pt 2

9 [1 1 0.8] 1.22

10 [0.1 1 0.8] 0.88

11 [0.5 1.4 0.8] 1.19

12 [0.5 0.6 0.8] 0.82

13 [0.5 1 1.4] 1.07

14 [0.5 1 0.2] 0.94

reputation when compared to other input variables namely,
Recommendation Opinion and Credibility.

4.7 Model validity and sensitivity studies

In order to study the validity of the model developed, we
used three different methods [17] as follows:

(1) input values corresponding to the training data were
loaded and the output obtained from FIS was checked
against the output value of the actual training data set;

(2) input values that were not in the original training set
were run with this fuzzy model;

(3) sensitivity studies were conducted, varying each of the
input factors in turn about a nominal point from the ini-
tial measured data.

The first two types of validations can be achieved using
the ANFIS interface in MATLAB. In both cases, we ob-
tained correct results within an acceptable tolerance. These
validations indicate that our input data set includes all of the
representative features of our reputation model. In the case
of the second validation method, our model predicts output
values as expected in response to input values that were not
in the original training set. Discussion on the third valida-
tion technique, sensitivity analysis, is given in the next sub-
section.

4.7.1 Sensitivity study for fuzzy trust model

Sensitivity analysis is a technique used to determine how
different values of an independent variable will impact on a
particular dependent variable [18]. The results of our sensi-
tivity studies are given in Tables 1–3; the input vector con-
sists of the following factors: [Recommendation Opinion,
Credibility, Time Delay].

These results are obtained by perturbing each good, poor
and average recommendation opinion and credibility in ad-
dition to each long, average and short time delay. The fuzzy
trust model is then used to find the overall measure of rep-
utation for each of these perturbed values. Let us initially
consider all the results and then the results with respect to
some of the input factors in turn.

Nearly all of the values generated for Reputation indicate
movements in the correct direction, that is, an increase in in-
put values leads to an increase in reputation and vice versa
for a perturbation in a single input factor about the nomi-
nal point. The exceptions are indicated by an asterisk (*).
However, even for these, while the movement with respect
to nominal points might be slightly in the wrong direction
(test case number 4 in Table 2), if two adjacent points cor-
responding to a change in the same input factor are consid-
ered, we notice one of these points indicates a movement
in the correct direction. Let us consider the value of Repu-
tation for poor Recommendation Opinion, poor Credibility
and long Time Delay is approximately between 0 and 1.5,
for average Recommendation Opinion, Credibility and Time
Delay is between 1.6 and 3.5 and for good Recommendation
Opinion, Credibility and short Time Delay is between 3.6
to 5. Almost all points obtained by the change in the input
variable, except for test cases 4, 13, 14 in Table 2 and test
cases 6, 11, 12 in Table 3, result in a change in Reputation in
the expected direction. Hence, the Fuzzy Trust Model seems
to adequately model the relationship between input factors
and the overall Reputation. The influences of some of these
input factors are discussed in the next section.

Recommendation opinion Let us consider the input factor,
Recommendation Opinion. We notice the following:

(1) for poor Recommendation Opinion test cases 3, 9 and
10 (in Table 1) and 2 (in Table 2);
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Table 2 Input test cases
derived from varying different
inputs about two nominal points
for ‘average’ Reputation

Test case number Input vector Reputation

1 [2.3 2 2.2] 2.13 nominal pt 1

2 [1.9 2 2.2] 1.42

3 [2.7 2 2.2] 2.84

4 [2.3 1.6 2.2] 2.15 *

5 [2.3 2.4 2.2] 2.14

6 [2.3 2.4 1.8] 1.98

7 [2.3 2.4 2.6] 2.25

8 [3 2.8 3] 2.93 nominal pt 2

9 [2.5 2.8 3] 2.59

10 [3.5 2.8 3] 3.34

11 [3 2.3 3] 2.77

12 [3 3.2 3] 3.34

13 [3 2.8 3.5] 2.61 *

14 [3 2.8 2.5] 3.37 *

Table 3 Input test cases
derived from varying different
inputs about two nominal points
for ‘good’ Reputation

Test case number Input vector Reputation

1 [3.6 3.7 3.2] 3.94 nominal pt 1

2 [4.1 3.7 3.2] 4.12

3 [3.1 3.7 3.2] 3.56

4 [3.6 3 3.2] 3.42

5 [3.6 4.2 3.2] 4.05

6 [3.6 3.7 2.8] 4.22 *

7 [3.6 3.7 3.8] 3.93

8 [4.1 4.5 4.3] 4.18 nominal pt 2

9 [3.8 4.5 4.3] 4.11

10 [4.6 4.5 4.3] 4.62

11 [4.1 3.9 4.3] 4.23 *

12 [4.1 4.9 4.3] 3.92 *

13 [4.1 4.5 4.8] 4.33

14 [4.1 4.5 3.7] 4.11

(2) for average Recommendation Opinion test cases 2 (in
Table 1) and 3, 9 and 10 (in Table 2);

(3) for good Recommendation Opinion test cases 2, 3, 9 and
10 (in Table 3).

All indicate that an improvement in the Recommendation
Opinion leads to an improvement in Reputation and a de-
terioration in the Recommendation Opinion leads to a de-
terioration in Reputation, which is the expected result. We
notice that the first perturbation in the value of Recommen-
dation Opinion in Table 1 takes the value of Reputation from
poor to average. In test case 2 in Table 2, the perturbation in
the value of Recommendation Opinion takes the value of
Reputation from average to poor. This indicates that Rec-
ommendation Opinion has a significant influence on Repu-
tation.

Credibility Let us next consider the input factor Credibil-
ity. We notice the following:

(1) for poor Credibility test cases 4, 5, 11 and 12 (in Ta-
ble 1);

(2) for average Credibility test cases 4, 5, 11 and 12 (in Ta-
ble 2) and 4 (in Table 3);

(3) for good Credibility test cases 5, 11 and 12 (in Table 3).

Almost all indicate that improvement in Credibility leads to
improvement in Reputation and vice versa with the excep-
tion of a few test cases. These test cases are numbers 11
and 12 in Table 3 and number 4 in Table 2. However, the
other test cases in the same tables indicate movement in the
right direction. In nearly all cases, we notice that Credibility
has a strong influence on Reputation for all subsets. In some
cases, the influence is more pronounced (e.g. test case 4 in
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Table 3). Hence Credibility, with Recommendation Opinion,
is a significant indicator of Reputation.

Time delay Now we consider the input factor, Time Delay.
We notice the following:

(1) for long Time Delay test cases 6, 7, 13 and 14 (in Ta-
ble 1);

(2) for average Time Delay test cases 6, 7, 13 and 14 (in
Table 2);

(3) for short Time Delay test cases 6, 7, 13 and 14 (in Ta-
ble 3).

Almost all indicate movement in the right direction; that is,
reducing time delay (higher value) increases Reputation and
increasing time delay (lower value) decreases Reputation.
The exceptions are test cases 13, 14 in Table 2 and 6 in Ta-
ble 3. Although these test cases indicate movement in the
wrong direction, all other points lead Reputation in the right
direction.

Hence, we conclude that Credibility and Recommenda-
tion Opinion have a significant impact on Reputation fol-
lowed by Time Delay. In other words, the effect of Time De-
lay is slowly changing which is consistent with our model.
From the trained system, the TP SLA monitor can obtain Ri ,
reputation value given by one recommending user i. Repu-
tation Rk of the service provider K is the aggregation of n

recommendations (reputation values) of all recommending
users. It is given by:

RK =
n∑

l=1

Rl

n
(2)

In the next section, we will demonstrate the working of
the proposed FIS to determine the reputation of the service
provider.

4.8 Example

To illustrate the working details of our proposed framework,
let us consider the following hypothetical scenario. Consider
a service user ‘A’ who wants to select a video conferenc-
ing service and Voice over IP (VoIP) service for his busi-
ness needs. There are two service providers, namely service
provider ‘B’ and service provider ‘C’ that closely match the
business and operational requirements of service user ‘A’. In
order to do the pre-screening of potential service provider
candidates, service user ‘A’ requests reputation assessments
from the TP SLA Monitor. On receiving the request, the
TP SLA solicits recommendations from RUs for service
providers ‘B’ and ‘C’. Suppose RU1 and RU2 send their rec-
ommendation about service provider ‘B’ and RU1 and RU3
send their recommendations about service provider ‘C’. Us-
ing the soft-computing-based approach introduced earlier,

Fig. 12 Service selection process

the TP SLA monitor computes the final reputation values of
service providers ‘B’ and ‘C’. The process of selection is
depicted in Fig. 12.

Based on RO, CR and TD values, the TP SLA moni-
tor computes the reputation value provided by one RU. For
example, using our reputation assessment methodology, the
reputation values provided by RU1 and RU2 about service
provider ‘B’ are 3.93 and 4.11, respectively. The reputa-
tion values provided by RU1 and RU3 for service provider
‘C’ are 4.12 and 3.56, respectively. Using Eq. (2), the TP
SLA monitor computes the final reputation value of service
provider ‘B’ as 4.02 and the final reputation value of ser-
vice provider ‘C’ as 3.84. On the basis of the high reputation
value, service user ‘A’ may want to enter into an interaction
with the service provider ‘B’.

After determining the reputation of a service provider and
selecting it for service provision, a service user now needs to
ascertain that the service provider will deliver the promised
service. This can be assessed by risk assessment in the post-
interaction SLA evaluation methodology which is discussed
in the next section.

5 Post-interaction SLA evaluation

As depicted in Fig. 4, once a service selection process is
complete, then starts using the continuous risk-based evalu-
ation service which is implemented by the TP SLA monitor
as shown in Fig. 5b. As discussed in Sect. 2, there are sev-
eral methods to evaluate a service provider’s performance
after the initiation of the service in order to decide on the



972 Cluster Comput (2013) 16:961–977

continuation of the service, one of these being transactional
risk analysis. In this section, we discuss how we use trans-
actional risk analysis for SLA evaluation and management
in the post-interaction time-phase.

Risk assessment is that phase of risk analysis where a
hazard or threat is identified, quantified. This then leads to
the evaluation and management in the risk evaluation and
risk management phases. In its simplest form, risk assess-
ment starts with the identification of a hazardous event Ei ,
followed by determining the likelihood or probability Pi of
this undesirable event occurring [19]. The second phase of
risk assessment is to determine the consequence Ci as a re-
sult of this event occurring. This consequence Ci , is a mea-
sure of the impact of Ei . The overall risk R then can be
given as:

R =
∑

i

Pi · Ci (3)

It should be noted that determination of Pi is objective and
depends upon past experience or historical data, whereas
the determination of Ci is subjective. In the literature, vari-
ous techniques have been proposed for risk assessment. One
such approach by which risk can be analyzed is convolution
[20]. Convolution is the integral operator which expresses
the amount of overlap and impact of one function as it shifts
over the other. Convolution has been used in different ap-
plications such as power generation systems, to determine
the expected demand not supplied by determining the effect
of load demand on the generation capacity of the generation
system. Mathematically, convolution of X and Y , both of
which are independent random variables, is given by:

Z = X ⊕ Y (4)

In our approach, we utilize the principles of convolution
and use it to ascertain the transactional risk of the service
provider not meeting the defined threshold levels in the
SLAs.

5.1 Example

Continuing with the case study introduced in Sect. 4.8, once
service user ‘A’ enters into a business interaction with ser-
vice provider ‘B’, it is important for him to monitor whether
service provider ‘B’ provides the desired level of service
to achieve his desired outcomes. From user ‘A’s perspec-
tive, video conferencing and VoIP services are important as
business meetings are arranged with his business customers
through these services. Not being able to conduct business
meetings may result in financial loss and damage the busi-
ness reputation of service user ‘A’.

Let us consider that service user ‘A’ on a particular day
expects to secure a business contract of $15,000 through his

video conferencing meetings. Since services such as VoIP
and video conferencing depend on bandwidth, let us con-
sider that service provider ‘B’ has the maximum capacity
to provide a bandwidth of 24 Mbps. Further, let us consider
that service provider ‘B’ establishes a threshold of 12 Mbps
in SLA against which the bandwidth service is expected to
be delivered. If a service provider ‘B’ delivers a bandwidth
below 12 Mbps, these bandwidth levels are considered as
service level degradation since they deviate from the thresh-
old defined in the SLAs. It is important to measure the ser-
vice deviation levels in order to measure the performance
of service provider ‘B’. Moreover, let us consider that the
video conferencing service does not work if the bandwidth
falls below 6 Mbps.

5.2 Determining the service deviation levels

Suppose we want to calculate the probability that the band-
width falls below the threshold (12 Mbps) for the video con-
ferencing service. Depending on the time phase in which
the current time slot is, the TP SLA monitor can either use
the past performance of the service provider or predict the
performance of the service provider in the future time slots,
based on its past performance history by using the tech-
niques mentioned in Hussain et al. [21]. By using the tech-
niques we determine the level of bandwidth delivery of the
service provider in an advance time period of 24-hour du-
ration. If a discrete random variable Q represents the levels
of bandwidth for a 24-hour interval, the Probability Mass
Function (pmf) for this random variable is given by:

f : q → P (Q = q) or f (q) = P (Q = q)

where variable q indicates the values within the range of the
random variable.

Relative frequency for each class interval is then calcu-
lated as:

P (Q = q) = Fr

n
(5)

where Fr denotes the frequency of bandwidth on class inter-
vals representing bandwidth and n represents the total band-
width. By definition of pmf:

P (Q) =
∑

i

Fri

n
= 1 (6)

where i represents the class intervals.
Using (5) for our case study, we obtain the graph shown

in Fig. 13.
In Fig. 13, where q < 12 it indicates the chances of the

service not meeting the required threshold. To determine the
level of service degradability, we convert this portion of the
distribution into another distribution that represents the ser-
vice deviation levels of a bandwidth. If a discrete random
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Fig. 13 Probability Mass Function for bandwidth levels

Fig. 14 Level of service deviation from minimum threshold require-
ments

variable R represents service deviation levels and a variable
r indicates the values within the range of the random vari-
able, the probability of the level of service deviation is cal-
culated as:

P (R = r) = P(qi)
∑i<12

i=0 P(qi)
(7)

Consequently, we obtain a probability mass function for ran-
dom variable R given as:

P (R) =
∑

j

P (rj ) = 1, where j = 0,3, . . . ,9 (8)

By normalizing service deviation distribution to a percent-
age scale, as shown in Fig. 14, we obtain the different levels
of deviation from the threshold point defined in the SLAs.
The next step in determining the transactional risk is to as-
certain the impact as a result of the deviation in the service.

5.3 Determining the financial loss as a result of service
deviation levels

Service user ‘A’, through his investment of resources in ser-
vice provider ‘B’, wants to benefit financially over a spe-
cific period of time. However, due to service degradation,

Fig. 15 Expected financial gain in each time slot

the expected outcome may not be achieved which may lead
to the service user experiencing a financial loss. In order to
determine this, the first step in this process is to determine
the expected financial gain which user ‘A’ wants to achieve
over a period of time. The service user expects to achieve
financial gain in each time interval if the service is delivered
as promised by the service provider. From such expected fi-
nancial gain in each time slot over a time period, we propose
that the TP SLA monitor plots the Expected Financial Gain
Curve (EFGC).

5.3.1 Expected financial gain curve

We use our case study to demonstrate the process of plotting
the Expected Financial Gain Curve (EFGC). As discussed
in our case study, service user ‘A’, over a period of 24 hours,
expects to gain a benefit of $15,000 as a result of a ser-
vice provided by service provider ‘B’. In order to capture
the dynamic nature of risk over this period, we consider the
methodology proposed by Chang et al. [10], where the time
space of the business interaction is established and then di-
vided into different time slots. In this case study, the time
space is 24 hours and is divided into 3 time slots of 8 hours
each. In 24 hours, as a result of a video conference service,
let us suppose that the service user expects to achieve a fi-
nancial gain, as shown in Fig. 15.

In order to determine the impact of service deviation lev-
els on the expected financial gain, we first need to determine
the collective expected financial gain that was anticipated
throughout the time period. This is achieved by plotting the
cumulative probability density function of the amount of re-
sources invested over the time period [22, 23]. The curve,
called an Expected Financial Gain Curve (EFGC), is shown
in Fig. 16.

To determine the financial loss, the impact of service de-
viation levels on the expected financial gain has to be deter-
mined. We achieve this by convolution. However, for con-
volution both the random variables need to be on a uniform
scale. So the expected financial gain first has to be converted
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Fig. 16 Expected Financial Gain Curve

to the percentage scale. Convolution results in a curve which
we call the Actual Resource Investment Curve (ARIC). As
opposed to the EFGC, the ARIC indicates the probability of
an amount required to be kept at stake in order for service
user ‘A’ to achieve the same outcome with service provider
‘B’.

5.3.2 Convolution process

Using (4), convolution for our random variables can be writ-
ten as:

ARIC = FL ⊕ EFGC

where: ARIC = Actual Resource Invested Curve, FL = ran-
dom variable indicating service deviation levels, EFGC =
Expected Financial Gain Curve.

In other words, convolution is the sliding of the EFGC
over the projections of service deviation levels. We use the
following formulae to perform this operation:

ARIC(x) =
n∑

i=1

pi ∗ EFGC(x − FLi) for (x − FLi ) ≥ 0

or

ARIC (x) =
n∑

i=1

pi for (x − FLi) < 0 (9)

where: n = the number of service deviation levels, x = the
point at which ARIC has to be determined, FLi = magnitude
of service deviation level i, pi = magnitude of occurrence
of service deviation level i, EFGC(x − FLi) = Expected
Financial Gain Curve at point (x − FLi).

The effect of the service deviation levels FLi over each
point of curve (x) is determined and after the convolution
process, the ARIC curve is produced, as shown in Fig. 17.

Fig. 17 Curve representing the financial amount to be kept at stake
due to service degradation

Comparing Figs. 16 and 17, it is evident that the curve
in Fig. 17 is inflated compared to the curve in Fig. 16 be-
cause of the additional resources that need to be kept at
stake to obtain the financial gain due to the different lev-
els of service deviation or service degradation. These addi-
tional levels of resources can be viewed as the financial loss
that arises as a result of service degradation. However an
important point to note is the curve obtained in Fig. 17 is
based on dependable criteria where a service provider fails
to provide a required level of service. Apart from this, there
may be other associated costs outside the dependence of the
service provider. These costs are called as non-dependable
criteria and in cloud computing they may be costs such as
the migration cost that occurs due to the migration of a ser-
vice from one cloud service provider to another. To achieve
business goals, service user ‘A’ also needs to determine the
effect of non-dependable criteria in addition to dependable
criteria.

5.4 Determining the impact of additional factors when
ascertaining financial risk as a result of service
degradability

Continuing our case study, if service user ‘A’ chooses to
migrate VoIP or video conference service from service
provider ‘B’ to another service provider due to degradation
of bandwidth service, the loss from other non-dependable
factors such as migration cost adds to the financial loss that
could be experienced as a result of service degradation. Let
us consider that the migration cost for service user ‘A’ to
transfer its service to another provider is $3000. This may
be either a one-off payment or it may be spread over a pe-
riod of time. Let us consider that service user ‘A’ opts to
make a payment over a period of time with the probability
mass function (pmf) as shown in Fig. 18.
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Fig. 18 The probability of extra level of resources for migration cost

Fig. 19 Comparison of Actual Resource Investment Curve and Total
Resource Investment Curve

We call the curve depicted in Fig. 18 the Extra Investment
Curve (EIC). To determine the total financial resources that
service user ‘A’ has to keep at stake, we need to combine the
EIC with the ARIC. We achieve this through convolution
and we obtain the Total Resource Invested Curve (TRIC) as
a result. If we compare the two curves, namely TRIC and
ARIC, we obtain the graph shown in Fig. 19.

It can be seen from Fig. 19 that the TRIC is inflated com-
pared to the ARIC. This indicates the extra level of resources
that service user ‘A’ has to keep at stake for the migration of
bandwidth service. The higher the levels and probabilities
of the resources in the EIC, the greater will be the inflation
in the TRIC. Further, the comparison between the total re-
source investment curve (TRIC) and the expected financial
gain curve given in Fig. 20 indicates the extra amount that
service user ‘A’ has to keep at stake to achieve business ob-
jectives.

The difference between the expected financial gain
curve and the inflated curve due to dependable and non-

Fig. 20 Comparison of Expected Financial Gain Curve and Total Re-
source Investment Curve

Fig. 21 The loss curve in the interaction

dependable criteria is shown in Fig. 21. This curve is termed
a ‘loss of investment’ curve.

Initially, the service user was expecting to achieve the fi-
nancial gain as shown in Fig. 16 but due to possible level/s
of service degradation as shown in Fig. 14, the service user
has to keep extra amounts of resources at stake to achieve
the desired outcomes. The TP SLA monitor informs about
the determined analysis to the service user who may then
decide whether to take the risk management step and con-
tinue the service with the service provider or migrate to a
new service provider. Having such continuous evaluation of
service provider performance on regular intervals allows the
service user to take timely action to ensure that s/he achieves
the desired outcomes.
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6 Conclusion

In this paper, we proposed a framework for SLA manage-
ment which consists of pre-interaction and post-interaction
SLA evaluation processes. In the pre-interaction SLA eval-
uation process, we used a fuzzy-logic-based approach to de-
termine the reputation of a service provider on the basis of
recommendations provided by a group of users. This reputa-
tion value is used to select the best possible service provider
for the requested service. In the post-interaction time phase,
we used a transactional-risk-based approach to determine
the level of service degradability in the performance of a ser-
vice provider and the impact to the service user as a result
of that. By using analysis, the service user can make an in-
formed decision regarding the continuity of a service. In our
future work we aim to propose a decision making technique
that considers the output of these two approaches conjointly
and recommend an informed decision on the continuity of
the service to the service user.
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