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Abstract OTIS (Optical Transpose Interconnection Sys-
tem) optoelectronic architecture is an attractive high-speed
interconnection network. As a continuation for the research
work performed on OTIS, this paper investigates broad-
cast and global combine communication operations on the
promising all-port wormhole-routed OTIS-Mesh using the
Extended Dominating Node (EDN) approach, referred to as
EDN-OTIS-Mesh. The performance of broadcast and global
combine operations is evaluated, both analytically and by
simulation, in terms of the number of communication steps,
latency, and latency improvement. A comparative study is
conducted among three interconnection networks’ archi-
tectures: the single-port wormhole-routed OTIS-Mesh, all-
port wormhole-routed OTIS-Mesh, and all-port wormhole-
routed EDN-OTIS-Mesh. The obtained analytical and simu-
lation results show that the broadcast and global combine
operations on all-port EDN-OTIS-Mesh significantly out-
perform the single-port and all-port OTIS-Mesh.
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1 Introduction

Under the technological advancement and the rising need
for huge computational power, a great attention has been
directed towards parallel and distributed processing sys-
tems. A distributed processing system is mainly composed
of a plurality of Processing Elements (PEs), interconnected
through communication links over an interconnection net-
work [1]. PEs represent the computational aspect of the
interconnection network architecture. The communication
part is achieved through communication links, which are
categorized based on their communication nature into elec-
tronic and optical. Electronic links are generally used among
PEs interconnected along short distances, while optical links
are preferred under long distances.

The distributed computing system’s performance is
greatly affected by the underlying interconnection network.
The network’s topology and the nature of the communica-
tion links have a major effect on the system performance (in
terms of its speed, overhead, etc.). Therefore, the choice
of the interconnection network topology is a critical is-
sue that must be taken into consideration when design-
ing distributed systems and developing distributed appli-
cations [2]. Furthermore, designing and implementing ef-
ficient communications operations in interconnection net-
works and message-passing systems plays great role in the
performance of distributed applications [2–4].

An emerging communication improvement is based on
the use of both electronic and optical links in one system.
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Such a system is referred to as optoelectronic. An attrac-
tive optoelectronic architecture that has gained a consid-
erable attention in the recent years is the OTIS (Optical
Transpose Interconnection System) architecture [5]. In an
OTIS system, processors are organized into groups, where
in each group; processors are connected electronically along
short distances forming a basis network, such as a mesh, hy-
percube, ring etc., while the longer interconnection among
groups is achieved optically. OTIS-Mesh, under study, is an
instance of OTIS, in which each of the constituting groups
is a mesh network.

In parallel and distributed systems, broadcast and global
combine are two vital communication operations involving
two or more processors that perform the same operation.
The significance of such operations lies in their wide use
in various applications, including graphs, sorting and image
processing. Thus, efficient implementation of the broadcast
and global combine communication operations forms cru-
cial design and yet performance challenges. One graph the-
oretic approach to broadcast and global combine is called
the Extended Dominating Set (EDS) [6, 7]. This approach
defines a set of nodes, referred to as Extended Dominating
Nodes (EDNs), which are capable of delivering a message
to all other processors in a group within a single message-
passing step.

In this paper, efficient broadcast and global combine
communication operations in all-port wormhole-routed
OTIS-Mesh interconnection networks is evaluated, both
analytically and by simulation. The broadcast and global
combine algorithms are based on Tsai and McKinley’s ap-
proach (EDN approach) [6–8], where these algorithms have
been modified and embedded in order to be applied and
implemented on OTIS-Mesh. More specifically, two re-
search goals are achieved in this paper. First, an extensive
performance evaluation study is conducted to both ana-
lyze and compare the performance of broadcast and global
combine operations on single-port wormhole-routed OTIS-
Mesh, all-port wormhole-routed OTIS-Mesh, and all-port
wormhole-routed EDN-OTIS-Mesh. However, the differ-
ence between all-port wormhole-routed OTIS-Mesh and
all-port wormhole-routed EDN-OTIS-Mesh is that the later
uses broadcast and global combine operations based on the
EDN approach. Our performance metrics include the num-
ber of communication steps, latency, and latency improve-
ment. Second, the EDN approach is applied in designing and
implementing efficient broadcast and global combine com-
munication operations on all-port wormhole-routed OTIS-
Mesh interconnection networks, which is referred to as
EDN-OTIS-Mesh.

The remainder of this paper is organized as follows:
Sect. 2 provides background and related work on broadcast
and global combine communication operations, EDN ap-
proach, OTIS systems, and more specifically, OTIS-Mesh.

The broadcast and global combine communication oper-
ations on all-port wormhole-routed OTIS-Mesh using the
EDN approach are presented in Sect. 3. This is followed by
an analytical evaluation of the broadcast and global combine
algorithms in Sect. 4. Our analytical results are validated in
Sects. 5 and 6 through a comprehensive simulation work,
which involves a comparative study among single-port, all-
port wormhole-routed OTIS-Mesh, and all-port wormhole-
routed EDN-OTIS-Mesh interconnection networks. Finally,
Sect. 7 concludes the paper and suggests some future work.

2 Background and related work

This section presents some related background on broad-
cast and global combine communication operations, EDN
approach, OTIS interconnection networks, and some basic
operations in OTIS-Networks.

2.1 Broadcast and global combine operations

In a broadcast communication operation [9], one processor
sends the same message for each processor in the intercon-
nection network. Figure 1 illustrates the broadcast commu-
nication operation, where P0 presents the root processor,
which sends the same message M to all other processors
(P1,P2,P3, and P4) in the interconnection network.

In a global combine communication operation [9], one
processor receives a different message from each proces-
sor in the interconnection network. Figure 2 illustrates
the global combine communication operation, where P0

presents the root processor; P0 receives a different mes-
sage (M1,M2,M3, and M4) from each of the processors
(P1,P2,P3 and P4) in the interconnection network.

Fig. 1 Broadcast communication operation
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Fig. 2 Global combine communication operation

Broadcast and global combine communication opera-
tions play a great role in developing message-passing pro-
grams and solving many parallel problems [7, 10–14] with
their ability to rapidly distribute or collect large amounts of
data on different interconnection networks, such as OTIS-
Mesh, OTIS-Hypercube, two-dimensional mesh etc.

Hartmann et al. [10] presented an adaptive extension
library for the Message Passing Interface (MPI) library,
which is capable of improving the performance of specific
collective communication operations. The extended library
improved the collective communication operations’ perfor-
mance by decomposing these operations into a number of
MPI communication steps. Experimental results revealed
that the extension library for MPI significantly improves the
performance of collective communication operations. Mat-
suda et al. [12] modified some collective operations, such as
broadcast and all reduce algorithms, in MPI to effectively
utilize fast wide-area inter-cluster networks and to control
the number of nodes, which can transfer data concurrently
through wide-area networks to avoid congestion. Further-
more, Pjesivac-Grbovic et al. [13] analyzed and improved
some collective operations, such as broadcast, in MPI for
high performance computing.

Dvorak [15] investigated the overhead effect of collec-
tive communication such as broadcast and global combine in
single-port wormhole-routed ring-based and 2D-Mesh inter-
connection networks, where real collective communication
algorithms were used to evaluate both of upper bound and
lower bound communication steps.

Chen et al. [16] investigated a multi-node broadcasting
algorithm in all-port torus using the deterministic dimension
order routing. In order to perform efficient broadcasting, ag-
gregation followed by distribution techniques were applied.
The messages are first aggregated into positions. Then, the

Fig. 3 Dominating nodes in a 4 × 4 2D-Mesh

constructed sub-networks distribute the messages, achieving
maximized parallelism.

Barnett et al. [17] presented broadcast algorithms for
meshes that are non-power-of-two. Also, conflict-free mini-
mum-spanning tree, pipelined, and a proposed scatter-
collect approach broadcast algorithms were presented and
evaluated in [17].

2.2 Extended dominating node approach

The dominating set approach is applied in many areas such
as graph theory, unit disc graphs, and wireless sensor net-
works [18]. However, the dominating node approach [8] de-
fines a set of dominating nodes that have direct links to all
other processors in a group. Such a feature grants a proces-
sor the capability of delivering a message to all other proces-
sors in a single step, as illustrated in Fig. 3.

By considering the scenario illustrated in Fig. 4, the
extended dominating nodes still preserve the single step
message delivery (broadcasting) by also delivering to non-
adjacent processors. Furthermore, the definition of Extended
Dominating Nodes (EDNs) can be recursively applied to
form multiple levels of EDN processors, as illustrated in
Fig. 5. As shown in this figure, gray nodes present level-2
EDN processors, dotted nodes present level-1 EDN proces-
sors, and white nodes present level-0 EDN processors. The
process of message broadcasting is performed in two steps
as follows: EDN level-2 transmits the message to EDN
level-1, which then transmits the message to EDN level-0.

The EDN approach was applied in the design of collec-
tive communication operations, such as reduction, broad-
casting, and global combine operations in all-port worm-
hole-routed 2D-Mesh [6, 7]. EDN was also applied to
solve the matrix transposition problem in order to minimize
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channel contention [6]. Moreover, the advantages of EDN
approach-based collective communication operations over
other approaches were confirmed in [6] through simulation
and analysis.

Fig. 4 Extended dominating nodes in a 4 × 4 2D-Mesh

2.3 OTIS interconnection networks

The Optical Transpose Interconnection System (OTIS) was
introduced by Marsden et al. [5] as an interconnection sys-
tem that combines the advantages of electronic and optical
interconnection links. Processors in OTIS are divided into
groups, where intra-group (short-distance) communication
is realized by electronic links and the longer inter-group
communication is achieved through optical links.

In general, an OTIS is divided into N groups, each of
which consists of N processors. A processor within an OTIS
group is modeled as a tuple (G,P ), where G denotes the
group’s number and P is the processor’s number within the
group. Processor (G,P ) is connected directly to its trans-
pose processor (P,G) via optical interconnection. Intra-
group processors, on the other hand, are connected electron-
ically forming a common interconnection network’s topol-
ogy, such as mesh, hypercube, star, mesh of trees etc.

OTIS-Mesh, under study, consists of N groups with N

processors in each group organized as a two-dimensional√
N × √

N mesh. Figure 6 illustrates a 4 × 4 OTIS-Mesh,
which consists of 4 groups (named Group 0, Group 1,
Group 2 and Group 3), where each group consists of 4
processors interconnected as a mesh. Each processor is in-

Fig. 5 Extended dominating
nodes in an 8 × 8 2D-Mesh
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Fig. 6 4 × 4 OTIS-Mesh

terconnected with its transpose processor via an optical link
(the bold arrows); for example, processor (0,3) shares an
optical link with processor (3,0).

Several attractive features can be achieved by the OTIS
architecture, especially when OTIS is divided into N groups,
with N processors in each group. For example, it was ver-
ified by Krishnamoorthy et al. [19] that the OTIS band-
width is maximized and the power consumption is mini-
mized when the number of groups is equal to the num-
ber of processors within each group. Several research ef-
forts have achieved significant performance optimization
in OTIS through load-balancing and adaptive routing algo-
rithms [11, 20–23]. For example, a load balancing algorithm
called Clusters Dimension Exchange Method (CDEM) [11]
was developed for OTIS-Hypercube and was further eval-
uated under the execution time, load balancing accuracy,
number of communication steps, and speed metrics. The
experimental work strongly indicates the outperforming re-
sults achieved by OTIS-Hypercube over the hypercube inter-
connection network. An adaptive routing algorithm was im-
plemented in [24] for wormhole switched OTIS-Hypercube.
The proposed algorithm was examined through an empirical
performance evaluation study under a number of conditions,
such as traffic load, router delay etc. Moreover, the per-
formance of deterministic routing in OTIS-Hypercube and
OTIS-Mesh were evaluated in [20] under different condi-
tions such as the number of virtual channels, traffic, bisec-
tion width, cycle ratio etc.

2.4 Basic operations in OTIS-Networks

Several basic operations and topological properties were de-
veloped in OTIS-Networks [9, 25–28], including optimal

routing, broadcast, data sum, size, degree, and diameter.
Day [27] presented one-to-one routing and optimal broad-
casting algorithms on OTIS k-ary n-cube interconnection
networks, besides the embedding of OTIS k-ary (n − 1)-
cubes, cycles, meshes, cubes, and spanning trees. Topologi-
cal properties were presented on the OTIS k-ary n-cube in-
terconnection networks; such as size, degree, short distance,
and diameter. Day and Al-Ayyoub [25] presented minimal
one-to-one routing and optimal broadcasting algorithms in
OTIS-Networks, where the optimal routing guarantees find-
ing the minimum distance path and the broadcast algorithm
employs a spanning tree. Also, some topological proper-
ties of OTIS-Networks were presented; including size, de-
gree, shortest distance, and diameter. Moreover, Wei and
Xiao [26] developed basic communication operations such
as: broadcast, prefix sum and data sum on the Swapped Net-
work; an optoelectronic interconnection network that resem-
bles OTIS with as number of processors as in OTIS.

Wang and Sahni [28] presented some basic operations
on OTIS-Mesh in particular; such as window broadcast,
data sum, data accumulation, adjacent sum, and random
accesses read and write. The window broadcast operation
in OTIS-Mesh starts with a data located in a sub-mesh of
one group, which is then transmitted to processors within a
group, and finally to other groups. The data sum operation is
performed on data items located in each processor in OTIS-
Mesh. In data accumulation operation, each processor accu-
mulates data from its neighboring processors. The adjacent
sum operation performs sum operation on the accumulated
data. The random access read operation reads data from one
processor in OTIS-Mesh, while the random access write op-
eration writes data onto another processor in OTIS-Mesh.
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Table 1 Algorithm for broadcast in single- and all-port wormhole-
routed OTIS-Mesh

Step 1: The root processor sends m broadcasted messages to each
processor in the OTIS-Mesh group.

Step 2: Each processor in the root group performs an optical move to
transmit the received message to the transposed group.

Step 3: When the processor in the transposed group receives the
broadcasted message via its optical link, Step 1 is repeated.

Table 2 Algorithm for global combine in single- and all-port
wormhole-routed OTIS-Mesh

Step 1: Each processor within each group in the OTIS-Mesh, sends
the message (message need to be collected) to the proces-
sor that shares an optical link with the root group (the group
where the root processor exists).

Step 2: An optical move is performed to send the collected messages
within each group to the root group.

Step 3: Each processor in the root group sends the received messages
to the root processor.

Table 3 Algorithm for broadcast in EDN-OTIS-Mesh

Step 1: The root processor performs broadcast on the root group as
follows:
a. The root processor sends the message to the processors

located at the highest EDN level in the control group.
b. Processors in the highest EDN level send the message to

the processors located in the lowest EDN levels until the
message is received by EDN level-1.

c. Processors in EDN level-1 send the message to level-0
processors.

Step 2: Each processor in the root group performs an optical move to
transmit the received message to the transposed group.

Step 3: When the processor in the transposed group receives the
broadcasted message via its optical link, Step 1 is repeated.

The previous operations are important in developing many
applications on OTIS-Mesh, such as graph-based and matrix
multiplication.

McKinley, Tsai, and Robinson [9] presented broad-
cast and global combine algorithms in single- and all-port
wormhole-routed massively parallel computers. In our pa-
per, these algorithms (Tables 1 and 2) have been applied
on single- and all-port wormhole-routed OTIS-Mesh, in or-
der to be compared analytically and by simulation, with
the broadcast and global combine algorithms presented in
Sect. 3 (Tables 3 and 4) in all-port wormhole-routed OTIS-
Mesh using EDN approach, referred to EDN-OTIS-Mesh.

Besides the above basic operations on OTIS-Networks,
a number of other operations were developed [29], such as
the selection operation that finds the smallest number in a
sequence of numbers distributed among processors in the
network, and the sorting operation that arranges a set of data
distributed in ascending or descending order among the net-
work’s processors. Both operations have vital use in numer-
ical analysis applications.

Table 4 Algorithm for global combine in EDN-OTIS-Mesh

Step 1: Each group perform global combine as follows:
a. Within each group in the EDN-OTIS-Mesh, level-1 EDN

processors collect messages from level-0 processors.
b. Level-1 EDN processors send the collected messages to

Level-2 EDN processors until the collected messages are
received by the highest EDN level.

Step 2: An optical move is performed to send the collected messages
within each group to the root group.

Step 3: When the transposed processors in the root group receive the
collected messages Step 1 is repeated in the root group.

3 Extended dominating node approach for broadcast
and global combine operations on OTIS-Mesh

This section presents efficient broadcast and global combine
algorithms (Tables 3 and 4) on all-port wormhole-routed
Optical Transpose Interconnection System Mesh (OTIS-
Mesh) using Extended Dominating Node (EDN) approach
[6–8] referred to EDN-OTIS-Mesh. However, the broadcast
and global combine in the EDN-OTIS-Mesh only can be ap-
plied on the all-port model because the EDN approach can
be applied only on that model [6–8]. The proposed broad-
cast and global combine communication operations are pre-
sented in Sects. 3.1 and 3.2, respectively.

OTIS-Mesh is organized as an interconnection of N

groups, each of N Processing Elements (PEs) intercon-
nected as a mesh, where each PE is presented as a two-
element tuple (G,P ); where G is the group number and P

is the processor number within G. For each PE (G,P ), the
corresponding transpose PE is denoted by (P,G). In OTIS-
Mesh, each PE is connected to its corresponding transpose
via an optical link. Furthermore, on each group of OTIS-
Mesh, the EDN approach is applied forming an EDN-OTIS-
Mesh.

A 16 × 16 EDN-OTIS-Mesh is shown in Fig. 7; it con-
sists of 16 groups (G0,G1, . . . ,G15), each of which con-
tains 16 processors (0,1, . . . ,15) interconnected in the form
of mesh. As shown by the figure, each processor is in-
terconnected with its transpose processor via an optical
link; for example, processor (0,2) (processor 2 in group 0)
shares an optical link with processor (2,0) (processor 0 in
group 2). The shaded processors in each group present the
EDN processors, where a set of nodes can deliver a message
to all other processors in a group in a single message-passing
step. For example, within group G0, processors 1, 7, 8 and
14 are called level-1 EDN processors, where they can de-
liver a message to level-0 nodes in a single message-passing
step, while level-0 nodes form the rest of the nodes.

3.1 Broadcast operation

In broadcast operation, one processor sends the same mes-
sage to each processor in the EDN- OTIS-Mesh. The broad-
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Fig. 7 16 × 16
EDN-OTIS-Mesh

Fig. 8 Step 1—broadcast
operation in 64 × 64
EDN-OTIS-Mesh control group

cast operation in EDN-OTIS-Mesh can be summarized by
the following steps:

Step 1: the root processor sends the message to the proces-
sors located at the highest EDN level in the con-
trol group. Figure 8 illustrates the control group
(G0 as shown in Fig. 9) of a 64 × 64 EDN-OTIS-
Mesh, in part (a) of Fig. 8; the root processor (the
square with a black circle inside) sends the message
to level-2 EDN processors (gray-colored squares).
Next, as shown in part (b), the level-2 EDN proces-
sors send the messages to level-1 EDN proces-
sors (dot-shaded squares). Then, as part (c) shows,

level-1 EDN processors send the received message
to level-0 nodes (white squares).

Step 2: processors at level-0 in the control group (G0 as
shown in Fig. 9) perform an optical movement in
order to send the message to each group in the
EDN-OTIS-Mesh. Figure 9 illustrates a 64 × 64
EDN-OTIS-Mesh, in which processor 0 of each
group receives the message through the optical link
and sends it to level-2 EDN processors.

Step 3: within each group, the processors in the highest
EDN level send the received message to the next
lower EDN processors. Figure 10 illustrates the
broadcast operation in a 64 × 64 EDN-OTIS-Mesh,
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Fig. 9 Step 2—broadcast
operation in 64 × 64
EDN-OTIS-Mesh

where within each group (G1 to G63) level-2 EDN
processors (gray-filled squares) send the message to
level-1 EDN processors (dot-shaded squares).

Step 4: as illustrated in Fig. 11, the broadcast operation in
a 64 × 64 EDN-OTIS-Mesh is finalized by having
level-1 EDN processors (dot-shaded squares) send-
ing messages to level-0 nodes in parallel.

As a summary, Table 3 presents the above steps as an
algorithm for broadcast communication operation in all-port
wormhole-routed EDN-OTIS-Mesh.

3.2 Global combine operation

In a global combine operation, one processor (root proces-
sor) receives a different message from each processor in the
EDN-OTIS-Mesh. The global combine operation in EDN-
OTIS-Mesh can be summarized in the following phases:

Global combine phase: every group within the EDN-
OTIS-Mesh starts to collect messages as follows:

• Within each group in the EDN-OTIS-Mesh, level-1 EDN
processors collect messages from level-0 processors and
send those messages to the next EDN level, until the mes-
sages reach the highest EDN level. Figure 12 illustrates

the global combine phase in one group of a 64×64 EDN-
OTIS-Mesh. As shown by part (a), level-0 nodes (white
squares) send their messages to level-1 EDN processors
(dot-shaded squares). In part (b), level-1 EDN proces-
sors from the previous 64 × 64 EDN-OTIS-Mesh group
send their messages to level-2 EDN processors (gray-
filled squares).

• The processors located at the highest EDN level send the
collected messages to the processor that shares an opti-
cal link with the control group (the group where the root
processor is located).

Completion phase: each processor in the control group re-
ceives a group of messages via its optical links from its
transpose processors. The global combine phase will be per-
formed again in the control group (G0 as shown in Fig. 13)
until the root processor receives all the messages. Figure 13
illustrates the completion phase in a 64 × 64 EDN-OTIS-
Mesh. The 64 × 64 EDN-OTIS-Mesh consists of 64 groups
(0,1, . . . ,63) and each group consists of 64 processors; the
white squares in the figure represent level-0 nodes, the dot-
shaded squares are level-1 EDN processors and the gray-
filled squares stand for level-2 EDN processors. The control
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Fig. 10 Step 3—broadcast
operation in 64 × 64
EDN-OTIS-Mesh

group is G0, in which the root processor is represented by
the square with the dark circle inside. After performing the
global combine operation in the control group, level-2 EDN
processors send their collected messages to the root proces-
sor.

As a summary, Table 4 presents the above phases as an
algorithm for global combine communication operation in
all-port wormhole-routed EDN-OTIS-Mesh.

4 Analytical evaluation

This section provides an analytical evaluation of the broad-
cast and global combine communication operations in the
following interconnection networks: single-port wormhole-
routed OTIS-Mesh, all-port wormhole-routed OTIS-Mesh,
and all-port wormhole-routed EDN-OTIS-Mesh. The analy-
sis is performed in terms of the following performance met-
rics: number of communication steps, latency, and latency
improvement. This analytical evaluation will further serve
as a foundation for implementing the interconnection net-
work’s simulator developed for performance evaluation pur-
poses.

4.1 Number of communication steps

The total number of communication steps is the sum of op-
tical and electronic communication steps required to per-
form the broadcast or global combine operations. The re-
quired number of optical message-passing steps between
the groups of OTIS-Mesh is one for the three interconnec-
tion networks architectures. For this reason, we consider
the number of communication steps metric is the sum of
the electronic message-passing steps needed to perform the
broadcast operation. This also applies to the global combine
operation. In all-port wormhole-routed OTIS-Mesh and all-
port wormhole-routed EDN-OTIS-Mesh, this metric is af-
fected by the root node’s location. Hence, we calculate the
minimum (best-case) and maximum (worst-case) number of
communication steps. The minimum number of communi-
cation steps is achieved when the root node is located at the
middle of the control group (the group that contains the root
processor), which enables the root node to perform simulta-
neous send/receive from all of its input/output channels. Fig-
ure 14 presents one group of a 64 × 64 OTIS-Mesh, where
the shaded processor is the root, whose location is at the
middle of the group; thus presenting the best-case. On the
other hand, the maximum number of communication steps
occurs when the root node is located at the endmost of the
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Fig. 11 Step 4—broadcast
operation in 64 × 64
EDN-OTIS-Mesh

Fig. 12 Global combine phase in one group of a 64 × 64
EDN-OTIS-Mesh

control group. This leads to a limited number of simultane-
ous send/receive by the root node from all of its input/output
channels. This scenario is shown in Fig. 15, representing one
group of the 64 × 64 OTIS-Mesh, where the shaded proces-
sor is the root, which is located at the endmost of the group,
thus presenting the worst-case.

In order to analytically evaluate the single-port OTIS-
Mesh, all-port OTIS-Mesh, and all-port EDN-OTIS-Mesh
in terms of the number of electronic message-passing steps,

the following assumptions hold: the routing algorithm used
is deterministic, and the dimension order routing traverses
the X dimension first then the Y dimension in OTIS-Mesh,
where wormhole-routed is used. Moreover, the number of
nodes in an OTIS-Mesh group is N , as shown in (1), where
i = 2,3, . . . , n and 4 is the number of EDN nodes in the
smallest OTIS-Mesh group. However, i starts from 2 in or-
der to have at least a group with N = 16 and one EDN level
of 4 nodes.

N = 4i (1)

The height of EDN tree (i.e. the number of EDN levels)
within each EDN-OTIS-Mesh group is equal to L, as shown
in (2), where N is the number of nodes in the OTIS-Mesh
group and 4 is the number of EDN nodes in the smallest
OTIS-Mesh group.

L = (log4 N) − 1 (2)

Next, Theorems 1 to 5 show the number of electronic
message-passing steps to perform a broadcast or a global
combine operation in single-port wormhole-routed OTIS-
Mesh, the minimum and maximum number of the electronic
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Fig. 13 Completion phase in
64 × 64 EDN-OTIS-Mesh

Fig. 14 64 × 64 OTIS-Mesh control group (best-case)

message-passing steps required to perform a broadcast or
a global combine operation in both the all-port wormhole-

routed OTIS-Mesh and the all-port wormhole-routed EDN-
OTIS-Mesh, respectively.

Theorem 1 It takes 2× (N −1) electronic message-passing
steps to perform a broadcast or a global combine operation
in a single-port wormhole-routed OTIS-Mesh.

Proof The number of communication steps required to per-
form a broadcast operation (Table 1) in the control group
of the single-port wormhole-routed OTIS-Mesh is equal to
(N − 1) because the root processor is a single-port and is
able to send one message at a time to each processor in
the control group, which contains N processors. In addi-
tion, parallel broadcasting on other groups of the single-port
OTIS-Mesh requires (N − 1) steps, where each group con-
tains N processors. Therefore, the required number of elec-
tronic message-passing steps to perform a broadcast opera-
tion in the single-port wormhole-routed OTIS-Mesh is equal
to 2× (N −1). Regarding the global combine operation (Ta-
ble 2), the number of required communication steps to per-
form the global combine phase in a single-port OTIS-Mesh
is N − 1 because the interconnection network is a single-
port, where the processor responsible for the global combine
phase is capable to receive one message at a time from each
of the N -processors groups. The completion phase of the
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Fig. 15 64 × 64 OTIS-Mesh control group (worst-case)

global combine operation in the control group of the single-
port OTIS-Mesh also takes (N −1) steps, as the root proces-
sor in the control group will receive one message from each
processor at a time. Therefore, the total number of elec-
tronic message-passing steps to perform a global combine
operation in the single-port wormhole-routed OTIS-Mesh is
2 × (N − 1). �

Theorem 2 The minimum number of the electronic messa-
ge-passing steps required to perform a broadcast or a global
combine operation in all-port wormhole-routed OTIS-Mesh
is 2 × ((

√
N/2) × √

N)).

Proof The minimum number of the required communica-
tion steps to perform a broadcast operation (Table 1) in the
control group of the all-port wormhole-routed OTIS-Mesh is
equal to (

√
N/2)×√

N , where the best-case scenario is ob-
tained when the root processor is located at the middle of the
control group (Fig. 14). Since the interconnection network
is all-port, the root processor has the ability to send mes-
sages in parallel based on the number of its communication
channels. The number of messages approximately reaches
(
√

N/2) × √
N since the control group’s N -processors are

organized in the form of a mesh, consisting of
√

N rows,
each of

√
N processors, where the root processor is located

at the middle of the group. In addition, the routing algorithm
is deterministic (i.e. the message between two nodes always
selects the same previously determined path), so half of the
messages will be sent through one port and the rest of the

messages will be sent through the other ports. Parallel broad-
casting on other groups also takes (

√
N/2) × √

N steps.
Therefore, the minimum number of electronic message-
passing steps to perform broadcasting in all-port wormhole-
routed OTIS-Mesh is equal to 2 × ((

√
N/2) × √

N). With
regard to the global combine operation (Table 2), both of
its phases consume a number of communication steps. The
global combine phase, at first, requires (

√
N/2)×√

N steps
because the interconnection network is all-port, in which the
processor conducting the global combine phase is capable to
receive, in parallel, a number of messages equal to the num-
ber of its communication channels, and since a determinis-
tic routing algorithm is used, half of the messages which is
equal to (

√
N/2) × √

N will be received through one port
and the rest of the messages will be received through the
other ports. The completion phase of the global combine
operation in the control group of the all-port OTIS-Mesh
also takes (

√
N/2) × √

N steps, as the root processor in the
control group will receive one message from each proces-
sor in the group and half of the messages (

√
N/2) × √

N

will be received by one port and the rest of the messages
will be received by the other ports. Therefore, the minimum
number of communication steps to perform global com-
bine operation in all-port wormhole-routed OTIS-Mesh is
2 × ((

√
N/2) × √

N). �

Theorem 3 The maximum number of the electronic messa-
ge-passing steps required to perform a broadcast or a global
combine operation in all-port wormhole-routed OTIS-Mesh
is 2 × ((

√
N − 1) × √

N).

Proof The maximum number of the required message-
passing steps to perform a broadcast operation (Table 1)
in the control group of the all-port wormhole-routed OTIS-
Mesh is equal to (

√
N − 1) × √

N , where the worst-case
scenario is obtained when the root processor is located at
the endmost of the control group (Fig. 15). Since the inter-
connection network is all-port, the root processor is capa-
ble to send messages in parallel according to the number
of its communication channels. However, the location of
the root processor limits the number of parallel send oper-
ations, and the used routing algorithm is deterministic, so
(
√

N − 1) × √
N messages will be sent through one port

since the control group’s N -processors are organized in a
mesh structure, consisting of

√
N rows, each containing√

N processors, where the root processor is located at the
endmost of the group. In addition, parallel broadcasting on
other groups also takes (

√
N − 1) × √

N steps. Thus, the
maximum number of electronic message-passing steps to
perform a broadcast operation in all-port wormhole-routed
OTIS-Mesh is equal to 2 × ((

√
N − 1) × √

N). With re-
spect to the global combine operation (Table 2) in the all-
port wormhole-routed OTIS-Mesh, the maximum number of
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communication steps taken to perform the global combine
phase is equal to (

√
N − 1) × √

N because the interconnec-
tion network is all-port, where the processor that performs
the global combine phase is capable to receive, in parallel,
a number of messages equal to the number of communica-
tion channels it has. Since the location of the root processor
limits the number of parallel receive messages and the rout-
ing algorithm is deterministic, (

√
N − 1) × √

N messages
will be received by one port and the rest of the messages
will be received through the rest of ports. As well as, the
completion phase of the global combine operation in the all-
port OTIS-Mesh takes (

√
N − 1) × √

N steps. Therefore,
the maximum number of electronic message-passing steps
for global combine in all-port wormhole-routed OTIS-Mesh
is equal to 2 × ((

√
N − 1) × √

N). �

Theorem 4 The minimum number of electronic message-
passing steps to perform a broadcast or a global combine
operation in all-port wormhole-routed EDN-OTIS-Mesh is
2 × (L + 2).

Proof The minimum number of the required electronic
message-passing steps to perform a broadcast operation (Ta-
ble 3) in the control group of the all-port wormhole-routed
EDN-OTIS-Mesh is equal to L + 2. Since the interconnec-
tion network is all-port architecture, and the best case sce-
nario is obtained when the root processor is located at the
middle of the control group (Fig. 14), the root processor
sends parallel messages relevant to the number of its com-
munication channels. It takes L steps, which is the num-
ber of EDN levels in this group passed during sending the
message from the highest EDN level to the lowest EDN
level, and it takes up to 2 steps to complete the broadcast
operation in this group, which is sending the message from
the root processor to the highest EDN level. In addition,
performing broadcasting on other groups, in parallel, also
takes L + 2 steps. Therefore, the minimum number of elec-
tronic message-passing steps to perform a broadcast opera-
tion in all-port wormhole-routed EDN-OTIS-Mesh is equal
to 2 × (L + 2). As for the global combine operation (Ta-
ble 4), the minimum number of communication steps taken
to perform the global combine phase in all-port wormhole-
routed EDN-OTIS-Mesh is equal to L+ 2. This refers to the
fact that the interconnection network is all-port, in which the
processor that is responsible for the global combine phase
receives a number of messages in parallel that is related to
the number of its communication channels. So, it requires
L steps, which is the number of EDN levels in the group
to receive messages from the lowest EDN levels up to the
highest EDN levels, and it takes up to 2 steps to complete the
global combine phase, which is sending the message from
the highest EDN level to the processor that performs the
global combine phase in all groups. The completion phase

adds L+ 2 more steps in order to receive the messages from
level-0 nodes to the highest EDN level, recall that it takes
L steps to receive the messages from the lowest EDN levels
to the highest EDN levels and up to 2 steps for the comple-
tion phase. This results in a minimum number of electronic
message-passing steps to perform global combine opera-
tion in all-port wormhole-routed EDN-OTIS-Mesh equal to
2 × (L + 2). �

Theorem 5 The maximum number of electronic message-
passing steps to perform a broadcast or a global combine
operation in all-port wormhole-routed EDN-OTIS-Mesh is
2 × (L + 3).

Proof At most, L + 3 electronic message-passing steps are
required to perform broadcasting (Table 3) in the control
group of all-port wormhole-routed EDN-OTIS-Mesh. The
interconnection network’s architecture is all-port, and the
worst-case scenario is achieved when the root processor is
positioned at the endmost of the control group (Fig. 15).
Thus, the number of parallel messages sent by the root
processor is relevant to the number of the root’s commu-
nication channels. In order to send the message from the
highest EDN level to the lowest EDN level, L steps are re-
quired, which is the number of EDN levels in this group, and
up to 3 steps are necessary to complete the broadcast oper-
ation in this group, which is sending the message from the
root processor to the highest EDN level. Furthermore, L+ 3
more steps are required for parallel broadcasting on other
groups of all-port EDN-OTIS-Mesh. As a result, the max-
imum number of electronic message-passing steps to per-
form broadcasting in all-port wormhole-routed EDN-OTIS-
Mesh is equal to 2 × (L + 3). As to the global combine
operation (Table 4) in the all-port wormhole-routed EDN-
OTIS-Mesh, the maximum number of required electronic
message-passing steps to perform the global combine phase
is L+3. This can be clarified by referring to the interconnec-
tion network’s all-port architecture, where the processor that
performs the global combine phase can receive a number of
parallel messages related to the number of its own communi-
cation channels. Based on this, L steps, which is the number
of EDN levels in the group, are required to receive messages
from the lowest EDN levels up to the highest EDN levels and
it takes up to 3 steps to complete the global combine phase,
which is sending the message from the highest EDN level
to the processor that performs the global combine phase in
all groups. By the completion phase of the global combine
operation in the control group, L + 3 additional steps are
necessary to receive the messages from level-0 nodes to the
highest EDN level, recall that it takes L steps to receive the
messages from the lowest EDN levels to the highest EDN
levels and up to 3 steps for the completion phase. Therefore,
the maximum number of electronic message-passing steps
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to perform a global combine operation in all-port wormhole-
routed EDN-OTIS-Mesh is equal to 2 × (L + 3). �

4.2 Latency

In order to analytically define the latency of the single-port
wormhole-routed OTIS-Mesh, all-port wormhole-routed
OTIS-Mesh, and all-port wormhole-routed EDN-OTIS-
Mesh, the following assumptions are taken into account:
message length is Mlen, setup time Tset is the time needed to
start an operation, router delay is characterized by the fol-
lowing three parameters: channel cycle time Tcc which is the
time needed to transmit one flit from one router to the next,
switching delay Tsw which is the time needed to transmit a
flit from the input channel to the required output channel in
the crossbar, and routing time Tr which is the time needed
to route a message. So, the overall router delay Trd (3) is
the maximum of (Tcc, Tsw, Tr ) since the three operations are
overlapped.

Trd = Max(Tcc, Tsw, Tr ) (3)

Moreover, contention time Tcont is the time spent by a flit
in the router before it is transmitted to the next router due
to channel contention, communication latency Tlatency (4) is
the required time to transmit a message from the source node
to the destination node, Tlatency is affected by the number of
hops H between the source and destination, message size
Mlen, contention time Tcont, and router delay Trd .

Tlatency = Trd × (H + Mlen) + Tcont (4)

Based on the above, (5) gives the Latency to per-
form broadcast or global combine operations in single-port
wormhole-routed OTIS-Mesh, all-port wormhole-routed
OTIS-Mesh, or all-port wormhole-routed EDN-OTIS-Mesh.

Latency = Tset + Tlatency (5)

The Latency of either, a broadcast or a global combine
operation, which has no computation phase, is the time
elapses from the beginning of the communication until the
moment the last processor finishes communication, which is
equal to the sum of the setup time Tset and the communica-
tion latency Tlatency for the last processor finishing commu-
nication.

4.3 Latency improvement

The latency improvement (i.e., reduction in latency)
(Late.Imp.over_single) achieved by broadcast or global com-
bine communication operations on all-port wormhole-routed
EDN-OTIS-Mesh to single-port wormhole-routed OTIS-
Mesh is presented in (6), where the latency of perform-
ing broadcast or global combine in single-port wormhole-
routed OTIS-Mesh is Latencysingle_port and the latency of

performing the previous operations on all-port wormhole-
routed EDN-OTIS-Mesh is Latencyall_port_EDN .

Late.Imp.over_single

= Latencysingle_port/Latencyall_port_EDN (6)

Moreover, the latency improvement (Late.Imp.over_all_port)

achieved by broadcast or global combine communication
operations on all-port wormhole-routed EDN-OTIS-Mesh
to all-port wormhole-routed OTIS-Mesh is presented in (7),
where the latency of performing broadcast or global com-
bine in all-port wormhole-routed OTIS-Mesh is
Latencyall_port and the latency of performing the previous
operations on all-port wormhole-routed EDN-OTIS-Mesh
is Latencyall_port_EDN .

Late.Imp.over_all_port

= Latencyall_port/Latencyall_port_EDN (7)

5 Simulation environment

This section presents the technical specifications of the sim-
ulation environment, under which, the simulation runs were
conducted. These specifications include both the hardware
and software modules used in the implementation of the
interconnection network’s simulator. Prior to implementing
the simulator, an analytical study was conducted in order to
quantify the simulation’s parameters. These parameters in-
clude: port model, network switching method, and so forth.
According to these parameters, suitable development envi-
ronment and tools were chosen.

The performance evaluation of the simulation runs were
conducted on a Dual-Core Intel Processor (CPU 1.5 GHz),
with 14 pipeline stages and a multithreaded architecture,
2 MB L2 Cache per CPU, and 2 GB RAM. The simulation
was developed using C++ programming language, within
the Microsoft Visual Studio 6.0 programming environment.
The simulation runs were performed under Windows Vista
operating system.

Under the hardware and software specifications intro-
duced above, the special-purpose simulator named OTIS-
Mesh was designed and further implemented. OTIS-Mesh is
a discrete event simulator, which mainly captures the char-
acteristics of three interconnection networks: single-port
wormhole-routed OTIS-Mesh, all-port wormhole-routed
OTIS-Mesh, and all-port wormhole-routed EDN-OTIS-
Mesh. Such capability supports both the measurements and
the comparisons of both broadcast and global combine com-
munication operations performance metrics under the previ-
ous three interconnection networks.

The OTIS-Mesh simulator consists of the following mod-
ules: node (i.e. processor or Processing Element (PE)),
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Fig. 16 Processing element

Fig. 17 4 × 42D Mesh

mesh, OTIS-Mesh, and EDN-OTIS-Mesh. The main charac-
teristics of the PE module are depicted from the node hard-
ware specifications mentioned previously. As illustrated in
Fig. 16, these characteristics include: local memory, input
channels, and output channels. The mesh module presents
the interconnected PEs within a single OTIS-Mesh group,
in which N PEs are interconnected, as illustrated in Fig. 17.
The OTIS-Mesh module simulates the overall OTIS-Mesh
interconnection network consisting of N groups, each of
which contains N PEs interconnected in a mesh structure.
Figure 18 illustrates a 16 × 16 OTIS-Mesh, which consists
of 16 groups (G0,G1, . . . ,G15), where each group con-
sists of 16 mesh-interconnected processors (0,1, . . . ,15).
The groups are interconnected based on the topological
specifications of OTIS-Mesh. For instance, processor (0,2)

(processor 2 of group 0) shares an optical link with its
corresponding transpose processor (2,0) (processor 0 of
group 2). Finally, the EDN-OTIS-Mesh module is an OTIS-
Mesh interconnection network that uses EDN approach
for communication operations purposes. Figure 19 presents
the 16 × 16 EDN-OTIS-Mesh, which it consists of 16
groups (G0,G1, . . . ,G15), where each group consists of 16

processors (0,1, . . . ,15) organized into a 4 × 4 2D-Mesh.
This network topology instance preserves the topological
characteristics of EDN-OTIS-Mesh. The shaded processors
in each group represent the EDN processors (a set of nodes
that can deliver a message to all other processors in a group
in a single message-passing step). For example, within
group G0, processors number 1, 7, 8, and 14 are called
level-1 EDN processors where they can deliver a message to
level-0 processors (nodes) in a single message-passing step,
where level-0 processors are the rest of the processors.

The node in the OTIS-Mesh simulator is configured as a
single-port model, which performs a single send/receive op-
eration at a time as illustrated in Fig. 20. Alternatively, the
node can also be configured as all-port model capable of per-
forming simultaneous send/receive operations over multiple
channels as illustrated in Fig. 21.

The network switching method used by the simulator
is the wormhole switching introduced in [30]. Using this
method, the message is partitioned into small fragments
called flits. The header is the first flit of the packet that con-
tains routing information and followed by data flits, which
are transmitted in a pipelined manner. Wormhole switching
eliminates the need of having large packet buffers at each
intermediate node. Moreover, wormhole switching is conve-
nient in the systems that use XY routing in which messages
are routed first in X-dimension then in the Y -dimension.

6 Simulation results and performance evaluation

This section presents and provides a detailed discussion
on the obtained simulation results. The performance of
the broadcast and global combine communication opera-
tions is evaluated on the following three interconnection
networks: single-port wormhole-routed OTIS-Mesh, all-
port wormhole-routed OTIS-Mesh, and all-port wormhole-
routed EDN-OTIS-Mesh, under the following performance
metrics: number of communication steps, latency, and la-
tency improvement.

6.1 Number of communication steps

The number of electronic message-passing steps is evalu-
ated and compared under the single-port wormhole-routed
OTIS-Mesh, all-port wormhole-routed OTIS-Mesh, and all-
port wormhole-routed EDN-OTIS-Mesh interconnection
networks. On the other hand, the number of optical commu-
nication steps required for broadcasting and global combine
is the same on all the above three interconnection networks,
which is only one optical step.

The number of electronic communication steps required
to perform a broadcast or a global combine operation in
all-port EDN-OTIS-Mesh is significantly less than that in
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Fig. 18 16 × 16 OTIS-Mesh

Fig. 19 16 × 16
EDN-OTIS-Mesh
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single-port OTIS-Mesh and all-port OTIS-Mesh due to the
fact that the EDN processors in each group increase the
number of parallel send or receive operations. As shown in
Fig. 22, the best-case, which is represented by the minimum
number of electronic communication steps required to per-
form a broadcast or a global combine operation in all-port
EDN-OTIS-Mesh is 6, 8, 10, and 12 for networks of sizes
16×16, 64×64, 256×256, and 1024×1024, respectively,

Fig. 20 Single-port node

Fig. 21 All-port node

whereas, in all-port OTIS-Mesh, the minimum number of
electronic communication steps is 16, 64, 256, 1024, and in
single-port OTIS-Mesh, it is 30, 126, 510, and 2046 for the
same previous networks sizes, respectively. The worst-case,
on the other hand, is shown in Fig. 23 which gives the max-
imum number of electronic communication steps required
to perform the broadcast or global combine operations in
all-port EDN-OTIS-Mesh, which is 8, 10, 12, and 14 for net-
works of sizes 16×16, 64×64, 256×256, and 1024×1024,
respectively. For the same networks sizes, the maximum
number of communication steps is 24, 112, 480, and 1984
in all-port OTIS-Mesh, and in single-port OTIS-Mesh, it is
30, 126, 510, and 2046. It is clear from Figs. 22 and 23 that
the minimum and maximum number of electronic commu-
nication steps for performing a broadcast or a global com-
bine operation in single-port OTIS-Mesh is the same for net-
works sizes 16 × 16, 64 × 64, 256 × 256, and 1024 × 1024
since it is single-port. Thus, performing one send or receive
operation at a time. A look at Fig. 22 reveals that the mini-
mum number of electronic communication steps for a broad-
cast or a global combine operation in all-port OTIS-Mesh is
about as twice as lower than that to perform it in single-port
OTIS-Mesh, because the single-port OTIS-Mesh performs
one send or receive operation at a time. On the other hand,
Fig. 23 shows that the maximum number of electronic com-
munication steps to perform broadcast or global combine in
all-port OTIS-Mesh is slightly lower than that to perform it
in single-port OTIS-Mesh, because the all-port OTIS-Mesh
performs a limited number of parallel send or receive oper-
ations. Furthermore, it can be noticed from Figs. 22 and 23
that as the network size increases, the number of electronic
communication steps increases rapidly to perform broadcast
or global combine in single-port and all-port OTIS-Mesh be-
cause the number of parallel send or receive operations in-

Fig. 22 Minimum number of
electronic communication steps
to perform broadcast operation
or global combine operation
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Fig. 23 Maximum number of
electronic communication steps
to perform broadcast operation
or global combine operation

Fig. 24 Minimum latency to
perform broadcast operation

creases, whereas the number of electronic communication
steps in all-port EDN-OTIS-Mesh increases very slightly.

6.2 Latency

The latency is a measurement of the elapsed time since the
beginning of communication until the last processor finishes
communication. The latency, of both broadcast and global
combine operations, is evaluated on the single-port OTIS-
Mesh, all-port OTIS-Mesh, and all-port EDN-OTIS-Mesh
interconnection networks, in both; the best-case and worst-
case scenarios.

The minimum (best-case) latency to perform broadcast
in single-port OTIS-Mesh is about as twice as higher than to
perform it in all-port OTIS-Mesh and higher, significantly,

than all-port EDN-OTIS-Mesh, as shown in Fig. 24, be-
cause the single-port OTIS-Mesh performs one send opera-
tion at a time. Moreover, the maximum (worst-case) latency
to perform broadcast operation in all-port EDN-OTIS-Mesh
is lower, significantly, than that to perform it in single-port
and all-port OTIS-Mesh, as shown in Fig. 25, because the
single-port OTIS-Mesh performs one send operation at a
time and the all-port OTIS-Mesh performs a limited number
of send operations. It can also be noticed from Figs. 24 and
25 that the latency of broadcasting in all-port EDN-OTIS-
Mesh is lower, significantly, than the resulting latency to
perform it in all-port OTIS-Mesh due to the existence of the
EDN processors in the EDN-OTIS-Mesh, which increase
the parallel send operation, yielding less latency. Further-
more, Figs. 24 and 25 make it clear that as the network size
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Fig. 25 Maximum latency to
perform broadcast operation

Table 5 Minimum latency (milliseconds) to perform global-combine operation

Network Size Single-Port OTIS-Mesh All-Port OTIS-Mesh All-Port EDN-OTIS-Mesh

16 × 16 6.5E+0 3.2E+0 2.4E+0

64 × 64 108.8E+0 54.4E+0 40.8E+0

256 × 256 1.8E+3 881.3E+0 661.0E+0

1024 × 1024 28.3E+3 14.1E+3 10.6E+3

Table 6 Maximum latency (milliseconds) to perform global-combine operation

Network Size Single-Port OTIS-Mesh All-Port OTIS-Mesh All-Port EDN-OTIS-Mesh

16 × 16 6.9E+0 5.5E+0 4.1E+0

64 × 64 110.6E+0 98.3E+0 73.7E+0

256 × 256 1.8E+3 1.7E+3 1.2E+3

1024 × 1024 28.3E+3 27.5E+3 20.6E+3

increases, the latency increases rapidly to perform broadcast
in single-port and all-port OTIS-Mesh because the number
of parallel send operations increases, whereas the latency in
all-port EDN-OTIS-Mesh increases very slightly.

The minimum and maximum latency to perform a global
combine operation in single-port OTIS-Mesh is higher than
that to perform it in all-port OTIS-Mesh and all-port EDN-
OTIS-Mesh for different networks sizes, as shown in Ta-
bles 5 and 6, respectively. This refers to the fact that the
single-port OTIS-Mesh performs one receive operation at a
time, while the all-port EDN-OTIS-Mesh can perform paral-
lel receive operations at a time. Moreover, it is shown in Ta-
bles 5 and 6 that the minimum and maximum latency to per-
form global combine in all-port EDN-OTIS-Mesh is lower
than those required to perform it in all-port OTIS-Mesh be-
cause every group in the EDN-OTIS-Mesh collects the re-

ceived messages in EDNs before sending them to the control
group, which increases the number of parallel receive oper-
ations. An examination look at Tables 5 and 6 reveals that
as the network size increases, the latency increases rapidly
to perform global combine in single-port and all-port OTIS-
Mesh, and all-port EDN-OTIS-Mesh due to the increasing
number of the parallel receive operations.

6.3 Latency improvement

The latency improvement metric (i.e., reduction in latency)
is defined as the improvement achieved by the broadcast
and global combine communication operations using all-
port EDN-OTIS-Mesh over single-port OTIS-Mesh or over
all-port OTIS-Mesh. In particular, the latency improvement
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Fig. 26 Minimum latency
improvement of broadcast
operation on all-port
EDN-OTIS-Mesh

Fig. 27 Maximum latency
improvement of broadcast
operation on all-port
EDN-OTIS-Mesh

is the ratio of the latency of single-port OTIS-Mesh or all-
port OTIS-Mesh over all-port EDN-OTIS-Mesh.

The minimum (best-case) and maximum (worst-case) la-
tency improvement simulation results of the broadcast op-
eration show that the all-port EDN-OTIS-Mesh outperforms
both the single-port OTIS-Mesh and all-port OTIS-Mesh in-
terconnection networks significantly, as shown in Figs. 26
and 27. For example, the minimum latency improvement
simulation results of the broadcast operation show that all-
port EDN-OTIS-Mesh outperforms single-port OTIS-Mesh
by 5.8, 14.18, 43.91, and 103.02 times for network sizes
16 × 16, 64 × 64, 256 × 256 and 1024 × 1024, respectively,
as shown in Fig. 26. It also outperforms the all-port OTIS-
Mesh by 3.05, 7.18, 22.02, and 51.44 times for the same pre-
vious network sizes, as shown in Fig. 26, because the all-port

EDN-OTIS-Mesh performs parallel send operations, where
the root processor sends the message only to the highest
EDN level and the EDN processors send the message to the
lowest EDN levels then to level-0 processors, so the num-
ber of parallel send operations is increased by the EDNs.
Also, the maximum latency improvement simulation results
of broadcast operation show that all-port EDN-OTIS-Mesh
outperforms both the single-port OTIS-Mesh and all-port
OTIS-Mesh by almost the same values, as shown in Fig. 27,
since all-port OTIS-Mesh performs a limited number of par-
allel send operations, where the root processor sends the
message to all processors in the group, so the number of
parallel send is limited by the number of ports that the root
processor has.
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Fig. 28 Minimum latency
improvement of global combine
operation on all-port
EDN-OTIS-Mesh

Fig. 29 Maximum latency
improvement of global combine
operation on all-port
EDN-OTIS-Mesh

The minimum latency improvement (best-case) simula-
tion results of the global combine operation show that all-
port EDN-OTIS-Mesh outperforms single-port OTIS-Mesh
and all-port OTIS-Mesh by 2.66 and 1.33 times respec-
tively for network sizes 16 × 16, 64 × 64, 256 × 256 and
1024×1024, as shown in Fig. 28, since all-port EDN-OTIS-
Mesh performs parallel receive operation. Also, the maxi-
mum latency improvement (worst-case) simulation results
of global combine operation show that all-port EDN-OTIS-
Mesh outperforms single-port OTIS-Mesh by 1.66, 1.5, 1.42
and 1.37 times for network sizes 16×16, 64×64, 256×256
and 1024×1024 respectively, and it outperforms the all-port
OTIS-Mesh only by 1.11, 1.2, 1.26 and 1.29 times for the
same previous network sizes, as shown in Fig. 29, because

the all-port EDN-OTIS-Mesh performs a limited number of
parallel receive operations in the worst-case.

The minimum latency improvement to perform global
combine operation on all-port EDN-OTIS-Mesh over single-
port OTIS-Mesh and over all-port OTIS-Mesh is the same
on the networks of sizes 16 × 16, 64 × 64, 256 × 256 and
1024 × 1024, as shown in Fig. 28. This is because the ra-
tio of latency on single-port OTIS-Mesh or all-port OTIS-
Mesh over the latency on all-port EDN-OTIS-Mesh is the
same on the previous networks sizes. Moreover, the EDNs
on all-port EDN-OTIS-Mesh group the received messages
from non-EDN nodes before the messages are forwarded
to the destination; this grouping mechanism eliminates the
unnecessary headers from the collected messages, which re-
duces the overall message size and consequently reduces the
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latency of the global combine operation. This amount of re-
duction in the latency is proportional on the previous net-
work sizes.

The maximum latency improvement to perform a global
combine operation on all-port EDN-OTIS-Mesh over single-
port OTIS-Mesh slightly decreases by 1.66, 1.5, 1.42, and
1.37 on network sizes 16 × 16, 64 × 64, 256 × 256 and
1024 × 1024, respectively, as shown in Fig. 29. This is be-
cause the ratio of latency on single-port OTIS-Mesh to that
of all-port EDN-OTIS-Mesh decreases on the previous net-
works. This slight decrease is explained by the location of
the root processor. Since the root processor is located at
the endmost of the OTIS-Mesh group, then the EDN-OTIS-
Mesh performs fewer parallel receive operations and thus
increasing the latency of the operation and consequently
decreasing the improvement ratio. However, the maximum
latency improvement to perform global combine on all-
port EDN-OTIS-Mesh over all-port OTIS-Mesh slightly in-
creases by 1.11, 1.2, 1.26, and 1.29 times on network sizes
16 × 16, 64 × 64, 256 × 256 and 1024 × 1024, respectively,
as shown in Fig. 29. This is clarified by the location of the
root processor at the endmost of the OTIS group, which
causes the number of parallel receives in OTIS-Mesh to de-
crease, leading to an increase in the latency value. How-
ever, the EDNs in all-port OTIS-Mesh perform grouping of
the collected messages, where the EDNs on all-port EDN-
OTIS-Mesh group the received messages from non-EDN
nodes before the messages are forwarded to the destination.
Therefore, the latency in EDN-OTIS-Mesh decreases, when
compared to all-port OTIS-Mesh, and consequently increas-
ing the improvement ratio.

7 Conclusions and future work

This paper presented and evaluated broadcast and global
combine communication operations on the Optical Trans-
posed Interconnection System Mesh (OTIS-Mesh). The Ex-
tended Dominating Node (EDN) of the graph theory field
along with the OTIS-Mesh were used as the underlying in-
terconnection network architecture, where EDN approach
was applied on each group of OTIS-Mesh to form the EDN-
OTIS-Mesh in order to implement an efficient approach for
broadcast and global combine communication operations.

The performance of broadcast and global combine com-
munication operations was evaluated analytically and by
simulation on the following interconnection networks:
single-port wormhole-routed OTIS-Mesh, all-port worm-
hole-routed OTIS-Mesh, and all-port wormhole-routed
EDN-OTIS-Mesh under the following performance metrics:
number of communication steps, latency, and latency im-
provement.

The analytical results revealed that the number of com-
munication steps to perform the broadcast and global com-
bine operations in all-port EDN-OTIS-Mesh is less than that
required to perform them on both; single-port and all-port
OTIS-Mesh, significantly. The excellence of EDN-OTIS-
Mesh is justified by the fact that the EDNs in all-port EDN-
OTIS-Mesh increase the number of parallel send or receive
operations. For example, in broadcast operation the message
is sent by the EDN processors, not by a single processor
as OTIS-Mesh without EDN; consequently, the number of
communication steps is reduced.

As a complementary work, simulation runs were con-
ducted, whose results indicated that both operations; broad-
cast and global combine, in the all-port EDN-OTIS-Mesh
performed better, in terms of latency and latency improve-
ment than both the single-port and all-port OTIS-Mesh in
both the best-case and worst-case runs. The reason behind
this is that the EDNs in all-port EDN-OTIS-Mesh reduces
the latency as the number of EDNs increases the parallel
send or receive operations, so the time to perform the oper-
ation is optimized. For example, in the global combine op-
eration, messages’ grouping is done by the EDN processors,
not by a single processor. Consequently, the operation’s la-
tency is reduced. Moreover, the maximum (worst-case) la-
tency improvement of the broadcast operation outperformed
the single-port model.

As a future work, the EDN approach can be used to
design and implement the broadcast, global combine, and
other collective communications operations, such as scatter,
reduction, barrier, etc. on other OTIS interconnection net-
works’ instances, such as OTIS-Hypercube.
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