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Abstract
A regional climate model called WRF (Weather Research and Forecasting) was set up in 
a two-way, three-domain nested framework to simulate future May to August precipitation 
of central Alberta, Canada. WRF is forced with climate outputs from four Global Climate 
Models (GCMs) for the baseline period 1980–2005, and for 2041–2100 based on the Rep-
resentative Concentration Pathways (RCP) 4.5 and 8.5 climate scenarios of the Intergov-
ernmental Panel on Climate Change (IPCC). A quantile–quantile bias correction method 
and a regional frequency analysis were applied to acquire future grid-based IDF curves for 
the city of Edmonton. Future trends of air temperature and convective available potential 
energy (CAPE) are investigated. Future IDF curves are expected to have higher intensities 
because of projected higher air temperature and atmospheric water vapor, and projected 
increase in CAPE by 2071–2100. Our results likely mean that under the impact of climate 
change, the future risk of flooding in Edmonton would increase.

Keywords Annual maximum precipitation · Air temperature · Convective available 
potential energy (CAPE) · Regional climate model (RCM) · Global Climate Model (GCM)

1 Introduction

In recent years, Canada has experienced severe storms which resulted in severe flood dam-
ages, such as the flood events of Calgary and Toronto in 2013. They were the worst natural 
disasters of Alberta and Ontario, and ranked the first and the third largest natural disas-
ters in Canada, respectively (Milrad et al. 2015; ECCC 2017). The 2013 flood damage of 
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Calgary was estimated to exceed 5 billion dollars. In central Alberta, according to the cur-
rent design standard of Edmonton, the 1995, 2004, and 2012 floods were supposed to be 
floods of 100- to 200-year return periods. However, they had been occurring about once 
every 10 years. The risk R of a design flood QT of return period T being exceeded at least 
once in a project of lifespan n years is

Equation (1) shows that the risk R of a design flood of T = 200 years will be exceeded at 
least once in a project life n of 25 years is only ~12%. R increases to ~ 22% if T = 100 years, 
and ~ 93% if T = 10 years, which demonstrates that the risk of flooding will increase drasti-
cally given the significant decrease in return periods of recent floods.

The above severe storm events show that current intensity–duration–frequency (IDF) 
curves for Edmonton are obsolete because these IDF curves do not reflect recent changes to 
Alberta’s climatic regime given extreme storm events have been occurring more frequently 
in central Alberta in recent years (www. publi csafe ty. gc. ca/ cnt/ rsrcs/cndn-dsstr-dtbs/index-
eng.aspx). Furthermore, recent extreme storms are capable of overwhelming existing 
municipal structures of Alberta and other cities of Canada.

Recent studies suggest that the variability of global precipitation is increasing due to 
global warming (Pendergrass et  al. 2017), which could also lead to more frequent and 
severe future extreme storm events (Chou et al. 2012), giving rise to higher rainfall intensi-
ties in different regions worldwide (Allan and Soden 2008; Lenderink and Van Meijgaard 
2008). According to the report of CMIP5 (Phase 5 of the Coupled Model Intercompari-
son Project), the response to  CO2 doubling in the multi-model mean of CMIP5 daily rain-
fall is characterized by an increase of 1%  K−1 at all rain rates and a shift to higher rain 
rates of 3.3%  K−1 (Pendergrass and Hartmann 2014). According to CMIP6, the magni-
tude of extreme precipitation is generally proportional to the global warming level, with 
an increase of about 7% per 1 °C warming (Douville et al. 2021). Higher precipitation has 
been observed in mid- and high latitudes of the Northern Hemisphere in recent decades 
(e.g., Alexander et al. 2006; Wang et al. 2013). As noted by Shi and Xu (2008), approxi-
mately 54.3% of global terrestrial regions had experienced higher annual precipitation 
from 1951 to 2002. From a global dataset of the second half of the twentieth century, Frich 
et al. (2002) found a significant increase in extreme precipitation events during wet spells 
and a higher number of heavy rainfall events. Regional changes in precipitation have also 
been detected in different parts of the world (Berg et al. 2013; Bintanja and Selten 2014; 
Jiang et al. 2015; Adler et al. 2017; Pendergrass et al. 2017; Tariku and Gan 2018a).

Even though global warming has resulted in more frequent occurrences of intensive pre-
cipitation (Yang et al. 2019; Douville et al. 2021), jeopardizing the safety standard of exist-
ing municipal infrastructure, IDF curves derived from historic data have been regarded as 
stationary, falsely assuming that the mean and variance of future precipitation will still 
remain unchanged. Therefore, many existing IDF curves of Canadian cities are likely not 
representative of projected precipitation regimes under the effect of climate change. Updat-
ing existing IDF curves to reflect possible changes in climatic regimes will reduce the vul-
nerability of new infrastructure to future storms by providing adequate guidance for build-
ing new resilient, sustainable drainage systems to mitigate the impact of future extreme 
storms, e.g., the IDF_CC tool of Western Uni. (https:// www. idf- cc- uwo. ca/ about).

The future precipitation of Canada under global warming impact simulated by global 
(GCMs) and regional climate models (RCM) has been assessed by Mladjic et al. (2011). 
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Maurer et  al. (2007) developed a monthly dataset based on climate projections of 16 
GCMs subjected to three emission scenarios of AR4 (IPCC 2007) statistically down-
scaled to a spatial resolution of 1/8° (about 140  km2 per grid cell) over the conterminous 
USA and parts of Canada and Mexico. The annual precipitation is projected to increase 
significantly in the Canadian Prairies (Mailhot et al. 2012), with the largest increase in 
central Alberta (Shepherd and McGinn 2003). Past studies on future extreme storms in 
Alberta were predominantly conducted at daily and multi-day (Mailhot et al. 2010; Sill-
mann et al. 2013), and at hourly to sub-hourly time scales (Kuo et al. 2014, 2015; Kuo 
and Gan 2015). Studies predominantly use statistical downscaling methods to project 
future IDF curves (Simonovic et al. 2016; Schardong et al. 2020), even though empiri-
cal relationships developed from the baseline period may or may not be applicable to 
project future precipitation.

According to CMIP5, the precipitation of central Alberta is expected to be more 
extreme in 2081–2100 (Sillmann et al. 2013). For example, precipitation indices, R95p 
(annual total precipitation when daily precipitation is higher than the 95th percentile) 
and R10mm (number of days when daily precipitation is larger than 10 mm), are sup-
posed to increase by 10–70% and 0.5–4 days in 2081–2100, respectively. From Repre-
sentative Concentration Pathways (RCP) 4.5 and RCP 8.5 climate scenarios of CMIP5 
statistically downscaled for the 2050s (2041–2070) and 2080s (2071–2100) by the 
Pacific Climate Impacts Consortium (PCIC), the annual precipitation at Fort Simpson 
of Alberta is projected to increase by 15–32% in 2050s and 15–40% in 2080s compared 
with the baseline period of 1974–2004 (Scheepers et  al. 2018). By statistically down-
scaled climate projections of CGCM3, Hassanzadeh et al. (2014) projected that short-
duration storms (1 h and 6 h) of Saskatoon will have higher intensities. On the other 
hand, using climate projections of CGCM3, Mailhot et al. (2010) did not detect much 
projected change to the intensity of annual maximum rainfall of long durations in the 
Canadian Prairies by the late twenty-first century. By dynamically downscaling climate 
projections of four GCMs using MM5 (5th Generation Pennsylvania State U. mesoscale 
model), the precipitation of Alberta is projected to be more intensive (Kuo et al. 2014, 
2015). In this study, WRF (Weather Research Forecasting) which has better parameteri-
zation schemes than MM5 is forced with climate outputs from four GCMs.

Global warming could increase the intensity of precipitation extremes (Allan and 
Soden 2008) because the water-holding capacity of the atmosphere will increase at 
about 7% per degree Celsius in temperature (Clausius-Clapeyron scaling). Convective 
available potential energy (CAPE in Joules/kg), the vertical integral of parcel buoyancy 
between free convection and neutral buoyancy, has been widely applied to detect the 
occurrence of severe convective storms (Ye et al. 1998; Seeley and Romps 2015; Dong 
et al. 2018). For example, similar increasing and decreasing trends between CAPE and 
extreme precipitation indices were found for the USA and southern Canada (Gizaw 
et  al. 2021). Murugavel et  al. (2012) found that higher CAPE in India may compen-
sate the decreased rainfall due to weakening circulation monsoon. Using downscaled 
climate output, we will investigate how climate warming and higher CAPE will affect 
the extreme precipitation and IDF curves of Alberta.

This study has three key objectives:

(1) Investigate possible changes of annual maximum sub-daily precipitation of central 
Alberta based on dynamically downscaled RCP 4.5 and RCP8.5 climate scenarios by 
a RCM.
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(2) Investigate projected changes and trends of 2-m air temperature and CAPE, and the 
differences between the reference (1984–2015) and projected (2041–2100) IDF curves 
of Edmonton.

(3) Derive and compare IDF curves of central Alberta developed from RCP climate sce-
narios of CMIP5 downscaled using the newer RCM, WRF with those previously pro-
jected using MM5, and SRES (Special Report on Emissions Scenarios) scenarios of 
CMIP3.

2  Data

2.1  Rain gauge data

The city of Edmonton in central Alberta, of about 700  km2 in area and a rain gauge net-
work, currently has 11 rain gauges recording data over May to August (MJJA) between 
1984 and 2015 (stars in Fig. 2). The old rain gauge in the municipal airport has recorded 
data since 1914 but discontinued after 1995, which (circle in Fig. 2) was used to develop 
past IDF curves for Edmonton. Only the MJJA data used for analysis were checked for 
quality control, such as removing unrealistic large “individual spikes” when there was no 
storm recorded in nearby rain gauges. Only few stations have missing records, and the data 
of those years are not included in the frequency analysis. Typically, the annual maximum 
series is used to establish the IDF curves. However, as MJJA is the major rainy season of 
central Alberta with a seasonal average of 219.5 mm, data from MJJA have been widely 
utilized in Edmonton. In addition, most MJJA storms in central Alberta have storm dura-
tions 4 h or shorter (Kuo et al. 2015).

2.2  Climate model data

GCMs are designed to simulate global-scale climate processes at resolutions not adequate 
to simulate detailed, local-scale precipitation-producing weather systems, e.g., resolu-
tions of the four GCMs selected in this study range from 0.9° × 1.3° to 2.8° × 2.8° (Weis-
man et  al. 1997). Because of coarse resolutions, precipitation simulated by GCMs tends 
to underestimate the extreme storm events and is not ideal for developing IDF curves. A 
regional climate model (RCM) driven with boundary conditions simulated by GCMs can 
simulate local-scale climate processes subjected to global-scale processes and climate pro-
jections of GCMs forced with anthropogenic greenhouse gases. By taking advantage of 
both RCMs and GCMs, we could model local-scale precipitation-producing weather sys-
tems under the potential impact of climate change. From climate projections of GCMs 
dynamically downscaled by RCMs and corrected for biases, we could project possible 
changes to precipitation at temporal and spatial resolutions adequate for developing IDF 
curves to design municipal structures.

The RCM called WRF was used to dynamically downscale 6-hourly projected climate 
data of four GCMs, CanESM2 (the second-generation Canadian Earth System Model), 
ACCESS1-3 (versions 1–3 of Australian Community Climate and Earth-System Simula-
tor), CCSM4 (version 4 of the Community Climate Systems Model of USA), and MIROC5 
(version 5 of the Japanese GCM, Model for Interdisciplinary Research on Climate) of 
CMIP5 (Flato et  al. 2013), selected for this study. These four GCMs are chosen partly 
because their earlier versions, ACCESS (Australia), CGCM3 (Canada), CCSM3 (USA), 
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Ini�al and boundary condi�ons from 
four GCMs under two RCPs

Climate output variables

WRF Simula�ons
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For 2041-2100

Quan�le-Quan�le
Bias correc�on

Delta change
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Fig. 1  Flow chart of this study using WRF to downscale two RCP climate scenarios of four GCMs to 
develop future IDF curves, air temperature, and CAPE of Edmonton in 2041–2100
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Fig. 2  WRF domain outlines (encompassed by the thin black lines) and Edmonton area with its 12 rain 
gauges (circle, municipal airport rain gauge; star, new rain gauges) locations
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and MICOR3.2 (Japan), were chosen by Kuo et  al. (2014) in a study on IDF curves of 
Alberta under the impact of climate change. The climate data needed to specify initial 
and lateral boundary conditions of WRF consist of geopotential height, air temperature, 
specific humidity, surface pressure, wind fields, mean sea level pressure, and sea surface 
temperature. The climate data of all four GCMs selected include the historical period of 
1980–2005 and RCP 4.5 and 8.5 climate scenarios of 2041–2100. WRF, originally devel-
oped by NCAR or National Center for Atmospheric Research (Skamarock et al. 2008), was 
used to downscale eight sets of RCP climate scenarios for central Alberta in a 3-domain 
framework. The precipitation output of the 3rd domain of WRF at 3-km resolution was 
used to estimate intensities of short-duration storms for both historical and future period.

3  Research methodology

3.1  RCM configurations and post‑processing

A flowchart of this study is shown in Fig. 1. WRF was first run from 1979 to 2005 using 
outputs of four GCMs (see Sect. 3.2) as initial and lateral boundary conditions in a two-
way nesting, 3-domain configuration, with the outermost domain (D1) at 27-km resolution. 
The simulations of the first year (1979) were treated as spin-up. The output of D1 was 
used to run the second domain (D2) at 9-km resolution, and output of D2 was used to run 
the 3-km resolution, innermost domain (D3). A two-way nesting modeling structure means 
that the inner domains (D3 and D2) provide the feedback to their outer domains (D2 and 
D1), respectively. The purpose of the 3-domain nesting is to set up the inner most domain 
with a spatial resolution adequate to simulate convective storms which could be missed at 
resolutions coarser than 10 km. Using the Global Environmental Multiscale (GEM) model 
from Environment Canada, Erfani et  al. (2003) concluded that a 4-km resolution model 
domain was adequate to simulate the climate system initiated along the Rocky Mountain 
foothills. Thus, the 3-km spatial resolution for D3 should be sufficient to model the small-
scale convective precipitation events in Alberta. The three domains run with 40 vertical 
levels are shown in Fig. 2.

Unlike downscaling of SRES scenarios by running MM5 in a stand-alone mode, the 
land–atmosphere interaction and feedback is accounted for by coupling WRF with an LSM 
(land surface model) called Noah. Not accounting for this feedback may induce simulation 
errors in heat and water fluxes that affect the temperature and precipitation. Kanamitsu and 
Mo (2003) showed that soil moisture, vegetation, and land surface temperature influence 
latent and sensible heat fluxes, which in turn affect the air temperature and precipitation of 
North America. Soil moisture and temperature modulate both thermal and dynamical char-
acteristics of land and lower atmosphere. Air temperature can vary by a few degrees Cel-
sius by variations in land surface fluxes. Zhang et al. (2008) found strong coupling between 
soil moisture and daily mean temperature in the Great Plains. Mahmood et al. (2012) found 
that near surface soil moisture is associated with precipitation and maximum temperature, 
which demonstrate land-surface-atmosphere interactions. Furthermore, incorporating the 
land–atmosphere feedback can enhance the predictability of an RCM simulating convec-
tive storms (Ryu et al. 2016).

Key parameterizations of WRF are grouped into short wave (SW), longwave (LW), 
microphysics (MP), and cumulus parameterization (CP); planetary boundary layer 
(PBL); and land surface model (LSM). MP interacts with other climate dynamics, 
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radiation, aerosols/chemistry, etc., which are important components in climate mode-
ling. CP schemes are designed for simulating sub-grid scale effects of convective and 
shallow clouds. In fine-tuning WRF, to simulate the regional climate of central Alberta, 
various physical schemes are considered by testing different combinations of climatic 
inputs and parameterization schemes to simulate representative climate of Alberta dur-
ing wet, normal, and dry years, such as CP schemes, MP, radiation schemes, PBL, and 
LSM (Kerkhoven et al. 2006; Steeneveld et al. 2010; Tariku and Gan 2018b). Through 
results estimated from conducting various test runs, the schemes of WRF chosen are the 
Kain-Fritsch cumulus scheme (Kain 2004), WRF Double-Moment 6-class Microphys-
ics scheme (Lim and Hong 2010), CAM Longwave (LW) and Shortwave (SW) radia-
tion scheme (Collins et al. 2004), the Yonsei University PBL (planetary boundary layer) 
scheme (Hong et al. 2006), and the Noah LSM (Chen et al. 1996, 1997). These configu-
rations simulated representative climate for the Mackenzie River Basin (Kuo and Gan 
2018). Given developing IDF curves require sub-hourly precipitation data, the outputs 
of WRF at 15-min time intervals for the innermost domain (D3) were used to estimate 
the grid-based IDF curves of Edmonton. The D3 domain uses 30  s as the simulation 
time step, which means that the 15-min precipitation simulated is aggregated from the 
precipitation simulated at the 30-s time step. These settings were used in WRF for simu-
lating both the climate of the baseline period 1980–2005, and the climate projections of 
2041–2100 using GCM outputs.

Future projections of air temperature and CAPE within the Domain 3 (D3) were also 
analyzed, but data that are within 30 km to the boundary of D3 were not used to minimize 
the impact of boundary effects on climate variables. The downscaled 2-m air temperatures 
in D3 were averaged spatially and temporally for the MJJA season. Next, the MJJA air tem-
perature anomaly for 2041–2100 was estimated by subtracting WRF’s simulations with the 
simulated average MJJA air temperature of 1980–2005 (projected temperature – tempera-
ture of the baseline period). The projected change in CAPE in 2041–2100 was estimated 
by the difference in CAPE between 2041 and 2100 and the baseline average CAPE average 
simulated by WRF divided by the baseline average CAPE ((Projected CAPE – CAPE of 
baseline period)/(CAPE of baseline period) × 100%). All trend analyses were based on the 
Mann–Kendall trend test (Mann 1945; Kendall 1948) at a 0.05 significance level, and the 
trend magnitude was estimated using the Theil-Sen slope (Eq. 1) (Sen 1968; Theil 1992).

where X = {x1,⋯,xi⋯xn}, n is the length of X, and i < j. β is the estimated trend magnitude 
of X.

3.2  Intensity–duration–frequency (IDF) curves and bias correction

To develop IDF curves, we need to conduct frequency analysis for selected storm dura-
tions, which in this study are 5 min, 10 min, 15 min, 30 min, 1 h, 2 h, 6 h, 12 h, and 
24 h. For each storm duration, we estimated the annual maximum rainfall intensity time 
series and fitted it with a generalized extreme value (GEV) distribution, which has been 
found suitable for modeling rainfall intensity of Canada (e.g., Mailhot et al. 2010; Has-
sanzadeh et al. 2014).

(2)� = median

[

Xj − Xi

j − i

]

, i, j ∈ {1, n}
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The cumulated density function F(x) of the GEV distribution (Jenkinson 1955) is:

where x is the rainfall intensity, and � , � , and k are the location, scale, and shape param-
eters of GEV, respectively. Using the probability weighted moment (PWM) method, k is 
derived as:

where C =
2b1−b0

3b2−b0
−

log2

log3
 and  br (r is from 0 to 2) is

xi is the ith ranked rainfall intensity from the minimum to maximum.
After deriving k̂ , �̂ can be estimated using k̂ , b0, b1, and the Gama function ( Γ):

�̂  can be estimated using k̂ , bo, �̂ , and the Gama function ( Γ):

Once we have derived all three parameters, the quantile estimate of a given storm dura-
tion of return period T (Jenkinson 1955) is given as:

Using the rainfall intensities of storm duration t (hours) and return period T, the IDF 
curve can be expressed as:

where I is the rainfall intensity (mm/hour); a, b, and c are the parameters.
We selected 2-, 5-, 10-, 25-, 50-, and 100-year return periods in our study. IDF curves 

for the reference period (1984–2015) were estimated from the annual maximum precipita-
tion of different storm durations derived from the raw 5-min precipitation data in Edmon-
ton. Based on results from the heterogeneity test (Hosking and Wallis 1997) applied to 
these 11 rain gauges, this region can be regarded as spatially homogeneous. Furthermore, 
from the Mann–Kendall test applied at the 0.05 significance level, the test failed to reject 
the null hypothesis for all the 1984–2015 precipitation time series. In other words, statisti-
cally, there is insufficient evidence to consider all the 1984–2015 precipitation time series 
as stationary.

The past IDF curves (1914–1995) developed by the city of Edmonton were based on the 
EVI-MOM method (quantiles were derived from the extreme value type I probability dis-
tribution with parameters derived using the method of moment), and observations were col-
lected from the municipal airport (shown as blue dash lines in Fig.  4). The reference IDF 

(3)F(x) = exp{−[1 − k(
x − �

�
)]
1∕k

}

(4)k̂ = 7.8590C + 2.9554C2

(5)br = �̂r =
1

N

∑N

i=1

�

i − 1

r

�

xi∕

�

N − 1

r

�

(6)�̂ =
(2b1 − b0)k̂

Γ(1 + k̂)(1 − 2−k̂)

(7)�̂ = b0 +
�̂

k̂

[

Γ
(

1 + k̂
)

− 1
]

(8)x̂T = �̂ +
�̂

k̂
[1 − {−ln(1 −

1

T
)}

k̂

]

(9)I = a(t + c)b
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curves (1984–2015) were estimated from 11 stations of rainfall data collected within the 
city of Edmonton using the GEV-PWM method (quantiles were derived from the General 
Extreme Value probability distribution with parameters derived using the probability weighted 
moment). As expected, results obtained from the Kolmogorov–Smirnov (K-S) test and the 
standard error show that the GEV-PWM distribution fits the annual maximum rainfall inten-
sity data of these 11 gauges better than the EVI-MOM distribution, as was also shown in Kuo 
et al. (2013). With each grid of WRF regarded as a single site, IDF curves are estimated for 
individual grids located in the innermost domain (D3) using GEV-PWM instead of the EVI-
MOM approach adopted in most Canadian municipalities, since the former is found to yield 
more accurate precipitation intensity quantiles.

We established IDF curves from precipitation simulated by WRF for storm durations 
ranging between 15  min, 30  min, 1  h, 2  h, 6  h, 12  h, and 24  h, and for return periods of 
2 years, 5 years, 10 years, 25 years, 50 years, and 100 years. The annual maximum rainfall 
intensity was estimated by the moving window method for the MJJA season only, referred 
to as AMI-MJJA. The AMI-MJJA for storm durations other than 15 min was achieved by 
the moving window method applied to the AMI-MJJA data at 15-min intervals. The AMI-
MJJA of each storm duration was fitted using a stationary GEV probability distribution 
function with parameters estimated from the PWM method (Kuo et al. 2013, 2014). On the 
basis of results obtained from the Kolmogorov–Smirnov (K-S) test and the standard error, 
the GEV-PWM distribution is adequate to model the annual maximum rainfall intensity data. 
Based on the probability distribution functions computed for the storm durations, multi-site 
IDF curves were developed. IDF curves of Figs. 4 and 5 were computed from rain gauge data 
(Fig. 2) and precipitation simulated by WRF for the base and future periods, which include 
past (1914–1995) (blue dash line) and current (1984–2015) IDF curves (gray shaded area), 
and WRF projected (red and magenta lines) IDF curves. The upper and lower bounds of future 
IDF curves based on 8 sets of future climates for central Alberta projected by four GCMs for 
two RCP scenarios dynamically downscaled by WRF were estimated.

Because storms simulated by WRF tend to suffer from over-estimation (positive bias), a 
quantile–quantile bias correction (Boé et  al. 2007; Johnson and Sharma 2011; Sun et  al. 
2011; Xu and Yang 2012) method was employed to WRF’s simulations before the data are 
used to estimate IDF curves. In this method, deviates of certain probability of occurrence p 
obtained from the cumulative distribution function (CDF) of climate data simulated by WRF 
are replaced with deviates of the same probability of occurrence p obtained from the CDF of 
the reference period. Similar to other bias correction methods, the quantile–quantile bias cor-
rection method assumes the statistical relationship between the observed and the projected 
rainfall is stationary for the same climate model over different simulation periods and cli-
mate scenarios. However, given the baseline period is expected to contain a smaller range of 
extreme climate, applying a bias correction method for the projection periods could increase 
the uncertainty associated with climate projections. In this approach, a “quantile map” for both 
simulated and observed precipitation of the same period was created by applying an unbiased 
quantile estimator (Lafon et al. 2013) to the ranked data, i.e., an X value simulated by WRF 
was assigned a cumulative probability, p, of the CDF of WRF’s simulated rainfall intensity 
series (Figure S1). Next, from the CDF of observed precipitation, X’, with the same p, was the 
bias corrected X value (Eq. 10).

where Fobs ( F−1
obs

 ) is the (inverse) of the observed CDF and FSim is the simulated CDF.

(10)X
�

= F−1
obs

[FSim(X)]
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Using the regional frequency analysis (RFA) framework of Hosking and Wallis (1997), 
we estimated the regional quantile curve based on the observed data and data simulated 
by a GCM downscaled by WRF to obtain the quantile–quantile relationship between the 
observed and the simulated data for the base period. Assuming spatially homogeneous 
conditions, this regional quantile–quantile relationship, that should be similar between the 
sites, was used to correct the bias of each GCM’s simulations without affecting the climate 
change-induced signals between the base and future periods. Each grid will have one set of 
IDF curves corresponding to each GCM’s downscaled simulations for each RCP scenario 
for 2050s and 2080s. The upper and lower bounds of projected IDF curves represent the 
maximum and minimum IDF curves developed respectively for a given return period in 
2050s and 2080s. Lower biases are found for IDF curves derived from WRF’s simulations 
forced by outputs of CanESM2 (Canada) and CCSM4 (USA), and higher for those derived 
from WRF forced by outputs of ACCESS1-3 (Australia) and MIROC5 (Japan).

4  Results and discussion

4.1  Future projections of 2‑m air temperature and CAPE

The atmospheric and surface energy budget plays a critical role in the hydrological cycle. 
Global warming will likely increase the severity and frequency of hydrologic extremes 
because warming leads to higher water-holding capacity of air (Clausius-Clapeyron rela-
tionship). The Fifth Assessment Report (AR5) of IPCC (2013) and AR6 of IPCC (2021) 
(Douville et al. 2021) concluded that more regions have experienced increased heavy pre-
cipitation (above the 95th percentile) events since 1951. However, the sensitivity of pre-
cipitation extremes to increased temperature varies from region to region, and it tends to be 
more sensitive in tropical than other regions (O’Gorman 2015). In addition, different types 
of precipitation extremes, such as orographic and convective storms, respond to warm-
ing differently. Two modes of change, a shift and an increase, are applied to simulations 
of global warming with climate models from CMIP5. As explained earlier, the response 
to  CO2 doubling in the multi-model mean of CMIP5 daily rainfall is characterized by an 
increase of 1%  K−1 at all rain rates and a shift to higher rain rates of 3.3%  K−1.

The radiative forcing of the rising concentration of greenhouse gases such as  CO2,  CH4, 
and  N2O leads to higher air temperature (IPCC 2007), which in turn increase the convec-
tive available potential energy (CAPE), and large CAPE has been widely used to represent 
conditions favorable for the occurrence of severe convective storms. Therefore, we will 
also discuss the projections of air temperature and CAPE based on the spatially averaged, 
2-m annual air temperature anomaly at D3 for MJJA simulated by WRF over the future 
(2041–2100) with respect to the baseline periods (1980–2005) (Fig. 3a). Shaded blue and 
red plots represent the range of temperature projected by WRF driven by RCP 4.5 and 
RCP 8.5 climate scenarios simulated by 4 GCMs of CMIP5 for 2041–2100, respectively. 
As expected, the time series of temperature anomaly simulated for 2041–2100 shows con-
sistent increasing (positive) trends, implying that central Alberta is expected to become 
increasingly warmer over the twenty-first century. The projected rates of increase ranging 
between 0.019 and 0.088 °C/year in 2041–2100 are based on rates estimated from RCP 4.5 
and 8.5 scenarios of four GCMs using the Theil-Sen estimator (see Figure S2). By 2050s 
(2080s), the projected change in air temperature ranges from − 0.4 to 6.7 °C (− 1.4 °C and 
10.4 °C) with an average increase of about 2.9 °C (4.3 °C). Both RCP 4.5 and RCP 8.5 
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scenarios project a similar range of temperature increase in central Alberta before 2050 
(Fig.  3). However, after the 2050s, RCP 8.5 scenarios projected a larger increase in air 
temperature, while RCP 4.5 scenarios only project a modest increase. Overall, as expected, 
based on the Mann–Kendall test, all these eight anomaly time series of the spatially aver-
aged 2-m air temperature exhibit significant increasing trends at a 0.05 significance level in 
2041–2100.

The spatially averaged CAPE annual anomaly at D3 for the MJJA season simulated by 
WRF for RCP 4.5 and RCP 8.5 scenarios also generally displays similar upward trends 
as the projected 2-m air temperature. In Fig. 3b, the shaded colors represent the range of 
projected CAPE change expressed in percentage for both dynamically downscaled RCP 
scenarios based on simulations of four GCMs as initial and boundary conditions. The 
projected increase in CAPE ranges from 0.025 to 1.40%/year in 2041–2100. The simu-
lated time series of CAPE and trends are shown in Figure  S3. The projected change in 
CAPE ranges from about − 50 to 250% with a mean of 48.7% in 2050s, and about − 86.5 to 
350.8% with a mean of 60.6% in 2080s. Under the projected warming trend, the summer 
CAPE of central Alberta is expected to increase in 2041–2100.

Both RCP scenarios, RCP 4.5 and RCP 8.5, project a similar range of increase in CAPE 
in central Alberta in the 2050s and 2080s. However, in 2080–2095, a higher increase in 
CAPE is projected under the RCP 8.5 scenario. Based on the Mann–Kendall’s test at a 
0.05 significance level, three out of eight positive trends of the spatially averaged CAPE 
simulated in 2041–2100 are statistically significant. Although the spatially averaged CAPE 
simulated show an overall initial increase in 2041–2100, five out of eight cases do not con-
tinue to show an increasing trend over the period.

Projecting regional changes in precipitation patterns involves multiple uncertainties, 
such as uncertainties of climate models (model resolutions, parameterizations, and poorly 
constrained processes), climate variability, climate change scenarios, and input data. More-
over, effects of climate change vary from region to region. For example, extreme storm 
intensities are projected to increase in some areas of Europe even though summer precipi-
tation is generally projected to decrease (Christensen and Christensen 2003; Kyselý et al. 

Fig. 3  a The annual anomaly time series of simulated D3’s (Domain 3) May to Aug. 2-m temperature (tem-
perature in the future – temperature in baseline period) ( °C) projected by WRF driven by 4 GCMs under 
RCP 8.5 and 4.5 scenarios. b The annual anomaly time series of simulated D3’s (Domain 3) May to Aug. 
CAPE (%) ((CAPE in the future – CAPE in basis period)/(CAPE in basis period) × 100%) projected by 
WRF driven by 4 GCMs under RCP8.5 and 4.5 scenarios
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2012). In contrast, mixed changes in rainfall had been observed over Africa in 1983–-2010: 
increase in annual Sahel rainfall (over 30 mm  yr−1 per decade), decrease in March–May 
East African rainfall (− 65 mm  yr−1 per decade), increase in annual Southern Africa rain-
fall (35 mm  yr−1 per decade), varying changes in Central Africa annual rainfall (Maidment 
et al. 2015), and more severe droughts in sub-Sahara of Africa (Gizaw and Gan 2016).

4.2  Comparisons between past (1914–1995), reference (1984–2015), and future 
(2041–2100) IDF curves

First, we investigated variations between the past (1914–1995) and the reference 
(1984–2015) IDF curves of Edmonton. Rain gauge data at the Edmonton Municipal 

Fig. 4  Comparisons of past (1914–1995) IDF curves (blue dash line), current (1984–2015) IDF curves 
(gray shaded area), and WRF projected (red and magenta lines) IDF curves of the 2050s. Red and magenta 
lines stand for upper and lower bounds of projected IDF curves, respectively, which are estimated from 
RCP 4.5 and RCP 8.5 scenarios of all four GCMs downscaled together
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Airport were applied to derive the past IDF curves. The rainfall records at 11 rain gauges 
(Fig. 2) were used to develop the reference IDF curves. The upper and lower bounds of 
IDF curves were estimated based on IDF curves at 11 sites (shaded gray zones in Figs. 4 
and 5). For return periods smaller than 25 years, intensities of past IDF curves are higher 
than intensities of the reference (1984–2015) IDF curves of Edmonton but for storm dura-
tions > 4 h. For the 50-year return period, intensities based on the upper bound of the refer-
ence IDF curves are higher than past IDF curves. For ≤ 4-h storms, intensities for the lower 
bounds of reference IDF curves are marginally higher than that of past IDF curves espe-
cially for 2080s. Our results are similar with other studies, such as Lenderink and Van Mei-
jgaard (2008) and O’Gorman (2015) who found that intensities of storms of short durations 
tend to be more sensitive to temperature change. Based on upper bounds of the reference 
IDF estimates, extreme storms of all durations are more sensitive to higher temperature, 

Fig. 5  Comparisons of past (1914–1995) IDF curves (blue dash line), current (1984–2015) IDF curves 
(gray shaded area), and WRF projected (red and magenta lines) IDF curves of the 2080s. Red and magenta 
lines stand for upper and lower bounds of projected IDF curves, respectively, which are estimated from 
RCP 4.5 and RCP 8.5 scenarios of all four GCMs downscaled together
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but not so based on the lower bounds of the reference IDF estimates especially for long-
duration storms. For return periods larger than 100 years, intensities of the upper bound 
of reference IDF curves are predominantly larger than intensities of past IDF curves for all 
durations of storms.

By comparing the past and the reference IDF curves, it seems that storms of short dura-
tions (≤ 4 h) in Edmonton dominated by convective storms in MJJA may or may not be 
more extreme than storms of long durations. On the other hand, the intensity of long-dura-
tion storms (> 4 h in Edmonton) of the reference IDF curves has been lower than the past 
probably because only limited extreme stratiform storms have been observed in 1984–2015. 
The uncertainty associated with IDF curves could be related to multi-decade climate oscil-
lations, different climate baseline periods, or different GEV distribution parameters estima-
tion methods (Willems 2013; Fadhel et al. 2017). The reference IDF curves developed out 
of the 1984–2015 rain gauge data of Edmonton are consistent with extreme storms that 
flooded Edmonton in July 2004, 2009, and 2012, respectively.

Next, the reference (1984–2015) IDF curves are compared with that projected for the 
2050s (2041–2070) and 2080s (2071–2100) (Figs. 4 and 5), respectively. Intensive storms 
are projected to occur in the future, especially for storms of short durations (≤ 1 h). The 
projected lower bound of IDF curves in 2050s (solid lines) has higher intensities than those 
of the reference (1984–2015) IDF curves (shaded gray) for short-duration storms (Figs. 4 
and 5). The projected upper bound of IDF curves in the 2050s have higher intensities than 
the reference (1984–2015) IDF curves (shaded gray) for storms of all durations and of all 
return periods. For durations of storms larger than 1 h, the lower bound of projected IDF 
curves of the 2050s overlaps with that of the reference IDF curves. However, overlapped 
areas between the projected and the reference IDF curves for storms of longer durations are 
small compared to non-overlapped areas. Overall, the highest projected increase in intensi-
ties is generally storms of about 15-min durations, with a maximum increase of 143%, a 
median increase of 47.9%, and a minimum change of − 8.7% among all return periods. For 
storms of 25-year return period, the maximum and median projected changes are all posi-
tive for storms of all durations. Projected minimum and median changes tend to increase 
with a decrease in storm durations. The projected maximum change is marginally lower 
for storms of 1- to 2-h durations. More details on changes of future rainfall intensities 
are shown in Table  1, Tables  S1.1–S1.6, and Tables  S2.1–S2.6. The minimum, median, 
and maximum percentage changes were derived from eight sets of RCP projections. As 
expected, projected IDF curves for the 2080s (Figs. 4 and 5) generally exhibit higher inten-
sities than those of the 2050s (Table 1). Overall, storm intensities of central Alberta are 
projected to increase from the 2050s to 2080s for storms of short durations and return peri-
ods of larger than 25 years.

4.3  Comparisons between future (2041–2100) IDF curves projected using WRF 
and RCP climate scenarios with those using MM5 and SRES climate scenarios

Kuo et al. (2015) set up a RCM called MM5 of NCAR in a one-way (stand-alone), three-
domain nested framework to simulate future MJJA precipitation of central Alberta. MM5 
was forced with climate data of four GCMs, CGCM3 (Canadian GCM), ECHAM5 (Ger-
man GCM), CCSM3 (Community Climate Systems Model of USA), and MIROC3.2 (Jap-
anese GCM, Model for Interdisciplinary Research on Climate) for 2011–2100 based on the 
SRES A2, A1B, and B1 of Assessment Report #4 of IPCC (2007).
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As a newer regional climate model of NCAR, WRF has more and better param-
eterization schemes than MM5. From various test runs, the schemes of WRF chosen 
are the Kain-Fritsch cumulus parameterization scheme, WRF Double-Moment 6-class 
Microphysics scheme, shortwave (Dudhia, CAM, and RRTMG) and longwave radia-
tion scheme (RRTM, CAM, and RRTMG), and the Yonsei University PBL scheme. 
Unlike MM5, WRF is also coupled to the Noah land surface scheme to account for 
the land–atmosphere interaction and feedback to enhance the predictability of WRF in 
simulating convective storms, and to reduce simulation errors in heat and water fluxes, 
which could affect humidity, temperature, and precipitation. The baseline regional cli-
mate of central Alberta simulated by WRF in a coupled mode (2-way) agrees well with 
gridded observed climate data of Environment Canada. After bias correction, precipi-
tation generated by MM5 is less accurate than that simulated by the WRF-Noah cou-
pled system, which is expected. An examination of the moisture advection for individual 
over-simulation cases suggests that MM5 may not properly handle the redistribution of 
moisture in regions of complex terrain (Gilliam and Pleim 2010; Hanna et  al. 2010; 
Steeneveld et al. 2010).

Even though future IDF curves for central Alberta were also projected upward, the 
average storm intensity is projected to increase by about 29% by the 2080s. As a whole, 
the projected changes of IDF curves of Kuo et al. (2015) are relatively modest compared 
to the projected changes of IDF curves derived from simulations of WRF driven by 
RCP climate scenarios for central Alberta in 2050s and 2080s, particularly for projected 
maximum changes (%) (Fig. 6).

Firstly, SRES climate scenarios of IPCC (2007) relied on research processes based 
on limited exchanges of information among physical, biological, and social scien-
tists (Moss et  al. 2010). The implications of climate change depend not only on the 
Earth system’s responses to changes in radiative forcing, but also on how human soci-
ety responds to changes in economies, technology, fossil fuel consumption, lifestyle, 
and policy. In contrast, Representative Concentration Pathways (RCP) of IPCC (2013) 
were developed from a newer process toward the goal of integrating socioeconomic 
development and scientific advances such as improved representation of the terrestrial 
carbon cycle in climate and integrated assessment models. RCP climate scenarios are 
developed from identifying radiative forcing characteristics that support modeling a 
wide range of plausible future climates in response to possible changes in economies, 

Fig. 6  Comparison of boxplots of projected maximum, median, and minimum changes (percentage) by 
MM5 forced with SRES climate scenarios and by WRF forced with RCP climate scenarios, in the 2050s 
and 2080s with respect to 1984–2015, for return periods ranging from 2 to 100 years, respectively
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technology, fossil fuel consumption, lifestyle, and policy (Moss et  al. 2010). RCPs 
were selected to provide needed inputs of emissions, concentrations, and land use/
cover for climate models.

Second, SRES, A2, A1B, and B1 of four GCMs of IPCC (2007) for central Alberta 
were downscaled using an “older” RCM called MM5, which is the fifth-generation, 
mesoscale atmospheric model of National Center for Atmospheric Research, NCAR/
Penn State University (Hanrahan et  al. 2015). In contrast, WRF is the latest, non-
hydrostatic atmospheric model originally based on the MM5 model. MM5 is no longer 
been updated, while WRF has been widely used besides research purposes (Wilmot 
et al. 2014). Several studies have compared the performance between WRF and MM5 
(Gilliam and Pleim 2010; Awan et  al. 2011; Gsella et  al. 2014; Wilmot et  al. 2014). 
The choice of physical parameterization is sensitive in both models, but WRF is more 
sensitive than MM5 (Awan et al. 2011). Gsella et al. (2014) found that the performance 
of both models is similar, but WRF is better in reproducing the annual average of pre-
cipitation and relative humidity. However, simulating extreme rainfall is a challenge 
to both RCMs. In general, the consensus is that WRF outperforms MM5 (Gilliam and 
Pleim 2010; Hanna et al. 2010; Steeneveld et al. 2010). Moreover, WRF is coupled to a 
land surface scheme to account for land–atmosphere feedback, while Kuo et al. (2015) 
set up MM5 in a stand-alone mode. Albeit it is unknown how the climate will evolve 
over the twenty-first century under the impacts of global warming and other environ-
mental changes, results of this study should be more representative than that of Kuo 
et al. (2015).

4.4  Recommendations for future works

There are other approaches available to construct future IDF curves. For example, 
the IDF_CC Tool (Simonovic et  al. 2016; Schardong et  al. 2020) uses various sta-
tistical downscaling approaches to project future IDF curves. Statistical downscal-
ing approaches are viable alternatives given climate change scenarios of more GCMs 
can be considered in projecting future IDF curves as statistical downscaling methods 
require much less computations compared to dynamic downscaling methods using 
regional climate models such as WRF. However, the validity of empirical relationships 
developed for the baseline period applied to project future extreme events simulated by 
GCMs is unknown (unclear). Therefore, comparisons between different downscaling 
methods are recommended for further studies. In addition, flood risk assessments and 
flood mitigation plans should also be conducted for regions vulnerable to flooding.

Bias correction methods such as the quantile–quantile bias correction used in 
this study, which assumes a stationary empirical relationship between modeled and 
observed rainfall, have drawbacks because this assumption can be violated. There 
have been works published specifically to address such issues, e.g., Ehret et al. (2012), 
Bock et al. (2018), and (Lanzante et al. 2018). Furthermore, atmospheric dynamics in 
extreme rainfall (Palmer 2013), storm track shifts (Shaw et al. 2016), and others could 
affect projected extreme events. The limitations of dynamically downscaling RCP cli-
mate scenarios of GCMs by a RCM and biased corrected by a bias correction scheme 
should be further investigated, including applying more RCMs to dynamically down-
scaled climate scenarios of GCMs, to evaluate uncertainties related to RCMs selected 
for projecting climate change impacts on changes of future IDF curves.
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5  Summary and conclusions

Based on the results obtained from two RCP climate scenarios, RCP 4.5 and RCP 8.5 
dynamically downscaled by the RCM, WRF, both air temperature and CAPE in cen-
tral Alberta are projected to increase in the 2050s. However, for the 2080s, WRF pro-
jected a larger increase in air temperature and CAPE under RCP 8.5, while under RCP 
4.5 scenarios, it projected a relatively modest increase. The air temperature is projected 
to increase from 0.019 to 0.088 °C/year in 2041–2100. With reference to the baseline of 
1980–2005, air temperature of central Alberta is projected to increase by about an average 
of 4.6–6.3 °C in the 2080s under RCP 8.5 scenario. Compared to air temperature, CAPE 
is projected to increase at modest, non-significant rates annually under RCP 4.5 scenarios, 
but it is projected to increase under RCP 8.5 scenarios at rates ranging from 0.2 to 1.4%/
year in 2041–2100, with an average projected increase of about 56–119% in 2041–2100.

A quantile–quantile bias correction method was applied to correct the bias of extreme 
storms over-simulated by WRF for both the base period, the 2050s and 2080s, assuming 
that the empirical relationship between simulated and observed rainfall intensities will 
not change for future storms of higher intensities under the RCP climate scenarios con-
sidered in this study. According to projected IDF curves developed from WRF’s simula-
tions, it seems that future storms of central Alberta will become more intensive, especially 
for short-duration storms (≤ 1 h). In one extreme case, the projected intensity for short-
duration storms (≤ 1 h) could increase up to 143% in the 2080s. Moreover, for storms of 
low return periods (2 years and 5 years), the projected intensities are generally higher in all 
durations of storms considered, with the projected change ranging from − 20 to 74% in the 
2080s.

Return periods of short- to moderate-duration storms (≤ 4 h) are projected to decrease 
significantly in 2041–2100 in both upper and lower bounds of projected IDF curves, which 
implies much higher risk of flooding in the future. On the other hand, based on differences 
between the upper (lower) bound of the baseline intensity and that of the future intensity, 
return periods of long-duration storms, e.g., 24  h, tend to decrease (increase). From the 
projected increase in intensities of short-duration storms, it means that central Alberta 
could suffer from more frequent and severe flooding due to the occurrence of more inten-
sive storms of short durations in the future.
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