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Abstract
The objective of the study is to verify a hypothesis that a hydrological model, which
successfully passed a comprehensive evaluation test (CE-test), is more suitable for
climate impact study than that which failed the test. In our study, the CE-test is a
specially designed model evaluation procedure, including a set of enhanced tests of
model performance and robustness. The hypothesis verification is carried out with
two models, ECOMAG and SWAP, which are applied for the Lena and Mackenzie
River basins. The following three versions of every model are compared: (1) version
A with a priori assigned parameters (without any calibration); (2) version B cali-
brated against streamflow observations at the basin outlets only, and (3) version C
calibrated against streamflow observations at several gauges within the basins. We
found that the B and C versions were successful in passing the CE-test, while the A
versions failed the test. The C versions performed better than the B versions,
especially at the monthly time scale. Then, all model versions were forced by global
climate model (GCM) ensemble data to simulate flow projections for the twenty-first
century and assess the projection uncertainty. Summarizing the results, we found
that the differences in projections (in terms of mean annual changes in discharge and
their uncertainties) between A version and two other versions were nearly three
times larger than the differences between the B and C versions. Thus, the CE-test
results together with the estimated differences in projections give us reason to
conclude that the successful comprehensive evaluation of a model increases its
confidence and suitability for impact assessment.
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1 Introduction

There is a large mismatch between achievements in improving hydrological models, particu-
larly the ones aimed at climate change impact studies, deepening their physical content,
extending their ability to utilize climate model data, etc., on the one hand, and outdated
methods of the hydrological model evaluation, on the other hand (see e.g., Krysanova et al.,
2018). In the vast majority of impact studies, hydrologists prefer easy-to-pass tests (such as the
split-sample test proposed by Klemeš (1986) for a stable climate) to evaluate the model
performance. As a result, there are many successfully tested models that pretend to be suitable
for impact studies. In order not to get lost in the “jungle of models” (Kundzewicz, 1986), one
needs to be able to distinguish between models appropriate for impact studies and unsuitable
ones. The question is how should model evaluation be done to draw such a distinction?
Klemeš (1986) first outlined two specific tasks that have to be solved when testing the model
developed for impact study which are as follows: (1) to evaluate the model transferability in
time or the model robustness, i.e., its ability to perform under climatically contrasting
conditions and to retain, therein, a stable model structure and parameters, and (2) to evaluate
limits of the model applicability, i.e., to specify the range of hydrological variables for which
the model performs well (in terms of closeness of simulations to observations). Opportunities
for solving these two tasks were proposed in the studies below following the pioneering work
of Klemeš (1986).

The first and most known specifically designed robustness test (differential split-
sample test; DSS-test) was proposed by Klemeš (1986) and applied by other authors,
including Refsgaard and Knudsen (1996), Xu (1999), Seibert (2003), Vaze et al. (2010),
Coron et al. (2012), Brigode et al. (2013), and Refsgaard et al. (2013). Most of the
authors highlighted a lack of robustness, i.e., a decrease in the model performance when
transferring the model between climatically contrasting periods. Updated versions of the
DSS-test have been proposed recently, e.g., generalized split-sample test of Coron et al.
(2012), sliding window test of Coron et al. (2014), and calibration-evaluation protocol of
Thirel et al. (2015). Examples of the application of these tests can be found in the special
issue of the Hydrological Science Journal (vol. 60; issues 7–8), as well as in Birhanu
et al.’s (2018) and Vormoor et al.’s (2018) works, to mention just a few. To estimate
robustness, specific measures were developed, e.g., the model robustness criteria (Coron
et al. 2012) and the dimensionless bias (Coron et al. 2014), all based on calculating the
difference in the model performance measures between climatically contrasting periods.
A criterion for judging whether this performance difference is statistically significant or
not (i.e., whether the model is robust or not) was first proposed by Gelfan and
Millionshchikova (2018). Recently, the DSS-based tests are recognized (Refsgaard
et al., 2013 among others) as the best possible evaluation method in order to test the
ability of a model to perform well beyond the range of available observations. We
emphasize that we do not consider situations where climate changes can lead to such
noticeable changes in the land surface characteristics that the time-invariant parameters
assumption becomes unacceptable (e.g., Wagener et al., 2003; Merz et al., 2011).

Apart from testing the robustness (a necessary but not sufficient condition for extrap-
olating the model capabilities to the future (Krysanova et al., 2018)), the evaluation
procedure should “safeguard against the use of models for tasks beyond their capabili-
ties” (Klemeš, 1986). Most of the impact studies focus on the evaluation of the ability of
a model to reproduce streamflow at a basin outlet only. Such evaluation does not provide
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any information on the applicability of a model with regard to other streamflow gauges
or hydrological variables, and retain uncertain limits of the model applicability for its
potential users. Andréassian et al. (2009) justified a methodology named a “crash-test,”
which is based on the idea that the models intended for impact studies have to be tested
most comprehensively and incisively, particularly, on the data of a large number of river
basins. The analogous tests that could be called “crash-tests” were developed earlier and
involved in strict evaluation protocols within some community initiatives, such as
northern hemisphere climate processes land surface experiment (NOPEX) (e.g.,
Motovilov et al., 1999), DMIP (Smith et al., 2004). These tests were based on the model
intercomparison with regard to their ability to reproduce a number of hydrological
variables, including streamflow at different gauges, snow and soil moisture characteris-
tics, and groundwater level, to increase confidence in internal consistency of the simu-
lated processes. Recently, studies aimed at the comprehensive model evaluation have
been carried out within the ISIMIP framework (see the special issue of Climatic Change,
vol. 141, 2017) and included, particularly, testing the model performance in terms of
several hydrological signatures, e.g., high/low flow indicators and annual flow trends.
Krysanova et al. (2018) first proposed a comprehensive evaluation (CE) test (see the
“Comprehensive evaluation test” section) that allows one to evaluate both the robustness
and limits of the model applicability, i.e., complies with both abovementioned Klemeš’s
requirements for evaluation of a hydrological model intended for impact study.

A knowledge gap still exists and drives the main motivation for this study. It follows
from the fact that, on the one hand, the success of the models in passing the CE-test is
evidence that these models perform better and are more robust than the other models that
failed the test; but, on the other hand, this is not sufficient for judging if the first model
set is more suitable for impact study than the second one. To judge so, one needs to
compare these models in terms of their influence on projected impacts. Furthermore, we
argue, and this is the key-point in our study logic, that the results of such a comparison
can be interpreted as follows. If the models that failed the CE-test give similar projec-
tions (in terms of runoff anomalies) to the ones simulated by the models that passed the
test, then it is reasonable to conclude that the successful testing does not increase our
confidence in the model-based projections. However, if the models that failed the test
give different projections than the models that passed the test, then one can conclude that
the successfully tested models and the projections based on them deserve more
confidence.

The objective of the study is to verify a hypothesis that the model that successfully passed a
comprehensive evaluation test is more suitable for impact study than the other model that
failed the test. The study was carried out with non-calibrated and calibrated versions of the
physically based hydrological model ECOMAG and the land surface model SWAP. The
model versions were set up for the two great Arctic basins of the Lena and the Mackenzie
Rivers (Fig. 1).

The remaining part of this paper is organized as follows. The case study basins are
described in the next section. The “Methods” section involves a description of the models
and their versions, the CE-test and measures to compare the evaluation results, numerical
experiments for estimating hydrological response to the ensemble of GCM-based climate
projections, and method for deriving the estimation uncertainty. The results and discussion are
presented in the “Results and discussion” section. The overall conclusions are given in the
“Conclusions” section.
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2 Basins under study

The Lena River basin (the watershed area is 2,460,000 km2) is located in the Eastern Siberia
between 103 and 142° E and 52–74° N. The climate is extremely continental: cold winter with
air temperatures often dropping below – 50 °C and warm summer. The whole territory of the
basin is located in the permafrost zone. Four landscape zones are identified in the basin which
are as follows: arctic deserts, tundra, forest tundra, and taiga forests covering nearly 70% of the
basin. The Lena River runoff is characterized by spring-summer snowmelt flood, summer and
autumn rain floods, and extremely low water levels in winter. The mean annual discharge at
the outlet gauge Stolb is about 15,000 m3/s.

The Mackenzie River with a basin area of 1,800,000 km2 is the largest river in North
America flowing into the Arctic Ocean and one of the 10 longest rivers in the world. Its basin
is located between 102 and 142° W and 52–69° N and is in the same natural zones as the Lena
River basin. The hydrological regime of the Mackenzie River is under the influence of several
big lakes. The typical hydrograph of the river is characterized by the extended period of
snowmelt flood and rain-induced spring and summer floods. The mean annual discharge of the
Mackenzie River at the outlet gauge Arctic Red is about 10,300 m3/s.

3 Methods

3.1 Models and their versions

The regional physically based hydrological model ECOMAG (ECOlogical Model for Applied
Geophysics) (Motovilov et al., 1999; Motovilov, 2016) and the land surface model SWAP
(Soil Water - Atmosphere - Plants) (Gusev and Nasonova, 1998, 2003) were used in this study.

Both the ECOMAG and the SWAP models were applied earlier for river basins of various
sizes and located in different natural conditions: from small research basins included into the

Fig. 1 The study basins: Mackenzie (left) and Lena (right) with calibration and validation gauges. The
Mackenzie River basin: 1 – Arctic Red, 2 – Fort Simpson, 3 – McMurray, 4 – Fitzgerald; the Lena River basin:
1 – Stolb, 2 – Tabaga, 3 – Verkhoyanski Perevoz, 4 – Krestovski
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model intercomparison projects, such as NOPEX, PILPS, and MOPEX (e.g., Motovilov et al.,
1999; Gusev and Nasonova, 1998, 2003; Schlosser et al., 2000; Gusev et al., 2006; Duan et al.,
2006), to the world’s largest basins of millions of square kilometer (e.g., Motovilov, 2016;
Kalugin and Motovilov, 2018; Gusev et al., 2016), including the Lena and Mackenzie basins
within the ISIMIP initiative (Gelfan et al., 2017; Gusev et al., 2018).

The models describe spatially distributed processes of snow accumulation and melt, water
infiltration into unfrozen and frozen soil, evapotranspiration, soil freezing and thawing,
including hydrothermal processes within the seasonally thawed soils above permafrost, as
well as overland, subsurface, groundwater and channel flows. Most of the parameters are
physically meaningful and derived from global datasets of the land surface characteristics
(topography, soil and vegetation properties). Some key parameters of the models (up to 9) are
adjusted through calibration against streamflow data and available measurements of the
internal basin variables (snow, soil moisture, etc.). The calibration procedures are described
for the ECOMAG model in Motovilov (2016), for the SWAP model—in Gusev et al. (2018).

The ECOMAG model inputs include daily air temperature, air humidity, and precipitation.
The SWAP model is forced by precipitation, air temperature, air humidity, incoming short-
wave and longwave radiation, atmospheric pressure, and wind speed of different temporal
resolutions (from half an hour to a day, depending on available data).

Within the ECOMAG, the discretization of the basins was carried out based on the global
(1-km resolution) DEM data from the HYDRO1K database of the US Geological Survey
(https://www.usgs.gov/media/files/hydro-1k-readme). To assign soil parameters, the global
HSWD database of 1-km resolution (Fischer et al., 2008) was used. Land-use parameters
were obtained from the global land cover maps (Bartholomé and Belward, 2005). For the
SWAP model, the basins were presented by a set of regular grid cells (Gusev et al., 2016, 2018
). For the Mackenzie, most vegetation parameters were derived from the Global ECOCLIMAP
dataset (Champeaux et al., 2005), while soil parameters were calculated by making use of
equations from Cosby et al. (1984) and data on soil texture taken from ECOCLIMAP. For the
Lena basin, the land surface parameters were derived from ISLSCP-II/GSWP-2 global datasets
as described in Gusev et al. (2016).

As can be seen from the above description, as well as from the description of the models
(Gusev and Nasonova, 2003; Motovilov, 2016), they differ in the information requirements,
approaches to the schematization of the catchment, parameterization of hydrological processes,
methods of setting parameters, and calibration.

Three versions of eachmodel were constructed and evaluated in this study: (1) the non-calibrated
model with parameters all defined a priori from the abovementioned global datasets or from
publications (mainly, not related to the study basins) (“VersionA” hereafter); (2) themodel calibrated
against daily streamflow observations at the basin outlet (“Version B” hereafter); (3) the model
calibrated against daily streamflow observations at multiple gauges (“Version C” hereafter).

The location of the gauges, whose data were used for calibration, is shown in Fig. 1. The
ECOMAG-based simulations for historical period were done using EWEMBI (Lange, 2018)
reanalysis data (1979–2012); the calibration period was 1980–1989. We used the WATCH
reanalysis dataset (1971–2001) when applied the SWAP-based versions (period of calibration
was 1971–1977). The Nash and Sutcliffe efficiency (NSE) and the Percent Bias (PBIAS)
efficiency criteria were used for calibration.

Besides the differences in the models listed above, we intentionally used various forcing
data and different periods for calibration of the ECOMAG and SWAP models to ensure that if
comparison of evaluation results between three versions of each model would lead to similar
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findings then they are not influenced by the specific features of particular datasets related to the
concrete observation period. Consequently, and this is important to emphasize in order to
avoid misinterpretation of further results, the direct comparison of SWAP and ECOMAG
performances was not intended: we made comparisons between three versions of both models.
Herewith, using such different models allows us to generalize similarities (if any) in their
behavior while testing. Each of the versions A, B, and C was evaluated by the CE-test
described in the next subsection.

3.2 Comprehensive evaluation test

The CE-test that is a slight modification of the one proposed by Krysanova et al. (2018) was
applied for the constructed model versions A, B, and C. The test begins with checking the
quality of the data used (as step 0, done in the previous study and reported here). The used
meteorological reanalysis data as well as the global datasets of the basin characteristics were
well-verified for the study basins within the ISIMIP project (see special issue in Climatic
Change, vol. 141, 2017). However, the sparse density of the meteorological stations, especially
in mountain regions of the study basins, leads to lower quality of precipitation data in these
regions (Yang et al., 2005). Also, the earlier studies (Shiklomanov et al. 2006;Woo and Thorne,
2014) reported that the low flowmeasurements over the prolonged ice-cover period at the study
basins contain large errors (e.g., almost 30% for the Lena River (Shiklomanov et al. 2006)).
Winter flow is also influenced by the release of water from the dams (Bennet Dam and Vilyui
Dam) located within the study basins (Woo and Thorne, 2014). The dam effects in addition to
the large errors in streamflow data may lead to weaker results of winter flow simulation.

The four steps of a model evaluation are the following: (1) evaluation of the model versions
for multiple basin gauges and for multiple variables; (2) application of the modified DSS-test
(robustness test); (3) evaluation of the model versions for a number of streamflow indicators of
interest; and (4) evaluation of the model versions for reproducing the observed trends (or lack
of trends) in the annual runoff time series.

At the 1st step, streamflow data observed at the same gauges that were used for calibration
(see above) were utilized to evaluate the models for the period of 1990–2012 (for the
ECOMAG-based versions) and 1978–2001 (for the SWAP-based versions). The same perfor-
mance criteria, NSE and PBIAS, as were applied at the calibration stage, were used for the
evaluation. We followed the recommendations of Moriasi et al. (2015) (see also Krysanova
et al., 2018) to evaluate the A, B, and C version performance as “poor” if NSE < 0.50 or
|PBIAS| ≥ 15% for daily and monthly streamflow data.

At the 2nd step, the modified DSS-test proposed by Gelfan and Millionshchikova (2018)
was applied for evaluation of the model versions’ robustness in terms of both daily and
monthly streamflow hydrographs. The essence of the test is in the following. The whole
simulation period (calibration period plus evaluation period, i.e., 1980–2012 for the
ECOMAG-based versions and 1971–2001 for the SWAP-based versions), is divided into four

contrasting climate periods with regard to the ratios of the annual air temperature (T j
annual,

where j is the number of year) and annual precipitation (P j
annual) to the corresponding mean

annual values averaged over the whole simulation period (Tcl and Pcl, respectively). The 1st

climate period includes non-continuous sequence of years with T j
annual > Tcl and Pj

annual > Pcl

and is indicated as a “warm-wet” (WW) period; the 2nd one is a “cold-wet” (CW) period

consisting of years with T j
annual < Tcl and P j

annual > Pcl; the 3rd one is a “warm-dry” (WD)
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period with T j
annual > Tcl and P j

annual < Pcl; and the 4th one is a “cold-dry” (CD) period with

T j
annual < Tcl and P j

annual < Pcl. Herewith, the annual values are obtained from the used
meteorological data averaged over the basin area. For each selected period, the NSE criterion
is estimated from the hydrographs observed in the corresponding years with respective
hydrographs simulated for these years at the previous 1st step of the CE-test. As a result, four
NSE values are estimated: NSEWW, NSECW, NSEWD, and NSECD. Gelfan and
Millionshchikova (2018) developed a modified DSS-test assessing statistical significance of
the NSE changes from one climatic period to another. Within the test, NSE is considered a
random variable, whose sampling variance depends on the statistics of the observed and
simulated discharge data (see Eq. S5 in the Supplementary information). The authors
(Gelfan and Millionshchikova 2018) used the NSE-decomposition formula (see e.g., Gupta
et al. 2009) and showed that the desired statistical significance of the NSE changes depends on
mean values of the simulated and observed discharge data, variances of these data, and the
covariance between the simulated and the observed discharges. Finally, the modified DSS-test
is considered successfully passed (i.e., a model is robust) if and only if the NSE values
between periods differ not significantly in the statistical sense (as measured by criterion in Eq.
S3) for each of six possible differences: (NSEWW - NSECW), (NSEWD - NSECW), (NSECD -
NSECW), etc.

At the 3rd step, the A, B, and C versions’ performance was evaluated in terms of the two
flow indicators proposed by Yilmaz et al. (2008), namely, FHV10 that is the percent bias in the
flow-duration curve (FDC) high-segment volume for flows with exceedance probability lower
than 10%, and FLV70 that is the percent bias in the FDC low-segment volume (70–100%
exceedance probability). We evaluated the performance as “poor” in terms of high or low flow
indicators if |FHV10| ≥ 15% or |FLV70| ≥ 15%. Formulas (S6)–(S7) for calculation of FHV10

and FLV70 are presented in the Supplementary information.
At the 4th step, we applied the test described by Santer et al. (2000) to evaluate the model

versions’ ability in reproducing the observed trends in annual flow. First, we fitted linear trends
to the time series of the observed and simulated annual flows and assessed statistical
significance of these trends through the modified Student’s t criteria adjusted for autocorrela-
tion of residuals. The corresponding formulas (S8)–(S13) are presented in the Supplementary
information. As a result of the first test, we evaluated the model performance as “poor” in
terms of trend reproduction, if one of the two compared trends was significant while the other
one was not. If both trends were assessed as statistically insignificant, we considered that the
model version successfully passed the 4th step of the evaluation test. If both trends were
assessed as statistically significant, then one should apply the second, difference series test
(Santer et al. 2000), because in this case, the difference between the observed and simulated
trends may be significant. If this is the case, the model version performance is evaluated as
“poor” in terms of trend reproduction, in spite of the fact that the corresponding version had
passed the first trend test.

Figure 2 presents the flowchart of the used CE-test and summarizes conditions that should
be met by the model version in order to pass this test.

3.3 Modeling hydrological projections and uncertainty assessment

First, the compared A, B, and C versions were driven by the bias-corrected (to WATCH
reanalysis data) climate data from four global climate models (GCMs): GFDL-ESM2M,
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HadGEM2-ES, IPSL-CM5A-LR, MIROC-ESM-CHEM) for 1976–2005, allowing to
obtain mean annual simulated flows for the historical period. Then, we simulated
hydrological response to climate projections derived from the four GCMs and four
Representative Concentration Pathway (RCP) scenarios. The annual flow time series
simulated under each of 16 GCM-RCP-based climate scenarios were compared with the
mean annual flows simulated under the corresponding GCM outputs for the historical
period. As a result, the 16 time series (trajectories) of annual flow anomalies were
constructed as percentages of the future flow to the simulated historical flow. We
smoothed the constructed trajectories by the moving average technique with a 30-year

Start

Step 1: Evalua�on of model performance at 
different streamflow gauges (daily, monthly 

hydrographs)

NO: the test is not passed

Step 2: Evalua�on of model robustness 
(daily, monthly hydrographs)

Differences between 
NSEs are insignificant

YES

NO: the test is not passed

YES

Step 3: Evalua�on of model performance against 
high/low flow indicators (FHV10; FLV70)

FHV10 & FLV70
below the 
threshold

NO: the test is not passed

YES
Step 4: Evalua�on of model performance against 

the observed trend reproduc�on (annual flow 
�me series)

Is the observed or 
simulated trend 

significant? 

NO

End

YES
Is the 

difference 
trend 

significant? 

NO

YES: the test 
is not passed

NSE above the threshold 
& |PBIAS| below the 

threshold

Fig. 2 Flowchart of the comprehensive evaluation test and the conditions that should be met by the model
versions in order to pass the test
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sliding window. The technique was applied for 16 94-year series (2006–2099) of annual
flow anomalies simulated by each model version. The smoothed trajectories were
averaged and the mean of the ensemble of trajectories was assumed as a representation
of the future flow changes. The spread of the modeled trajectories was considered a
proxy measure of uncertainty (Kundzewicz et al., 2018).

4 Results and discussion

4.1 Comprehensive evaluation test results

The results of the CE-test applied for the A, B, and C versions are presented below in
accordance with the step chain described in the “Comprehensive evaluation test” section
(see also Fig. 2).

4.1.1 First step: Evaluation of model performance at different streamflow gauges

Table 1 presents the performance of the A, B, and C versions evaluated in terms of the NSE
and PBIAS measures for the whole simulation periods (1980–2012 for the ECOMAG-based
versions and 1971–2001 for the SWAP-based versions). Let us repeat that the model perfor-
mance is considered “poor” if one or both measures do not satisfy the pre-determined
conditions: NSE < 0.50, |PBIAS| ≥ 15%. One can see from Table 1 that the performance of
the A versions is not satisfactory for both basins. For almost all streamflow gauges of the Lena
basin (except Krestovski), the C versions perform similarly well as the corresponding B
versions. This is quite unexpected because the B versions were calibrated against streamflow
observations at the basin outlet only, not for other gauges. The obtained result demonstrates
that the runoff generation process is more or less homogeneous over the almost whole Lena
basin except for the Krestovski sub-basin, most part of which is located in the mountainous
area. We believe that the weaker model performance for this sub-basin can be explained by the
low density of the meteorological stations in the mountains leading to lower quality of
precipitation data in such regions (Yang et al., 2005) and, as the consequence, to increasing
errors in the respective reanalysis data. Unlike the C version, the calibration of the B model
version did not consider streamflow data at the Krestovski gauge, and therefore, the evaluation
results are weaker there.

This is not the case for the Mackenzie basin, where large lakes influence the upper parts of
the basin more than the lower parts. As one can see from Table 1, the SWAP-based versions
appeared to be sensitive to this difference. The reason is in the fact that in the SWAP model,
the lake effect is not taken into account but corrected in the calibration process. As the B
version was calibrated against the outlet streamflow hydrograph, which is less influenced by
the lakes than the Fitzgerald and Fort Simpson hydrographs, the B version performed better at
the outlet gauge and poorly at the latter ones. The SWAP-based C version calibration
improved the Fitzgerald and Fort Simpson hydrograph simulations, and as a result, C version
performed better than the B version.

Thus, the B and C versions have successfully passed the first step of the evaluation test for
the Lena basin (except the Krestovski sub-basin). For the Mackenzie basin, the C versions as
well as the ECOMAG-based B version perform well. The A versions have not passed the test
for any gauge.
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4.1.2 Second step: Evaluation of model robustness

The full second-step results related to the Mackenzie and Lena basins are in Tables 2 and 3,
respectively (see evaluation approach in the Supplementary information, part 1). The A

Table 1 Performance of the A, B, and C versions evaluated in terms of the NSE and PBIAS measures: 1st step of
the evaluation procedure (shaded cells mean that the performance is evaluated as “poor” according to the
accepted criteria NSE < 0.50, |PBIAS| ≥ 15%; see also Fig. 2)

MACKENZIE RIVER BASIN
ECOMAG, 1979 - 2012

Gauges Version A Version B Version C

NSE 

day

NSE 

month

PBIAS, 

%

NSE 

day

NSE 

month

PBIAS, 

%

NSE 

day

NSE 

month

PBIAS, 

%

Arctic Red 0.52 0.53 25.3 0.88 0.93 2.3 0.86 0.92 -0.6

Fort Simpson 0.57 0.60 26.9 0.83 0.89 7.1 0.83 0.91 3.5

Fitzgerald 0.26 0.27 13.8 0.54 0.59 2.1 0.56 0.65 -0.5

McMurray 0.42 0.45 15.4 0.70 0.78 5.2 0.68 0.81 2.2

SWAP, 1971-2001
Gauges Version A Version B Version C

NSE 

day

NSE 

month

PBIAS, 

%

NSE 

day

NSE 

month

PBIAS, 

%

NSE 

day

NSE 

month

PBIAS, 

%

Arctic Red -1.05 -1.11 -14.6 0.38 0.49 0.3 0.69 0.76 2.8

Fort Simpson 0.03 0.09 -28.4 0.06 0.33 -2.5 0.81 0.89 0.4

Fitzgerald -4.1 -3.85 -8.0 -1.12 -0.85 7.8 0.32 0.40 -1.3

McMurray 0.03 0.32 -4.6 0.41 0.55 22.1 0.47 0.56 1.2

LENA RIVER BASIN
ECOMAG, 1979-2012

Gauges Version A Version B Version C

NSE 

day

NSE 

month

PBIAS, 

%

NSE 

day

NSE 

month

PBIAS, 

%

NSE 

day

NSE 

month

PBIAS, 

%

Stolb 0.44 0.54 -24.0 0.89 0.96 6.0 0.85 0.93 11.1

Tabaga 0.42 0.49 -34.1 0.89 0.94 -12.0 0.90 0.96 -7.3

Krestovski 0.19 0.35 -40.0 0.79 0.86 -29.0 0.81 0.88 -14.9

Verkhoyanski 

Perevoz

0.40 0.53 -30.0
0.84 0.9 2.0 0.83 0.89 6.8

SWAP, 1971 - 2001
Gauges Version A Version B Version C

NSE 

day

NSE 

month

PBIAS, 

%

NSE 

day

NSE 

month

PBIAS, 

%

NSE 

day

NSE 

month

PBIAS, 

%

Stolb 0.13 0.16 -66.8 0.83 0.93 -3.2 0.82 0.94 -0.5

Tabaga 0.02 0.01 -37.9 0.61 0.75 -14.5 0.74 0.87 -0.3

Krestovski 0.30 0.32 -44.9 0.05 0.35 -30.0 0.50 0.64 -13.5

Verkhoyanski 

Perevoz

0.29 0.45 -36.9 0.66 0.75 -14.3 0.83 0.91 -3.0
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versions have not passed the 2nd evaluation step (appeared non-robust for all gauges) and are
not shown in these Tables.

As an example, Fig. 3 presents the NSE values and their differences estimated from
observed vs. simulated daily hydrographs for the contrasting climate periods in the Mackenzie
River basin (only the ECOMAG-based B and C versions are shown). One can see from Fig. 3
that the NSE values are quite similar, and their differences are close to zero for the Arctic Red
and Fort Simpson gauges, no matter for what climate period they are estimated (note that the
climate conditions are visibly different for these periods: TWW= − 2.8 °C; TWD = − 2.6 °C;
TCW = − 4.4 °C; TCD = − 4.0 °C; PWW= 488 mm; PWD = 425 mm; PCW = 482 mm; PCD =
422 mm). This is not the case for the other two gauges: one or more NSE differences are

Table 2 NSE values estimated from observed vs. simulated hydrographs for the contrasting climate periods* in
the Mackenzie River basin. Shaded cells mean that the necessary condition (Eq. S3) of the model robustness was
not met at the 95% confidence level

MACKENZIE RIVER BASIN
ECOMAG (Version B)

Arctic Red Fort Simpson Fitzgerald McMurray

warm cold warm cold warm cold warm cold

NSE 

day

wet 0.90 0.87 0.86 0.81 0.66 0.60 0.68 0.72

dry 0.88 0.86 0.78 0.85 0.72 0.64 0.64 0.72

robustness YES NO NO NO

NSE 

month

wet 0.95 0.92 0.91 0.88 0.28 0.41 0.76 0.78

dry 0.94 0.92 0.89 0.90 0.30 0.46 0.75 0.80

robustness YES YES NO YES

ECOMAG (Version C)
warm cold warm cold warm cold warm cold

NSE 

day

wet 0.87 0.85 0.84 0.82 0.65 0.65 0.68 0.73

dry 0.85 0.85 0.82 0.84 0.31 0.42 0.59 0.68

robustness YES YES NO NO

NSE 

month

wet 0.94 0.91 0.92 0.90 0.76 0.72 0.79 0.83

dry 0.93 0.91 0.93 0.90 0.37 0.52 0.78 0.82

robustness YES YES NO YES

SWAP (Version B)
Arctic Red Fort Simpson Fitzgerald McMurray

warm cold warm cold warm cold warm cold

NSE 

day

wet 0.32 0.44 0.05 -0.08 -2.56 -0.23 0.26 0.58

dry 0.35 0.45 0.16 0.02 -1.98 -0.39 0.30 0.46

robustness NO NO NO NO

NSE 

month

wet 0.42 0.55 0.29 0.18 -2.16 -0.02 0.36 0.71

dry 0.46 0.58 0.42 0.37 -1.65 -0.20 0.48 0.60

robustness YES YES NO NO

SWAP (Version C)
warm cold warm cold warm cold warm cold

NSE 

day

wet 0.65 0.69 0.80 0.83 -0.07 0.59 0.45 0.48

dry 0.66 0.66 0.80 0.82 -0.12 0.62 0.44 0.45

robustness YES YES NO NO

NSE 

month

wet 0.72 0.79 0.88 0.90 0.04 0.64 0.53 0.58

dry 0.74 0.83 0.88 0.90 -0.01 0.70 0.54 0.54

robustness YES YES NO YES
* The mean annual temperature (T) and precipitation (P) during the contrasting climate periods are TWW= − 2.8 °C;
TWD = − 2.6 °C; TCW = − 4.4 °C; TCD = − 4.0 °C; PWW= 488 mm; PWD = 425 mm; PCW = 482 mm; PCD = 422 mm
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noticeably far from zero. A formal statistical test confirmed this visual analysis-based finding
(see Table 2).

Let us analyze the robustness results presented in Tables 2 and 3 from the two viewpoints:
(1) comparison of the B and C versions of the same origin (e.g., SWAP-based); and (2)
comparison between the basins.

Generally, the ECOMAG-based B version appeared almost as robust as the C version of the
same origin. In terms of reproducing daily and monthly streamflow hydrographs at the
Mackenzie basin outlet, the B and C ECOMAG-based versions performed well and statisti-
cally similar for contrasting climate periods (Table 2). The same can be said regarding the
robustness of the ECOMAG-based versions evaluated for the Lena basin (Table 3): the B and
C version results were not sensitive to change in the climate period when simulating daily

Table 3 NSE values estimated from observed vs. simulated hydrographs for the contrasting climate periods* in
the Lena River basin. Shaded cells mean that the necessary condition (Eq. S3) of the model robustness was not
met at the 95% confidence level

LENA RIVER BASIN
ECOMAG (Version B)

Stolb Tabaga Krestovski VPerevoz

warm cold warm cold warm cold warm cold

NSE 

day

wet 0.88 0.91 0.90 0.87 0.79 0.77 0.84 0.85

dry 0.89 0.88 0.90 0.87 0.83 0.77 0.89 0.80

robustness YES YES NO NO

NSE 

month

wet 0.95 0.96 0.95 0.93 0.85 0.86 0.87 0.91

dry 0.96 0.96 0.96 0.93 0.89 0.84 0.95 0.90

robustness YES YES YES YES

ECOMAG (Version C)
warm cold warm cold warm cold warm cold

NSE 

day

wet 0.84 0.88 0.9 0.88 0.81 0.79 0.83 0.85

dry 0.87 0.84 0.91 0.89 0.86 0.79 0.89 0.80

robustness YES YES NO NO

NSE 

month

wet 0.92 0.93 0.96 0.95 0.87 0.88 0.86 0.90

dry 0.94 0.94 0.96 0.95 0.92 0.87 0.94 0.86

robustness YES YES YES YES

SWAP (Version B)
Stolb Tabaga Krestovski VPerevoz

warm cold warm cold warm cold warm cold

NSE 

day

wet 0.83 0.85 0.56 0.64 0.09 0.01 0.63 0.67

dry 0.86 0.78 0.67 0.60 0.09 -0.08 0.68 0.66

robustness NO NO NO YES

NSE 

month

wet 0.93 0.94 0.71 0.76 0.42 0.27 0.70 0.73

dry 0.94 0.91 0.80 0.74 0.40 0.24 0.77 0.81

robustness YES YES YES YES

SWAP (Version C)
warm cold warm cold warm cold warm cold

NSE 

day

wet 0.83 0.81 0.73 0.77 0.48 0.51 0.83 0.83

dry 0.86 0.76 0.73 0.74 0.50 0.41 0.88 0.80

robustness NO YES NO NO

NSE 

month

wet 0.94 0.94 0.88 0.84 0.69 0.60 0.89 0.89

dry 0.94 0.92 0.90 0.89 0.66 0.54 0.95 0.93

robustness YES YES YES YES
* The mean annual temperature (T) and precipitation (P) during the contrasting climate periods are TWW=− 8.4 °C;
TWD=− 8.6 °C; TCW=− 9.7 °C; TCD =− 10.1 °C; PWW=434 mm; PWD= 360 mm; PCW=421 mm; PCD = 375 mm
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streamflow hydrographs in the Stolb (outlet) and Tabaga gauges. In terms of the monthly
streamflow simulation, the ECOMAG-based versions were robust for all gauges of the Lena
basin. Both daily and monthly streamflow simulations by the SWAP-based C version appeared
to be more robust than the B version simulations for Mackenzie (Table 2), but their robustness
was comparable for Lena, and much higher for the monthly simulations (Table 3). Interest-
ingly, that the SWAP-based B version was evaluated as robust but poor for the Krestovski
gauge (Lena basin) and the Fort Simpson gauge (Mackenzie basin), in other words, NSE
values estimated for climate contrasting periods were close to each other, but small (Tables 2,
and 3).

Thus, for monthly simulations, the B and C version robustness was quite similar, irrespec-
tive of their origin. In terms of daily simulations, the C versions were slightly more robust than
the B versions for the Mackenzie basin, but robustness was similar for the Lena basin. Totally,
at the monthly scale, the model versions demonstrated higher robustness for the Lena (all
gauges) than for the Mackenzie (mostly 3 gauges of four).

4.1.3 Third step: Evaluation of the model’s skill to simulate indicators of extremes

At this step, the performance of the A, B, and C versions was evaluated as their skill for
simulating indicators of hydrological extremes: the high-flow (FHV10) and low-flow (FLV70)
indicators (see Supplementary information, part 2). The version was considered “poor” in
relation to the corresponding indicator if the values of this indicator exceeded 15%. The
versions A demonstrated poor performance at this step, and their results are not discussed
hereafter. The evaluation results for the B and C versions s are shown in Fig. 4.

One can see that both versions performed much better in reproducing high flow than low
flow. Both ECOMAG-based versions successfully passed the high-flow test for all gauges of
the basins. The SWAP-based B versions were worse for both basins for high flow than the C
versions, which also passed the test (except for one gauge in the Mackenzie). With regard to
the low flow indicator, almost all versions performed poorly. The same result (worse perfor-
mance in reproducing low flow) was obtained for the regional hydrological models in Huang
et al.’s study (2017). In our case, the result can be explained by neglecting the ice phenomena
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Fig. 3 NSE values and their differences calculated by ECOMAG for the contrasting climate periods at the
Mackenzie River basin (daily streamflow)
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in the used models, and, to a larger extent, by the low quality of streamflow data during the
prolonged ice-covered period at the rivers under study (Shiklomanov et al. 2006; Woo and
Thorne, 2014).

4.1.4 Fourth step: Evaluation of the skill of the model to simulate trends in the annual
runoff

The correspondence of the linear trends fitted to the time series of the observed and simulated
annual flows was tested by computing a signal-to-noise ratio (the ratio between the estimated
trend slope and its standard deviation) under the assumption that this ratio is distributed as
Student’s t random variable. The assessed trend slope values and their standard deviations are
presented in Table S1 (supplementary information). The time series of the annual flows and
the corresponding trends are shown in Figs. S1 and S2 (Supplementary information).
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Fig. 4 Performance of the B and C versions evaluated in terms of reproducing the high-flow (FHV10) and low-
flow (FLV70) indicators calculated from the daily streamflow hydrographs. A rebound out of the dashed lines
indicates a model as “poor” in reproducing the corresponding indicator (see the “Comprehensive evaluation test”
section)
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The main finding is that all the trends fitted to the observed annual flow series are
statistically insignificant, and all the trends fitted to the corresponding simulated series,
irrespective of the version used (even the non-calibrated A versions), are insignificant too.
The insignificance is due to the large residual variance, which was corrected to account for
temporal autocorrelation in the residual series and to avoid thereby underestimation of the
variance (Santer et al., 2000; see also Supplementary information, part 3). Adjusting the actual
sample size (around 30 years for the studied annual discharge series) to an effective sample
size (Eq. S13 in the Supplementary information) resulted in a decrease of some series down to
30% of their actual sizes.

Thus, the trends were assessed as statistically insignificant, i.e., all the model versions
successfully passed the trend evaluation test without the necessity of applying the difference
series method (see the “Comprehensive evaluation test” section). Some previous studies
detected significance of the annual runoff trend for the Lena basin (Shi et al., 2019;
Tananaev et al., 2016). One reason for such discrepancy is that the statistical test we applied
(Santer et al., 2000) complicates rejection of the null hypothesis, i.e., the test is more
conservative than those (Mann-Kendall and the Spearman tests) used in the mentioned studies.
Another reason could be that the discharge time series analyzed in our study are shorter, which
also makes rejecting of the null hypothesis less likely.

4.1.5 Summary of the evaluation results

Tables S2 and 4 summarize the results of the 4-step CE-test at the daily and monthly time
scales, respectively. First, the model versions performed better in reproducing monthly
streamflow series than the daily series. Second, the non-calibrated A versions performed
worse than the B versions, which, generally, performed worse than the C versions, especially
at the monthly time scale (Tables 1, 2, and 4). Third, from the evaluation results, we identified
the preferable (in terms of the assigned criteria) versions and established the limits of their
applicability. For instance, both C versions passed all tests for all gauges for the Lena and for
two gauges (Arctic Red and Fort Simpson) for the Mackenzie and are considered preferable for
simulations at the monthly time scale (Table 4).

4.2 Hydrological projections and their uncertainty

The evaluation results summarized above indicate which model versions performed better in
the historical period, but this is not sufficient for judging if these versions are more suitable for
impact study (see the “Introduction” section, par. 4). To judge so, let us repeat, one needs to
compare these model versions in terms of their influence on projected impacts. The projection
comparison is needed also due to the fact that sometimes models are used for impact
assessment without checking their performance in advance or ignoring their weak or poor
performance in the historical period, because modelers assume that changes between the future
and reference periods would be still meaningful, because their models include all relevant
processes and default parameters. This is especially true regarding application of the global
hydrological models for impact assessment: almost all such models are not calibrated and are
often applied for impact studies without evaluation of their performance in the historical
period.

Figure 5 presents trajectories of the annual flow anomalies projected for the basin outlets by
the ECOMAG-based and SWAP-based versions. The uncertainty bounds, i.e., the spread of 16
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trajectories projected under the input data corresponding to 16 combinations of the GCMs and
RCP-scenarios, are also shown in Fig. 5. The results for the other gauges can be found in the
Supplementary information (Figs. S3–S6).

Generally, Fig. 5 demonstrates that the basin outlet flow projections simulated by the non-
calibrated A versions significantly differ from the projections of the calibrated B and C
versions. First, one can see that the projection uncertainty is larger for the A versions. For
Lena, for instance, at the end of the century, the uncertainty band (spread of the modeled
trajectories) for the SWAP-based A versions equals to 223% (for the B and C versions 52%
and 51%, respectively); for the ECOMAG-based versions, the corresponding uncertainty
bands are 28%, 20%, and 19%, respectively. This finding is connected with the large
difference between the non-calibrated vs. calibrated SWAP-based versions (see 1–3 steps of

Table 4 Summary of the comprehensive evaluation test results (monthly streamflow simulation). Shaded cells
identify that the corresponding test was not passed by the corresponding model version for the corresponding
streamflow gauge

ECOMAG SWAP

Version

A

Version

B

Version

C

Version

A

Version

B

Version

C

MACKENZIE RIVER BASIN

A
rc

ti
c 

R
ed

Multi-site evaluation

Robustness test

Trend test (annual flow)

F
o

rt
 

S
im

p
so

n Multi-site evaluation

Robustness test

Trend test (annual flow)

F
it

zg
e

ra
ld

Multi-site evaluation

Robustness test

Trend test (annual flow)

M
cM

u
rr

ay

Multi-site evaluation

Robustness test

Trend test (annual flow)

LENA RIVER BASIN

S
to

lb

Multi-site evaluation

Robustness test

Trend test (annual flow)

T
ab

ag
a Multi-site evaluation

Robustness test

Trend test (annual flow)

K
re

st
o

v
sk

i Multi-site evaluation

Robustness test

Trend test (annual flow)

V
.
P

er
ev

o
z Multi-site evaluation

Robustness test

Trend test (annual flow)
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CE-test). The wide uncertainty band obtained for the SWAP-based A version projections of
the Lena River flow is due to the fact that this model underestimated the historical mean flow
very much. Second, the ensemble means of flow projections simulated by the A versions differ
from the corresponding projections of the B and C versions, though this difference is not so
marked. For example, at the end of the century, the ECOMAG-based A version simulates 2%
changes in the mean annual discharge at the Lena River basin outlet, while the B and C
versions simulate 15% and 12%, respectively. The corresponding SWAP-based projections are
91%, 27%, and 28%. For the Mackenzie, the ECOMAG-based A version projects 27%
changes, while the B and C versions project 9% and − 4%, respectively. The corresponding
SWAP-based projections are 21%, 20%, and 18%.

The main features of the flow anomaly projections for the other gauges (see Figs. S3–S6)
do not contradict, as a whole, those detected for the basin outlets. Again, the difference
between the B and C versions is smaller than between them and the A versions. Indeed, at
the end of the century, the ECOMAG- and SWAP-based A versions simulate, on the average,
43% change in the mean annual discharge for all four gauges of the Lena basin, while the B
and C versions simulate 24% and 19%, respectively. The corresponding uncertainty bands are
125%, 63%, and 37%, respectively. For all streamflow gauges within the Mackenzie basin,
mean annual runoff anomaly simulated by the A versions is 15% on the average, while the B
and C versions give 8% and 2%, respectively. The corresponding uncertainty bands are 42%,
30%, and 36%, respectively. Thus, the mean difference between the end-century annual runoff
anomalies projected by the B and C versions equals 5% for both basins, while the mean
difference between these anomalies and ones projected by the A versions is 11–22%.

Fig. 5 Annual flow anomaly projections smoothed by the moving average technique with a 30-year sliding
window: solid line - ensemble mean; dashed line - ensemble spread
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However, there are projection peculiarities whose explanation requires further and more
thorough analysis.

Summarizing the obtained results, we can say that the similarity of the projections
simulated by the calibrated and successfully evaluated B and C model versions, together with
the difference of these projections from those simulated by the A versions, which failed the
evaluation tests, gives us reason to believe that the B and C projections of future mean annual
flows are more credible than the A projections. Herewith, the credibility of the projections
simulated by the C versions with their multi-site calibration and better evaluation results is
assumed to be higher than that of the B version projections.

5 Conclusions

The two models—ECOMAG and SWAP—were used to reveal whether a model which passed
a comprehensive evaluation test is more suitable for hydrological projections as compared with
a model that failed the test. For this purpose, three versions of each model were considered: the
non-calibrated model version (version A), the model version calibrated against observed
streamflow at the basin outlet (version B) and the one calibrated against observed streamflow
at several gauges (version C). All the versions have undergone the comprehensive evaluation
test, which included the following four steps: (1) multi-site evaluation of the model perfor-
mance in terms of daily and monthly hydrograph simulation, (2) the model robustness test
evaluating the model ability to perform similarly under the contrasting climate conditions, (3)
evaluation of the model skill in simulating the high/low flow indices, and (4) evaluation of the
model skill in reproducing the observed trends (or absence of the trends) in the annual
streamflow series.

The main findings can be summarized as follows:

1. The non-calibrated ECOMAG- and SWAP-based A versions have not passed the pro-
posed comprehensive evaluation test for both the basin outlet streamflow gauges and the
interior basin gauges. The A versions have failed all the specific tests, based on both daily
and monthly data, included into the CE-test. The only test, which the A versions have
successfully passed together with the B and C versions, was done for detecting lack of
trends in the annual runoff.

2. The model calibration has led to a significant improvement of the model ability to
reproduce the historical streamflow and almost all hydrological indicators referenced in
this paper (except the low flow index). Regardless of the origin (either the ECOMAG or
the SWAP), the B and C versions were more successful in passing the CE-test than the A
versions. Herewith, the multi-site-calibrated C versions were slightly or notably better
than the single-site-calibrated B versions, especially at the monthly time scale.

3. On the basis of the test results, the B and C versions were considered the more preferable
candidates for the impact study than the A versions, which failed the tests, and the C versions
were assumed as the most preferable. The limits of the model applicability were established:
the C versions performed better and more robustly than the B versions in the simulation of
monthly hydrographs except a few gauges depending on the basin and the version origin.

4. Comparison of the future flow anomalies projected by the different model versions has
demonstrated that the projections simulated by the B and C versions turned out to be closer
to each other than to the corresponding projections simulated by the A versions. This
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similarity is manifested in either the mean ensemble changes or the projection uncertainty
or both indicators. The averaged over all gauge difference between the end-century annual
runoff anomalies projected by the B and C versions equals to 5%, while the average
difference between these anomalies and ones projected by the A versions is 16%. For the
projection uncertainties, the corresponding estimates are 16% and 51%. Thus, difference
(in terms of the mean ensemble projections and their uncertainties) between the A versions
and other versions is nearly 3 times larger than the difference between the B and C versions.

5. The CE-test results together with the similarity of the B and C projections and difference of
these projections from those simulated by the A versions give us reason to believe that the
former projections are more credible than the latter. Making this conclusion, we proceed
from the logical statement: if one model set performs better against the historical data than
the other model set and if the projections simulated by the first models are notably different
from the second set projections, then the first projections are more credible.We assume that
the credibility of the projections simulated by the C versions with better evaluation results
is higher than that of the B version projections, as calibration at intermediate gauges
increases the projection credibility in comparison with the single-site calibration.

6. Thus, under the study conditions (used models, studied basins), we answer “yes” to the
question posed in the title of the paper. We emphasize that we formulated this conclusion
with the help of the models, which significantly differ from each other in the model
structure, the parameters, forcing datasets used, and in terms of the calibration and
evaluation periods. The similarity of the results of such different models allows us to
generalize the conclusion obtained and to recommend the described procedure for testing
models aimed at impact study.

Supplementary Information The online version contains supplementary material available at https://doi.
org/10.1007/s10584-020-02930-z.
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