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Abstract We present DEMoS (Database of Elicited Mood in Speech), a new, large

database with Italian emotional speech: 68 speakers, some 9 k speech samples. As Italian

is under-represented in speech emotion research, for a comparison with the state-of-the-

art, we model the ‘big 6 emotions’ and guilt. Besides making available this database for

research, our contribution is three-fold: First, we employ a variety of mood induction

procedures, whose combinations are especially tailored for specific emotions. Second,

we use combinations of selection procedures such as an alexithymia test and self- and

external assessment, obtaining 1,5 k (proto-) typical samples; these were used in a

perception test (86 native Italian subjects, categorical identification and dimensional

rating). Third, machine learning techniques—based on standardised brute-forced

openSMILE ComParE features and support vector machine classifiers—were applied

to assess how emotional typicality and sample size might impact machine learning

efficiency. Our results are three-fold as well: First, we show that appropriate induction

techniques ensure the collection of valid samples, whereas the type of self-assessment

employed turned out not to be a meaningful measurement. Second, emotional typical-

ity—which shows up in an acoustic analysis of prosodic main features—in contrast to

sample size is not an essential feature for successfully training machine learning models.

Third, the perceptual findings demonstrate that the confusion patterns mostly relate to

cultural rules and to ambiguous emotions.
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1 Introduction

Since emotional information is essential to build up congruent and efficient human

relationships (Bennett 1979), systems for human-machine interaction are often

based on speech emotion recognition technology (El Ayadi et al. 2011). Yet, for the

implementation of artificial intelligent systems with real life applications, reliable

datasets mirroring everyday emotional speech are essential. Despite this, corpora of

natural emotional speech are usually characterised by high level of background

noise and their collection is limited by privacy issues. Furthermore, natural

emotions do not always conform to the categorical model, which is predominant in

the speech emotion literature, as e.g., the ‘big six’ (Ekman 1984). On the other hand,

datasets of acted emotional speech present high audio quality but are limited by the

lack of authenticity. Corpora of emotional speech elicited by Mood Induction

Procedures (MIPs) are a reliable compromise between acoustic quality, emotional

taxonomy correspondence, and naturalness (Douglas-Cowie et al. 2000). Despite

this, such corpora are mostly restricted to specific languages (Ververidis and

Kotropoulos 2006), and even though the combination of multiple MIPs (Martin

1990; Westermann et al. 1996) has shown to be more effective (Westermann et al.

1996), data were mostly collected by applying MIPs individually (Klasmeyer et al.

2000).

We present DEMoS (Database of Elicited Mood in Speech), a corpus of induced

emotional speech in Italian, a language underrepresented in speech emotion

recognition (Costantini et al. 2014; Mencattini et al. 2014; Parada-Cabaleiro et al.

2018). DEMoS encompasses 9365 emotional and 332 neutral samples produced by

68 native speakers (23 females, 45 males) in seven emotional states: the ‘big six’

anger, sadness, happiness, fear, surprise, disgust (Ekman 1984), and the secondary

emotion guilt. We employ these big six for a better comparison of these Italian data

with the state of the art; to get more realistic productions, we do not employ acted

speech but speech elicited by combinations of induction procedures. Guilt,

according to previous research (Keltner 1996) a secondary emotion, is also taken

into account, in order to evaluate an ambiguous emotion typical of real life. Three

elicitation methods are presented, made up by the combination of at least three

MIPs, and considering six different MIPs in total. To select samples ‘typical’ of

each emotion, evaluation strategies based on self- and external assessment are

applied. We evaluate the reliability of the considered elicitation and selection

methods; Machine Learning (ML) experiments are carried out to assess the extent to

which emotional typicality and sample size influences their performance. In

addition, the selected part of the corpus, which encompasses 1564 samples produced

by 59 speakers (21 females, 38 males), is evaluated by 86 native Italian listeners

through a perceptual test based on the categorical and dimensional models of

emotion1.

The rest of the manuscript is laid out as follows: related work is presented in

Sect. 2; in Sects. 3 and 4, the induction program and the corpus are described; in

Sect. 5, the selection procedures are presented; in Sect. 6, both elicitation methods

1 The corpus is available upon request through a personalised download link.
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and selection strategies are evaluated; Sects. 7 and 8 introduce the ML approach and

discuss the acoustic findings; Sect. 9 analyses the perceptual outcomes; finally, in

Sects. 10 and 11, the limitations and conclusions of our work, as well as future

goals, are presented.

2 Related work

2.1 Acted versus natural emotional speech

Most of the available corpora of emotional speech have been collected by

considering ‘acted speech’ (Bänziger et al. 2006), i.e., simulated emotional speech

expressed by actors, and ‘natural speech’ (Devillers et al. 2005b), i.e., real

emotional speech spontaneously expressed and collected in the wild. The two

available Italian corpora are both acted: EMOVO (Costantini et al. 2014) and

EmoFilm (Parada-Cabaleiro et al. 2018). When considering acted speech, high

quality audio samples are collected, and specific emotional states can be chosen

beforehand to be acted. Yet, the validity of acted emotions has been extensively

criticised, since they are considered to be more exaggerated (Batliner et al. 2000;

Douglas-Cowie et al. 2003). Indeed, even though semi-professional actors and

naı̈ve speakers have been taken into account in order to reduce the artificiality

typically linked to professional actors’ performance (El Ayadi et al. 2011), natural

speech is still considered a better option. Nevertheless, natural speech often lacks in

acoustic quality, due to real world environmental noise and speaker overlap.

Moreover, naturally occurring emotions are often ambiguous and/or mixed

(Devillers et al. 2005a)—this cannot easily be modelled with a simple categorical

approach; other restrictions are based on the ‘Observer’s Paradox’ (Labov 1972)—

speakers do not behave fully naturally when they are being observed—or on very

specific scenarios such as broadcasting recordings (scripted reality shows or

political discussions, just to mention a few). Yet, not informing a person of being

recorded (in order to minimise such a condition) would violate their personal

privacy. Although natural speech is the ultimate goal, for systematic investigations,

properly induced speech is chosen as a compromise between naturalness, acoustic

quality, and emotional taxonomy correspondence allowing the study of specific

emotions chosen a priori.

2.2 Emotional speech elicited by MIPs

The application of MIPs allows to collect speech produced in specific emotional

states (Martin 1990; Westermann et al. 1996), offering at the same time a

compromise between acoustic quality and naturalness. Yet, in order not to affect a

subject’s psychological stability, such mechanisms should be restricted to the

elicitation of transitory emotions (Douglas-Cowie et al. 2011). In this regard, the

utilisation of some MIPs, as e.g., hypnosis, the use of drugs, or sleep deprivation

(Zou et al. 2011), is highly arguable (Martin 1990). Furthermore, not all the MIPs

show the same reliability, e.g., the emotions elicited by reading an emotionally
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connoted text (Empathy MIP) have been considered as similar to those produced by

actors (Schröder 2004). In addition, the accuracy of the MIPs will also depend on

the intended emotional state to be induced, e.g., the elicitation of anger has shown to

be particularly challenging (Gross and Levenson 1995), since it relates to the

frustration of specific individual expectations, thus varying considerably amongst

different subjects. In this regard, the combination of several MIPs has shown to be

more reliable (Westermann et al. 1996), due to the increment in the effectiveness

given by the complementarity that might be created between different methods; e.g.,

listening to music may intensify the effect of reading an emotional text. Despite this,

for recording corpora of elicited emotional speech available for research purpose,

the utilisation of MIPs has been considered individually, rather than in combination

(Klasmeyer et al. 2000; Douglas-Cowie et al. 2007).

Some of the most common MIPs employed for the elicitation of emotional

speech are: Autobiographical Recall MIP, based on the recall of emotional personal

memories (Amir et al. 2000); Self-statement MIP (Velten 1968), based on the

repetition of emotional sentences (Barkhuysen et al. 2010); Empathy MIP, based on

the creation of an empathic reaction by reading text with an emotional content (Chiu

et al. 2008; Douglas-Cowie et al. 2003; Grichkovtsova et al. 2012; Iida et al. 2003;

Sobin and Alpert 1999); and Social Feedback MIP, based on a simulated social task

such as the Wizard-of-Oz paradigm, specially successful in the collection of

children’s emotional speech (Batliner et al. 2004; Zhang et al. 2004) but used also

with adults (Aubergé et al. 2003; Tato et al. 2002; Türk 2001). A similar procedure

to Social Feedback MIP is Game Feedback MIP, based on the elicitation of

emotions by presenting cooperative (Cullen et al. 2006) and challenging tasks

(Fernandez and Picard 2003; Tolkmitt and Scherer 1986), often based on

manipulated feedbacks (Johnstone and Scherer 1999; Johnstone et al. 2005; Truong

et al. 2012). Finally, even though induced corpora of emotional speech have been

created in a variety of languages, as e.g., English (Douglas-Cowie et al. 2003; Sobin

and Alpert 1999), Dutch (Chiu et al. 2008), Japanese (Iida et al. 2003), French

(Grichkovtsova et al. 2012; Aubergé et al. 2003), German (Barkhuysen et al. 2010),

or Hebrew (Amir et al. 2000), Italian has never been considered so far.

3 Induction program

Emotion induction was performed in one session per subject, lasting around 70

minutes. Before starting, all participants signed the consent agreement required for

personal data collection and utilisation with research purposes2. In the induction

program, six different MIPs were considered: Music MIP, Autobiographical Recall

MIP, Film MIP, Picture MIP, Self-statement MIP, and Empathy MIP (cf. Sect. 3.1).

The emotions of the corpus were induced through an arousal-valence progression

which takes into account two degrees of valence (positive and negative), and three

degrees of arousal (low, medium, and high). The progression was created by the

specific stimulus selected in the MIPs considered for the elicitation of each emotion,

2 The consent agreement was designed by Santa Lucia Foundation (Research and Health Care Institute).
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from positive to negative valence and from low to high and again to low arousal:

happiness, surprise, fear, anger, disgust, guilt, and sadness, i.e., happiness and

surprise (positive and low arousal), fear (negative and medium arousal), anger and

disgust (negative and high arousal), guilt (negative and medium arousal), sadness

(negative and low arousal). Such a progression relates to the dimensional value

encoded in the texts of the Empathy MIP. Note that the use of MIPs should never

alter the emotional stability of the participants in any extreme way (Douglas-Cowie

et al. 2011); thus, high aroused elicited emotions are not as intense as high aroused

real emotions. Three ‘Elicitation Methods’ (cf. Sect. 3.2) were designed by

combining at least three different MIPs, chosen as the most suitable for the

induction of each specific emotion. To make the subjects familiar with the

elicitation procedure, as well as to record neutral speech, induction sessions began

with the subject reading a text of neutral content aloud (Ciceri and Anolli 2000);

then, each emotion was induced. The influence of the experimenter’s presence was

minimised by leading the induction sessions through a computer-based interface

(operated by the participants themselves), which presented each elicitation method

one after the other. Surrounding distractions were minimised by performing the

sessions in a semi-dark and quiet environment, with the workstation used for

recording being hidden to the participants. To select the samples more represen-

tative of each emotion, self- and external assessment were considered (cf. Sect. 5.1).

3.1 MIPs and Stimulus description

1. Music MIP (emotional elicitation by listening to music): Each song was chosen

considering harmonic and rhythmic aspects (Husain et al. 2002) according to

the emotional content encoded in the texts used for Empathy MIP (cf. below,

paragraph 6). Major key was considered for positive emotions (happiness and

surprise), minor key for negative (guilt and sadness), static rhythm for low

aroused emotions (happiness, surprise, sadness), and ‘ostinato’, i.e., repetitive

rhythmic patterns, for an emotion with medium arousal (guilt). Spiegel im
spiegel (A. Pärt) was chosen for the induction of happiness and surprise (both

positive and low aroused), To the edge of the earth (M. Nyman) for the

induction of guilt (negative and mildly aroused), and Sotto vento (L. Einaudi)

for the induction of sadness (negative and low aroused). Since Music MIP was

mainly taken into account to create an acoustic surrounding background which

would encourage the effectiveness of Autobiographical Recall MIP, any

linguistic bias (Singhi and Brown 2014) was avoided by considering only

instrumental music.

2. Autobiographical Recall MIP (emotional elicitation by recalling personal

memories): Four short ‘passages’ of implicit guidelines—the intended emotions

were not expressively indicated—were written in order to be performed as

spoken instructions for leading the subjects into their own memories, thereby

eliciting the intended emotional states. Such instructions were designed in a

figurative language, based on the use of metaphors and sensorial concepts such

as warm (for positive concepts) or empty (for negative), which follows a
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practice typical of the Guided Affective Imagery (Bonny 2002; Utay and Miller

2006), a psychotherapeutic intervention based on the patients evocation of

mental images through spoken instructions given by the practitioner. For

instance, the introductory sentence of the instructions which intended to lead the

participants into a happy emotional state, was the following: ‘‘Let the music

lead your thoughts, towards that pleasant sensation’’. A semi-professional

speaker (a student of voice acting—dubbing), recited the texts being recorded;

subsequently, each pre-recorded sample of the spoken guidelines was mixed

with each song.

3. Film MIP (emotional elicitation by watching movies): The topics of public

humiliation (a scene of bulling) and danger of bodily integrity (a killer chase

scene) were chosen, according to previous work (Gross and Levenson 1995;

Cavanagh et al. 2011), to elicit anger and fear, respectively. The two scenes

were extracted from the films Ben X (N. Balthazar), for the induction of anger,

and High tension (A. Aja), for the induction of fear. To encourage the subjects’

empathic identification with the victim (i.e., the protagonist of each scene), the

victim had a similar age to our subjects in both cases; each scene lasted around

five minutes—a length suitable for elicitation purposes (Cavanagh et al. 2011).

4. Picture MIP (emotional elicitation by watching pictures): Images that

‘typically’ affect human sensibility, such as insects or blood, were selected to

induce disgust. Natural science images, e.g., bugs and spiders, were taken from

the Geneva Affective Picture Database—GAPED (Dan-Glauser and Scherer

2011). Human physiology images, e.g., internal organs, were taken from the

freely available image database Pathology Education Informational Resource
(PEIR)3.

5. Self-statement MIP (emotional elicitation by pronouncing emotionally connoted

sentences): Seven emotional sentences (one for each emotional state) and one

neutral were considered. The sentences to elicit happiness and sadness were

chosen from those proposed by Velten (1968), while the remaining ones were

similarly generated. The originals in Italian and their English translations are as

follows: Sento che oggi sarà la mia giornata—‘This is just one of those days

when I’m ready to go!’ (happiness); Non me ne va bene una—‘I have too many

bad things in my life’ (sadness); Lasciami in pace! Ti odio!—‘Leave me alone!

I hate you!’ (anger); Che schifo! Non voglio più vedere—‘It is disgusting! I do

not want to look any more!’ (disgust); Veramente? Non me lo aspettavo
proprio!—‘Really? I did not expect it!’ (surprise); Cosa volete farmi? No,
no!—‘What do you want to do to me? No, no!’ (fear); È tutta colpa mia, se li
avessi dato retta—‘Everything is my fault, if I would have listened’ (guilt);

Parigi è la capitale della Francia—‘Paris is the capital of France’ (neutral).

6. Empathy MIP (emotional elicitation by reading emotionally connoted texts):

Five texts, expressively written for the induction of emotional speech (Ciceri

and Anolli 2000) were considered to elicit surprise, fear, anger, guilt, and

sadness. For the induction of happiness, a text in line with the previous one was

written by the experimenters whereas for the elicitation of disgust, a text was

3 http://peir.path.uab.edu/library/.
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taken from the novel Perfume: The Story of a Murderer (P. Süskind). The texts

start with an introduction in third person that initially leads the participant into

the emotional induction.

For a review of the presented and other mood induction procedures see (Martin

1990; Gerrards-Hesse et al. 1994; Westermann et al. 1996).

3.2 Elicitation methods

Self-statement MIP and Empathy MIP were considered in all three elicitation

methods in order to consistently collect emotional speech. The other MIPs were

chosen, according to previous research, as those more appropriate for the induction

of specific emotions (cf. Fig. 1). Considering the single MIPs’ durations together,

each elicitation method lasted around seven minutes in total, a length optimal for the

induction of emotional states (Västfjäll 2001)—a shorter one would be insufficient

to reach the emotional climax, a longer one might impair its maintenance.

3.2.1 Elicitation method A

Made up by the combination of Music MIP, Autobiographic Recall MIP, Self-
statement MIP, and Empathy MIP; considered for the elicitation of happiness,

surprise, guilt, and sadness. Controversial outcomes have been presented on whether

the emotions elicited by listening to music would depend on the listeners’ musical

Fig. 1 Flowchart to summarise the Induction Program. The relationship between the six MIPs (Music
MIP, Autobiographical Recall MIP, Self-statement MIP, Empathy MIP, Film MIP, Picture MIP) and the
three Elicitation Methods (A, B, C) is indicated. The seven emotions were induced in the following order:
happiness, surprise, fear, anger, disgust, guilt, and sadness; Empathy MIP and Self-statement MIP were
presented as the last MIPs for each Elicitation Method

DEMoS: an Italian emotional speech corpus 347

123



preferences or not (McCraty et al. 1998; Västfjäll 2001); still, it has been shown that

music can create a surrounding atmosphere which in any case might increase the

effectiveness of other MIPs (Mayer et al. 1995). With this as a foundation, we

considered Music MIP together with Autobiographic Recall MIP, a technique that

has shown to be effective in the induction of both negative (Van der Does 2002) and

positive (Konečni et al. 2008) emotional states. As a way to obtain reading aloud,

immediately after the Music and Autobiographical Recall MIPs, we considered two

MIPs typically used in eliciting emotional speech, i.e., Self-statement MIP
(Barkhuysen et al. 2010) and Empathy MIP (Grichkovtsova et al. 2012).

3.2.2 Elicitation method B

Made up by the combination of Film MIP, Self-statement MIP, and Empathy MIP;

considered for the elicitation of anger and fear. Even though the elicitation through

films might not be the most effective method to induce anger and fear (Gross and

Levenson 1995), we discarded more efficient MIPs, such as the encouragement of

conflictive situations or the use of hypnosis, as ethically arguable (Martin 1990).

Again, Self-statement MIP and Empathy MIP were concatenated immediately after

Film MIP in order to obtain read aloud utterances.

3.2.3 Elicitation method C

Made up by the combination of Picture MIP, Self-statement MIP, and Empathy
MIP; considered for the elicitation of disgust. Previous research has shown that the

induction through pictures is a successful method to induce disgust (Schienle et al.

2005). According to this, images of several typologies, including natural science

(spiders, bugs, and insects in general) and human physiology (blood, skin illness,

and internal organs) were chosen to affect the sensibility of a variety of subjects.

Again, Self-statement MIP and Empathy MIP were considered.

4 Data collection

We recorded 68 subjects (23 females, 45 males). The corpus—comprising 9365

samples in seven emotional states (cf. Table 1) and 332 neutral samples—was

recorded in PCM-wave mono format and 48 kHz/16-bit sampling rate/bit depth.

Subsequently, the emotional speech was manually segmented into samples (mean

length 2.9 s, std 1.1 s). The manual segmentation was performed in syntactic chunks

(S-Chunks), i.e., by considering syntax and punctuation; yet, when the participants’

prosody deviates, e.g., by phrasing the sentences in an unnatural way, a subject’s

individual prosody was prioritised in order to avoid an unnatural segmentation that

might lead to sudden cuts between words; thus, the resulting prosodic chunks (P-
Chunks) do not always correspond to the S-Chunks. For the data collection, two

workstations (one for the recordings and another for the induction program), one

hyper-cardioid close-talk microphone, headphones, and a professional sound card
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were utilised. To avoid influencing the participants’ natural speech production, in

each induction session, the subjects were explicitly instructed to wear headphones

only for the procedures that required audio, e.g., Music MIP and Film MIP; this was

indicated via the computer-based interface.

4.1 Corpus description

The 68 participants (23 females, 45 males) were all students from an engineering

faculty (mean age 23.7 years, std 4.3 years), who obtained academic credits for

their voluntary participation. The corpus encompasses 9697 samples: 3444

produced by females (3332 with an emotional content and 112 neutral); 6253

produced by males (6033 with an emotional content and 220 neutral). In Table 1,

the distribution of the samples is given. As mentioned above, due to prosodic

variations between different speakers, the number of tokens per P-Chunks (cf.

columns ‘Female’ and ‘Male’ in Table 1), i.e., the samples based on segmenting the

texts according to the speakers’ prosody, do not always coincide with that expected

by multiplying the number of subjects by the number of tokens per S-Chunks (cf. the

section ‘Utterances’ in Table 1), i.e., the number of utterances grammatically

defined by the syntax and punctuation of each text. Similarly, since some of the

participants repeated more than once the pre-defined utterances, the number of

tokens per Sentences, i.e., the samples based on Self-statement MIP (cf. Sentences
column for ‘Female’ and ‘Male’ in Table 1), is not the same for the different

emotions.4 Note that from now on, the emotional labels indicated in Table 1 will be

used throughout the article.

5 Corpus selection

To guarantee the reliability of the induction mechanisms, in emotional elicitation

studies, it is common to evaluate how the participants perceive their own emotions

(Bradley and Lang 2000; Mikula et al. 1998). Nevertheless, factors such as

subjective cognitive appraisal or self-defense mechanisms might influence the

responses of individual subjects who may not be able to fully identify their own

emotions (Scherer 2013). Differently, in emotional speech research, the selection of

samples that faithfully represent an emotion, i.e., prototypes5 (Batliner et al. 2005;

Russell 1991), is mainly made by annotators, often experts (Burkhardt et al. 2005).

Yet, such an external evaluation cannot guarantee the collection of a reliable

‘ground truth’ (Schuller et al. 2011), since the subjectivity inherent of perception

inevitably biases listeners’ responses. To get a reliable ‘gold standard’, samples of

4 To give an example: For anger produced by females, we would expect 460 samples (20 S-Chunks x 23

participants) based on Empathy MIP and 46 samples (2 Sentences x 23 participants) based on Self-
statement MIP. Yet, we end up with 461 samples based on Empathy MIP (cf. P-Chunks in Table 1) and

55 samples based on Self-statement MIP (cf. Sentences in Table 1). P-Chunks can integrate across

syntactic boundaries but more often, they partition S-Chunks into smaller units.
5 A‘prototype’ is a central, natural category (Rosch 1973) with a unique representation, not composed by

a combination of simpler ones.
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the corpus more representative of each emotion were selected by considering both

self-assessment (performed by the participants) and external assessment (performed

by experts). The participants’ and experts’ ability to reliably identify their own and

others’ emotions was evaluated by an alexithymia test (Roedema and Simons 1999).

The samples formulated in third person at the beginning of the texts used in the

Empathy MIP—whose goal was to initially lead the participant into the induction—

were excluded, since they might be less likely to express emotion. Also those

produced by a participant who had acting experience were discarded, since they

might be more artificial.

We would like to emphasise that the goal of the selection procedure is to identify

a subset of ‘prototypical’ samples for a further evaluation of the role of sample size

and typicality in ML approaches (cf. Sect. 7). Given the difficulty to collect

‘prototypical’ emotions in a non-acted setting—non-acted emotions are often

characterised by a certain degree of ambiguity, as shown by mixed motions (Mower

et al. 2009)—the understanding of whether typicality or sample size is more

relevant in the performance of ML systems is a crucial topic. Still, this selection

does not imply that the non selected samples should be discarded, as indeed will be

shown in Sect. 7, given the importance of sample size.

5.1 Selection criteria

5.1.1 The alexithymia test

The alexithymia test is an instrument to assess a subject’s ability to correctly

identify and describe their own and others’ emotional states. To guarantee that both,

participants and experts, had an emotional awareness adequate to correctly identify

emotions, the Scala Alessitimica Romana (SAR) was performed. The SAR (Baiocco

et al. 2005) evaluates five areas: somatic expression of emotion, emotional

identification, emotional communication, emotional thought, and empathy. It is

structured in 27 statements expressed both positively and negatively (e.g., ‘When I

feel an emotion, I understand why’), and each must be rated with one of the

following options: never, sometimes, often, or always. Even though alexithymia

tests are a common practice in psychological studies, they have, to the best of our

knowledge, never been considered in affective computing research. Still, since

alexithymic subjects might not display an accurate perception of own and others’

emotions (Roedema and Simons 1999), to guarantee the reliability of self- and

external assessment, a measurement strategy like this should be employed. The

three experts successfully passed the alexithymia test SAR whereas eight participant

did not (cf. Sect. 5.2).

5.1.2 Selection criteria

Self-assessment, i.e., the evaluation of the emotional states produced by the

participants themselves, was performed to evaluate the effectiveness of the

induction program by verifying that the emotions self-perceived by the subjects
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coincide with those intended to be elicited. The Circumflex Model of emotions

(Russell 1980), where each emotion is identified with a unique position in a bi-

dimensional space—arousal (activation) and valence (pleasure)—was employed as

a reference. This model is typically used in external assessment (Cowie et al. 2000;

Schröder 2004), whereas the categorical model is more common for self-assessment

procedures (Scherer 2013). Despite this, it is not clear yet which of both models (the

dimensional or the categorical) might be more suitable to evaluate emotional self-

perception, as shown by a succinct literature that proposes arguments against and in

favor of each of them (Philippot 1993; Scherer 2005). In this regard, self-assessment

methods such as the Geneva Emotion Wheel—GEW (Scherer et al. 2013) integrate

both models in a unique procedure.

Considering this, an emotional diagram comprising the arousal dimension and

categorical labels was designed and presented to each participant immediately after

each elicitation method (cf. Fig. 2). In addition to some of the emotional labels

indicated in the circumflex model (Russell 1980), the emotional categories disgust,

surprise, and guilt, since considered in the elicitation but not present in Russel’s

circumflex, were also included in the diagram, placed in a suitable position of the

dimensional space—e.g., surprise was placed adjacent to fear (Schlosberg 1954).

All in all, the diagram presents the emotions intended to be elicited (surprise,

happiness, sadness, disgust, guilt, anger, and fear), as well as other, not induced

Fig. 2 Diagram for the self-assessment. Both the emotions intended to be elicited (surprised, happy, sad,
disgusted, guilty, angry, afraid) and the distractors, i.e., emotional labels displayed to ensure accurate
responses but not referring to the induced emotions (excited, elated, glad, serene, calm, sleepy, tired,
bored, anxious), are indicated; the closer to the center, the lower the arousal. The emotional labels—
possible answers to the questions: ‘How did you feel during the activity?’—were given as adjectives
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emotional categories typical of the circumflex model (excitement, elation, gladness,

serenity, calm, sleepiness, tiredness, boredom, and anxiety) that were considered as

so called distractor labels (Murray and Arnott 1995), i.e., emotional labels

displayed to encourage a task based on identification (by increasing the number of

possible responses) rather than on discrimination, thus ensuring accurate responses.

When the induction procedure for eliciting each emotion was finished, each

participant performed the self-assessment, once for each emotion. The participants

were invited to mark the emotion ‘self-perceived’ (i.e., the emotion felt during the

induction procedure) with an ‘X’ at a unique position in the diagram according to

the arousal level (the closer to the center of the circle, the lower the activation) and

according to the categorical label (encoded in the circumflex perimeter). We

considered the responses encoded within the categorical section which related to the

emotion intended to be elicited as valid; otherwise, they were excluded. An

exception to this were the emotions elation and gladness, which were also accepted

as a self-perception of happiness since on one side, the three emotion categories

(i.e., elation, happiness, and gladness) can be interpreted as a different arousal

representation of the same emotion; on the other side, considering that seven

emotional categories with a positive valence were distractors, this would penalise

too much the participants’ performance in comparison to the other emotions. Even

though the presented selection criteria may considerably reduce the size of the

collected samples, our intention with this was to guarantee a selection of samples

that truly represent genuine emotions.

5.1.3 External assessment

External assessment, i.e., the evaluation of the emotional states made by another

subject, was carried out by three experts in the field of affective computing.

Empathy MIP and Self-statement MIP presuppose suitable reading aloud skill of the

listeners; thus, through the external assessment not only samples lacking in

emotional expressivity, but also those void of reading fluency (which might be

‘unnatural’), were rejected. Samples discarded by two out of the three experts were

Table 2 Distribution of non-selected samples per emotion is given for females and males separately (#)

and combined (
P

)

Samples discarded by the alexithymia test (SAR), those produced by the actress (Act), thus excluded as

unnatural, those expressed in third person (3rd p), thus unlikely to express emotion, and those rejected by

self- (self-A) and external assessment (ext-A), are indicated
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excluded in the selected version of the corpus. In Table 2, the distribution of the

samples excluded after the selection process is given.

5.2 Selected corpus description

Since the successful performance of the ‘alexithymia test’ is a requirement for the

reliability of self- and external assessment, this was the first procedure to be

performed; thus, only the participants who successfully passed it were considered

for the self- and external assessment. The self-assessment was performed by all the

participants and the positive results obtained from this, i.e., productions which

related to the emotions identified by the participants as those intended to be elicited,

were taken into account in the external assessment. Out of the 68 participants, nine

were excluded from the selected version of the corpus: eight did not successfully

pass the ‘alexithymia test’ (one female and seven male, who produced 1021 samples

in total); one had professional experience as an actress (cf. Table 2); thus, her

speech might be considered as more artificial (132 samples in total). In addition, the

samples of each emotion for which the participants did not successfully pass the

self-assessment (3128 in total) were excluded, as well as those produced in third

person in the Empathy MIP (1238 in total). Finally, the samples considered by the

external assessment as lacking in reading fluency and void of emotional

expressiveness (2282 in total) were also discarded. After performing the alexithymia

test, both assessments, and rejecting the instances expressed in third person, a total

of 7801 samples were discarded. In Table 3, the distribution of the samples after the

selection process is given, i.e., 1564 samples produced by 59 speakers: 508 by 21

female and 1056 by 38 male. Even if the drop-out is big, we expect the remaining

items to be good examples (prototypes) of the considered emotions.

Table 3 Distribution of the selected samples produced by 59 participants in the seven emotions

Chunks relate to the Empathy MIP; Sentences to the Self-statement MIP (cf. caption of Table 1). The

number of tokens (collected samples) per emotion are given for females and males individually (P-
Chunks—Prosodic Chunks—and Sentences) and combined (#), as well as the sum of both (

P
) and the

difference (diff) between the full and the selected corpus (gray cells). Notice that for
P

, only the selected

cases are considered; in the column S-Chunks (Syntactic Chunks), the utterances expressed in third person

are not included
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6 ML approach: corpus evaluation

In order to evaluate the effectiveness of the elicitation methods (cf. Sect. 3.2), we

employed ML techniques to classify the collected samples in an automatic way,

considering the emotional speech produced by each speaker individually, i.e.,

experiments were carried out 68 times, and each time only the samples produced by

one participant were considered. Unweighed Average Recall (UAR), i.e., the

average of the recalls per class (emotion), was used as a measure of comparison for

the classification performance. Using a rank-based approach, the 68 participants

were ordered by the UAR; then, the recall for each emotion was compared across

speakers in order to evaluate the classification performance for each emotion. We

assume that a higher recall per class relates to emotional speech that is more

representative of each emotion, i.e., prototypical (Batliner et al. 2005; Russell

1991), which would present high intra-class homogeneity (samples within each

class would be similar to each other) and high inter-class diversity (samples of each

class would be dissimilar to those of another class). Emotional speech ‘typicality’,

i.e., the emotional speech characteristic of each emotion, is considered as an

indicator that the elicitation methods were effective. Yet, lower recall per class

would not necessarily mean that the elicitation methods were not efficient, but the

emotional state might be particularly ambiguous—also known as mixed motions

(Mower et al. 2009), thus, not ‘typical’ of an emotion, but related to more than one.

In order to guarantee a comparable evaluation across speakers, we propose a novel

but promising automatic method, as a plausible alternative to the subjectivity, time

constraints, and effort linked to human annotation of big datasets.

6.1 Methodology

In the ML experiments, we employ the ComParE feature set (Schuller et al. 2013),

comprising 6373 acoustic features (Eyben et al. 2015) computed by applying

statistical functions to 65 Low-Level Descriptors (LLDs), extracted by the

OPENSMILE feature extractor (Eyben et al. 2010), and a Support Vector Machine

(SVM) classifier with a linear kernel from the open-source toolkit LIBLINEAR (Fan

et al. 2008). Even though Deep Neural Networks (DNNs) are prevalent nowadays

for ML tasks, in affective computing research their performance is not yet superior

to rather classic ML procedures such as SVMs. This can be seen in the series of

Interspeech Challenges, from Schuller et al. (2013) to Schuller et al. (2018) and

might simply be due to the sparse data problem: DNNs need very large databases;

such databases do not exist for emotion modelling. Therefore, we chose an SVM

classifier as it has only few hyperparameters, compared to recent deep learning

approaches, and thus gives more reliable results in terms of robustness during

training; our approach is more focused on understanding and less on optimising

classification. The experiments were carried out by dividing the samples into three

folds, i.e., a training set (used for model training), a development set (used to

evaluate training hyperparameters), and a test set (used for final evaluation). The

split was done in such a way that the samples per emotion for each speaker are
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balanced over the three folds. Since the goal of this procedure is to compare the

performance achieved for each subject individually, a speaker dependent classifi-

cation was performed, i.e., the models are adapted to the speakers present in the

corpus and the evaluation shows how good the emotions can be recognised again for

each speaker.

In the training phase, the SVM model was learnt using the training set.

Subsequently, in the development phase, the development set was considered as a

‘preliminary’ test set in which the complexity (the most important SVM

hyperparameter) was optimised by considering 30 different levels, from 230 to 20.

The complexity level which yielded the maximum UAR on the development set was

considered to set up the SVM for the final training phase in which the samples of the

training and the development sets were combined and used as a final training set.

The final test was then performed on the test set. The experiments were done in a

cross-validation setup, considering all six possible permutations of the folds, i.e.,

considering each fold as either training, development, or test set; the results were

averaged, reporting the mean UAR and the average of the recall per class over all

permutations. Thus, we conducted 68 experiments, considering each time for

training, development, and test the samples produced by only one participant; in the

following, we give ‘mean, std’ of samples for these constellations: speakers (142.6,

Table 4 Full corpus automatic classification

Mean (ALLmean) and std (ALLstd) are given for the results of the 68 participants considering: recall per

class for each emotion (cf. caption of Table 1) and neutrality (neu); Unweighted Average Recall (UAR)

for the seven classes; frequency of evaluated cases (#). Absolute results, mean, and mean differences

(diffmean) for the participants in the first (UAR [ 60%) and last (UAR \40%) positions of the classi-

fication rank are given considering: recall per class, UAR, and frequency of cases (#). Values higher than

50% are highlighted in bold. Experiments were carried out individually for each participant
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22.7); anger (21.7, 2.2); sadness (22.5, 3.6); happiness (20.5, 5.1); fear (17, 3.0);

disgust (24.7, 4.6); guilt (16.6, 2.8); surprise (14.7, 1.4); neutrality (4.9, 3.1). The

dimensionality of the feature space (6373) is much higher than the number of

instances (\143 for all emotions), which might lead to overfitting. However, we

avoid this by using separate development and test partitions, tuning the classifier

only on the development partition and evaluating the performance on the unseen test

samples. From our experience (Schuller et al. 2013), the ComParE feature set in

combination with a linear SVM classifier is generally robust against overfitting.

6.2 Evaluation of elicitation methods

From this speaker-dependent 8-class classification problem—the seven emotions

and neutrality were considered as a recognition target—the emotions best classified

were sadness (recall [ 60%), anger, and disgust (recall [ 55% each); cf. row

ALLmean in Table 4. This suggests that the elicitation methods A, B, and C (cf.

Sect. 3.2) were mostly successful in the induction of sadness, anger, and disgust,

respectively. The classification of happiness, guilt, fear, and surprise achieved a

lower recall, which might not only be due to the elicitation methods’ inefficiency

but also because such emotions are harder to induce. By evaluating the first and last

positions of the classification rank, i.e., those with an UAR above 60% and below

40%, it is confirmed that the elicitation method A (Music MIP ? Autobiographic
Recall MIP) is adequate to induce sadness (Van der Does 2002), as shown by a

similar recall for the first and last rank position (cf. the low mean difference ¼ 4:4%
between both). Still, to some extent, this might also relate to sadness being an

emotion characterised by low pitch, tone, and energy, thus, closer to an ‘undefined’

category, and therefore similarly classified in selected and non-selected samples.

Differently, and confirming the inaccuracy of Film MIP to elicit fear (Gross and

Levenson 1995), the recall for this emotion was particularly low even for the first

rank positions. The induction of anger, happiness, disgust, guilt, and surprise

yielded substantially lower recall in the last rank positions, which shows that the

elicitation of these emotions was successful for some participants but not for all.

Furthermore, these emotions commonly display diverse representations which can

compromise their recognition—unlike sadness, which has a more standardised

expression. Disgust and surprise are ambiguous emotions (Ortony and Turner 1990),

guilt is a secondary emotion, and anger and happiness are typically represented by

two arousal levels, i.e., cold anger versus hot anger and amusement versus elation.

6.3 Evaluation of selection strategies

In order to evaluate the effectiveness of the qualitative strategies of control (cf.

Sect. 5.1), the results of these tests will be evaluated by focusing on the upper and

lower half of the classification ranks (i.e., the participants in the 34 first and the 34

last positions). The efficiency of the induction methods seems not to relate to the

speakers’ gender, since a balanced distribution of males and females are included in

both halves of the rank (12 females in the upper, 11 females in the lower; 22 males

in the upper, 23 males in the lower). By performing a one-way ANOVA, the
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difference between the means for the UAR achieved by female and male speakers

turned out not to be statistically significant: F(1,68) ¼ :066, p ¼ :797.6

6.3.1 The alexithymia test

Eight participants out of the 68 (one female) did not successfully pass the

‘alexithymia measurement test’ SAR (Baiocco et al. 2005). The subjects who did

not have the capacity to correctly identify their own emotions (those who did not

pass the test) were also those for whom in general the induction procedures were

less successful, as given by their classification results which mostly yielded a UAR

lower than 48.5%, i.e., the threshold between the higher and lower half ranks (cf.

Fig. 3). Five out of the seven males who did not pass the test are in the lower half

rank, whereas the other two are borderline, i.e., in the two last positions of the upper

half rank (UAR ¼ 48:9 and UAR ¼ 49:3). Yet, the female who did not pass the test

occupies the 22nd position (out of 34) of the upper half rank, which indicates that

even though this test can be generally considered as an indicator of reliable data,

exceptions might be taken into account. Indeed, the alexithymia is a condition in

which individuals are not able to identify their own and others’ emotional states—

which might not mean that they do not have the capacity to feel and therefore

express the elicited emotional states. Since the goal of performing the alexithymia

test is to guarantee the reliability of the qualitative strategies of control, i.e., self-

and external assessment, the samples produced by the eight subjects who did not

pass the alexithymia test were not considered in the selected corpus—the self-

assessment performed by them may not be trustworthy.

6.3.2 Self-assessment

After discarding the eight participants who did not pass the alexithymia test, and the

actress, responses of 59 participants were considered for the self-assessment

evaluation. The efficiency of the induction methods, evaluated according to the

UAR in the classification task—the higher the UAR, the more ‘prototypical’ the

degree of the samples, thus the more efficient the induction—was not corroborated by

the self-assessment, which displays high similarity between the participants’

responses in the upper and lower half rank (cf. Table 5). By performing Pearson

Chi-square, for the difference between emotions correctly identified and those

misidentified in the upper and lower half rank, we got p ¼ :29 for females and p ¼ :15

for males. This confirms the idea that self-assessment might not be fully reliable

(Schutte et al. 1998); to a certain extent, there always might be a subjective bias

(Scherer and Ceschi 1997), as shown by the high number of cases wrongly identified in

the upper half rank. Sadness was one of the emotions better identified in the self-

assessment, which confirms a successful induction; still, also other emotions with a

6 Null-Hypothesis-Testing with p-values as decisive criterion has been critised repeatedly from its

beginning; we refer to the statement of the American Statistical Association in Wasserstein and Lazar

(2016). Throughout this article, we will thus report p-values not as criteria for a binary yes-no decision

‘significant/not significant’ but rather as a descriptive device; note that we do not correct for repeated

measurements.
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lower UAR, such as fear or surprise, were accurately identified by the participants.

This suggests that the induction of fear and surprise might easily encourage the

demand effect, i.e., the condition in which a participant is aware of the emotion

intended to be elicited (Vaughan 2011). Yet, the low UAR contrasting with the high

self-assessment accuracy may also display that despite a successful induction, these

two emotions are scarcely prototypical, thus classified with difficulty.

Fig. 3 Number of participants in the upper half rank (upper side of the pie chart, i.e., UAR[ 48:5%) and
in the lower half rank (lower side of the pie chart, i.e., UAR\48:5%). Classification rank position for
females (F) and males (M), and number of participants who did not successfully pass the alexithymia
measurement test (SAR), e.g., 1F SAR# in the upper half rank, are indicated. The darker the shadowing,
the higher the UAR

Table 5 Results of the self-assessment for the upper and lower half rank considering the emotions

individually and combined (
P

) for both females (F) and males (M)

When the self-assessment coincided with the induced emotion, 4 is given, otherwise 7. Answers for 58

participants are encoded: in the upper half 31 (11F, 20M); in the lower half 28 (10F, 18M)
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6.3.3 External assessment

Since human annotation might be highly time-consuming, mechanisms as, e.g.,

crowdsourcing have been developed and successfully applied in listeners’

evaluation of big data, with this collective external assessment minimising the

individual effort. Nevertheless, the reliability of such annotations is hardly

comparable to that achieved by an expert evaluation. Considering this, and since

the main goal of the selection process is to identify the samples of the corpus more

representative of each emotion, i.e., prototypes, only the samples selected through

the self-assessment procedure were evaluated by the three experts. The number of

samples discarded by the experts in the lower half rank (69) is higher than in the

upper (57), unlike those accepted, whose number is higher in the upper half rank

(77) than in the lower (47); cf. Table 6 (p ¼ :007 in Pearson’s Chi-square). Yet, also

from the external assessment (as well as in the self-assessment), a high number of

potentially valid samples—produced by speakers in the first positions of the rank—

were excluded. Indeed, although sadness was effectively induced, the majority of

samples produced by females in this emotion were excluded in both halves of the

rank (samples of 10 females discarded, of 3 accepted). An opposite trend is shown

for fear with, in the lower half rank, a higher proportion of acceptance (samples of

10 participants accepted, of 5 discarded), even though the induction of fear showed

scarce reliability.

Table 6 Results of the external assessment for the upper and lower half rank considering the emotions

individually and combined (
P

) for both females (F) and males (M)

Emotions for which more than 50% of the samples were approved are indicated with 4, otherwise with 7.

Results are given only for the emotions correctly identified in the self-assessment. For the number of

evaluated cases (#), cf. 4 in Table 5
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7 ML approach: sample size versus typicality

Selection strategies, as those previously evaluated, might be a way to achieve

speech ‘typical’ of an emotion. Yet, such strategies—which might not be fully

reliable—may massively reduce the data, as we have seen in our case: The full

corpus comprises 9365 samples, the selected one only 1564. Moreover, factors such

as typicality or sample size might influence the performance of systems for speech

emotion recognition. To evaluate the extent to which these two factors affect the

performance of ML approaches, we carried out experiments where we systemat-

ically varied the sizes of the selected and non-selected samples for training and test.

We consider as more ‘typical’ the 1564 selected samples (508 produced by females

and 1056 by males), and as ‘not typical’ the remaining 7801 non-selected samples

(2824 produced by females and 4977 by males); note that the 332 neutral samples

are not considered in this round.

7.1 Binary classification: selected versus non-selected

In order to assess whether the selected samples can be recognised when using an

automatic approach, a binary classification problem to discriminate between

selected and non-selected samples was performed (cf. Classification target in

Table 7). Since most of the speakers are the same in the selected and non-selected

groups, in order to perform a speaker independent task, both kinds of samples were

split up into three partitions (training, development, and test) by randomly assigning

different speakers to each fold. To make a fair comparison between selected and

non-selected groups, the random assignment of speakers to each fold was the same

for selected and non-selected samples; since some speakers have been excluded

from the selected group, these are considered in the non-selected partition only. In

order to minimise the different distribution of samples per emotion across speakers

in each fold, 10 different three-fold partitions were automatically generated. The

experiments—performed ten times according to the different partitioning—were

carried out following the procedure described in Sect. 6.2, i.e., computing the six

possible permutations between training, development, and test sets, and the results

across permutations and partitioning were averaged (cf. Experimental set-up and

Partitioning in Tables 7 and 8).

Since the unbalanced number of selected and non-selected samples might

influence the performance of the classifier, the experiments were carried out twice—

balancing both groups. On the one side, the selected speech was up-sampled (for

each emotion and speaker in each fold) to match the sample size (actual size) given

in the partitioning of the non-selected speech. On the other side, the non-selected

speech was down-sampled by randomly deleting the samples (for each emotion and

speaker in each fold) that exceed the sample size (actual size) given in the

partitioning of the selected speech (cf. Sample size in Table 7). The classification

was carried out for each gender and each emotion individually, i.e., 14 experiments

considering each time the selected and non-selected samples of only one gender/

emotion, and this was performed twice (considering two sample sizes), i.e., 28
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experiments in total, all of them with sub-sets of different samples—notice that this

process was repeated 10 times according to the different partitionings (cf. #

experiments in Table 7). To guarantee the reliability of the down-sampling

procedure, the random selection of the non-selected samples was performed ten

times, and the experimental results, which were obtained ten times according to ten

different randomisations (random seeds), were averaged. As previously, experi-

ments were conducted over all six permutations of the folds for each of the different

partitionings. Results are given in Table 9.

7.1.1 Results

Contrary to our expectations, the binary classification carried out to identify selected

and non-selected emotional speech (performed for each emotion individually)

yielded a lower accuracy for the selected samples (cf. Table 9). Still, this difference

is only prominent when up-sampling the selected group, which suggests that it

might relate to the variability of the samples (notice that when up-sampling the

selected group, the considered information is actually the same, just the size is

balanced by duplicating samples). Yet, when down-sampling the non-selected

group, the recall per class is still comparable or slightly higher for the automatic

classification of the non-selected samples, which indicates that such a difference

might relate to the experimental task. Indeed, since in binary classification each

emotion is considered individually, the non-selected speech, being less ‘typical’ of

each emotion, presents high intra-class diversity (samples within each class would

be dissimilar to each other) and high inter-class similarity (samples from different

classes would be similar to each other). This yields more diversity in training,

increasing therefore the robustness of the model for the recognition of non-selected

samples and thus encouraging identification in the test phase. On the contrary, the

selected samples—since more ‘typical’—would present less variability in training,

and therefore less available information when performing the test. Yet, we speculate

that when considering all emotions as a target, i.e., in the 7-class classification

problem, the robustness offered by the variability of non-selected samples would not

Table 9 Mean recall per class (in %) for the speaker independent binary classification of non-selected (n-

sel) versus selected (sel) samples achieved in the test phase, averaging over the six permutations

Results computed for each emotion individually are given separately for females (F) and males (M)

considering the up-sampling (up-s) of the minority class (sel), and the down-sampling (down-s) of the

majority (n-sel). Values higher than 50% are highlighted in bold. The mean UAR values across all

emotions is 58% for females and 74.5% for males in up-sampled experiments, and 59.5% for females and

75.3% for males in down-sampled experiments
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be in any case sufficient to discriminate between different classes, due to their high

inter-class similarity impairing recognition. This question is addressed in Sect. 7.2.

7.2 Seven-class classification

In order to evaluate the extent to which ML systems might be affected by the

typicality and sample size of the corpus, a seven-class classification problem to

discriminate between the seven emotional categories was performed (cf. Classifi-

cation target in Table 10). Experiments were carried out by taking into account two

different approaches: within-group and inter-group classification. For the within-
group classification, the following groups were considered: selected, non-selected,

all (selected ? non-selected), and the down-sampled version of the non-selected

group (we employed the downsampling procedure described in Sect. 7.1); for the

inter-group classification, the groups were only selected and non-selected. In the

within-group approach, the samples of one group were considered for training,

development, and test; in the inter-group approach, samples of one group were

considered for training and development, whereas samples of the other group were

considered for test. For both within-group and inter-group approaches, the

experiments were speaker independent, i.e., different speakers were considered

for training, development, and test (cf. Experimental set-up in Table 10), and the

experiments were performed ten times according to the different partitionings (cf.

Table 8). For the inter-group classification, unbalanced and balanced sample sizes

were taken into account: The unbalanced experiments were performed considering

the actual size per fold for each group according to the partitionings. The balanced

experiments were performed by down-sampling the two bigger folds, in order to

match the size of the smallest one (cf. Sample size in Table 10). Permutations

between training/development and test set were not performed as they belong to

different groups (selected and non-selected). The experiments, performed ten times

according to the 10 different partitionings, were carried out considering gender,

group, and sampling separately (cf. # experiments in Table 10). Results are given in

Tables 11 and 12 for within- and inter-group approaches respectively.

7.2.1 Results

For the within-group classification, experiments were carried out by considering

selected and non-selected samples both separately and together. Results in Table 11

show that the classification considering the actual sample size yielded lower UAR

for selected than for non-selected speech; yet, when performing a fair comparison

by down-sampling the non-selected group, this strategy yields the lowest

performance (38.3% for females and 46.8% for males). Thus, the hypothesis that

the good accuracy revealed in the binary classification (i.e., selected vs. non-

selected) would depend of the experimental task is confirmed. As expected, the

sample size plays an important role in ML approaches, as shown by the

improvement in UAR when both selected and non-selected samples were

considered together, which yielded highest performance with UAR = 57.7% for
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female and UAR = 70.3% for male (cf. rows ‘all’ for F and M in Table 11). This is

supported by the better performance achieved for male voices in all the evaluated

groups—note that the number of samples is much higher for males—and it is also

shown when considering the recall for disgust, guilt, and happiness, which decreases

considerably for a small sample size, i.e., for selected and non-selected down-

sampled speech. Indeed, for these emotions the elicitation was not really successful;

due to this, a small sample size would especially affect the performance of the

model for these emotions.

For the inter-group classification, experiments were carried out by considering

selected and non-selected samples for training/development and test alternatively.

Results in Table 12 show that a higher sample size (thus higher variability) in

training and development yielded the highest UAR for both females (53.5%) and

males (55.0%), i.e., non-selected samples for training/development and selected for

test. A balanced sample size for the three partitions yielded a higher accuracy when

considering non-selected samples (down-sampled) for training (39.5% for females,

42.2% for males), unlike when considering the non-selected down-sampled group

for test, which, as expected, yielded similar results as the unbalanced task (30.9%

for females, 32.2% for males).7 The presented results indicate that training a model

with many samples, especially if these are not emotionally characteristic (i.e., non-

selected samples), particularly increases its robustness due to the great intra-class

diversity of the samples. This variability between samples of the same emotional

class is encouraged on one side due to their scarce typicality, on the other side due

to their sample size. This is confirmed by the low accuracy (regardless of the sample

size in the test set) achieved when training the classifier with selected samples and

performing the test with the non-selected ones. Indeed, selected speech, due to its

high intra-class similarity (shown by the acoustic analysis, cf. Sect. 8), would not

offer enough information for classifying samples with high intra-class diversity, i.e.,

non-selected samples (cf. the acoustic analysis in Sect. 8), which is particularly

evident when looking at the low recall for disgust in male voices.

8 Acoustic evaluation: selected versus non-selected

For assessing the acoustic differences between selected and non-selected samples of

each emotion on an exemplary basis, we decided in favour of two robust features—

F0 range and range of energy—that have shown to differ prominently between

emotions (Williams and Stevens 1972). In Fig. 4, results for the F0_range

(represented in the ComParE feature set as F0final_sma_pctlrange0-1), i.e., the

range of the smoothed fundamental frequency (F0) contour, are given for both

selected and non-selected samples, produced by females and males. Non-selected

samples display more similarity between different emotions, which is shown by a

7 The down-sampling in test (cf. row 2 for F and row 6 for M in Table 12) was made to allow a

comparison with the down-sampling in Train and Dev with really everything kept equal (cf. row 4 for F

and row 8 for M in Table 12), by processing in both cases fully balanced groups; as expected, the

classification results for the down-sampled test did not differ noticeably from those obtained for the

unbalanced group.
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comparable F0 range for all emotions, i.e., there is a small range of variances across

emotions: For females, F0 ranges are from minimal values of 37 Hz for sadness to

67 Hz for fear, to maximum values of 390 Hz for happiness to 510 Hz for fear; cf.

first and fourth quartiles of non-selected (female) in Fig. 4. For males, F0 ranges

show a minimum value from 36 Hz for sadness to 50 Hz for surprise, and a

maximum value from 421 Hz for guilt to 460 Hz for disgust; cf. first and fourth

quartiles of non-selected (male) in Fig. 4; all emotions except surprise are included

in the given ranges.8 Differently, selected speech has a more characteristic F0 range

for each emotion, i.e., there is a greater variability across emotions: For females, the

F0 ranges are from a minimum value of 35 Hz for sadness to 108 Hz for disgust,

and from a maximum value of 239 Hz for guilt to 506 Hz for disgust; cf. first and

fourth quartiles of selected (female) in Fig. 4. For males, F0 ranges are from a

minimum value of 30 Hz for sadness to 58 Hz for fear, and from a maximum value

of 300 Hz for surprise to 533 Hz for disgust; cf. first and fourth quartiles of selected

(male) in Fig. 4. The difference on the F0 ranges between non-selected and selected

speech are most prominent for the maximum values: 390–510 Hz versus 239–

506 Hz for female (Pearson chi squared yielded p\:001); 421–460 Hz versus 300–

533 Hz for male (p\:001). Differently, the differences on the minimum values of

the F0 range were small: 37–67 Hz versus 35–108 Hz for female (p ¼ :058); 36–

50 Hz versus 30–58 Hz for male (p ¼ :290).

Results for the Energy_range (pcm_RMSenergy_sma_pctlrange0-1 in the

ComParE feature set), i.e., the range of the smoothed Root Mean Square (RMS)

energy contour, display a similar tendency to the one described for the F0_range.

Again, we see a homogeneous representation across different emotions for non-

selected samples, and more unique representations for each emotion for the selected

samples. This is more evident for females, as shown by the highly similar box plots

of non-selected samples, whose median and second and third quartiles coincide

almost perfectly across emotional categories: second quartile from .099 for guilt to

.103 for surprise; third quartile from .132 for fear to .137 for guilt; median from .115

for fear to .118 for anger; cf. non-selected for female speakers (solid line) in Fig. 5.

This difference is evident when comparing emotions commonly related to one

arousal level, such as sadness (usually identified as low aroused), with those

commonly related to more than one arousal level such as anger (usually produced as

both cold and hot anger): Selected samples of sadness present a smaller energy

range (from .063 to .149) in comparison to the non-selected (from .074 to .246),

while selected samples of anger show a large range (from .087 to .222) which is

comparable to that for non-selected (from .081 to .234). The difference on the

maximum values between sadness and anger for selected and non-selected speech

yielded p ¼ :001, cf. first and fourth quartiles for SAD and ANG (female speakers)

in Fig. 5. However, this tendency is not observed in male voices; this may relate to

the cultural stereotype that emotional expressions related to ‘weakness’ would not

be appropriate for males (Fischer 1993): Males might often replace sadness with

other culturally accepted emotions as, e.g., anger. Thus, selected speech for both

8 Note that we do not compare F0 values across but only within gender; thus, we do not have to take into

account the different mean pitch ranges of males and females.
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sadness and anger show similar energy variability across samples: from .066 to .131

for sadness, and from .080 to .142 for anger. This is comparable to that displayed for

non-selected speech: from .050 to .158 for sadness, and from .060 to .165 for anger

(p ¼ :820 and p ¼ :968 for maximum and minimum values, respectively), cf. first

and fourth quartiles for SAD and ANG (male speakers) in Fig. 5. This variability

would explain the high recall achieved for the recognition of sadness in males also

when the classifier was trained with non-selected samples (cf. Table 12), by that

supporting the idea that not only sample size but also greater variability in the

training phase increases the robustness of speech emotion recognition systems.

In order to assess the relevance of these two features in an ML task, we

performed binary classification of selected vs non-selected samples for each

emotion individually (cf. Sect. 7.1), but considering this time only the two

previously evaluated features. Our results are especially interesting for the

classification of guilt in female voices—an emotion which showed great

Fig. 4 Representation of the F0_range (x-axis) considering seven emotions (y-axis), non-selected (solid
line) and selected (dashed line) samples, female and male speakers. The median and the four quartiles are
also indicated: first quartile, second quartile, median, third quartile, and fourth quartile (from left to right)

Fig. 5 Representation of the Energy_range (x-axis) considering: seven emotions (y-axis), non-selected
(solid line) and selected (dashed line) samples, female and male speakers. Median and the four quartiles
are also indicated: first quartile, second quartile, median, third quartile, and fourth quartile (from left to
right)
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dissimilarity between selected and non selected samples for both F0_range and

energy_range (cf. guilt for female speakers in Figs. 4 and 5). Indeed, when

considering these two features, the selected samples of guilt produced by females

were classified much more accurately than the non selected ones, showing a recall

of 65.4% versus 48.3% (selected vs. non selected) in up-sampled experiments

(UAR = 56.9%); and 69.8% versus 51.7% in down-sampled experiments

(UAR = 60.8%). The mean UAR value across all emotions is 51.8% for females

and 54.7% for males in up-sampled experiments, and 51.7% for females and 55.1%

for males in down-sampled experiments.

From our acoustic evaluation, we can conclude that non-selected samples present

high intra-class diversity and low inter-class homogeneity, i.e., the non-selected

samples of each emotion are acoustically dissimilar to each other, thus similar

across different emotional classes. This is shown by a great variability in the F0 and

energy ranges for non-selected samples within each emotion—for all emotions, the

first quartile is mostly low and the fourth quartile is high. Differently, selected

samples are characterised by high intra-class similarity and high inter-class

diversity, i.e., the selected samples of each emotion are acoustically similar to each

other, thus dissimilar across different emotions. This is shown by a low variability in

the F0 and energy ranges for selected samples within each emotional class—mostly,

the four quartiles and median do not coincide across emotions.

9 Perceptual study

Aiming at a better understanding of the typicality of the different emotions, a subjective

perceptual evaluation of the selected samples of the corpus (1564 samples produced in

seven emotional states) was conducted. For that, a listening test based on the categorical

(Ekman 1984) and bi-dimensional (Russell 1980) models of emotion was performed by

86 Italian natives (42 females, 44 males). All listeners were students of computer science

and received academic credits for their voluntary participation (mean age 21.4 years, std

1.1 years); none of them had taken part in the induction sessions. The listening test was

performed through a computer-based interface developed in the visual programming

tool Max MSP9, and the samples were presented randomly to each listener. For the

categorical assessment, a forced-choice task to decide between the 7 emotion classes of

the corpus, i.e., anger, sadness, happiness, fear, disgust, guilt, and surprise, was

considered. For the dimensional assessment, the two dimensions arousal (emotional

intensity, from low to high) and valence (emotional hedonistic value, from negative to

positive) were employed with a five-level rating scale (0 standing for low arousal and

less positive valence; 4 standing for high arousal and more positive valence). For each

sample, the listeners chose first a single category, then a single level for each dimension.

To avoid fatigue, the corpus was divided into six sub-tasks (each lasted around 90

minutes); the samples were randomly assigned. The participants were instructed to

perform the test with headphones.

9 https://cycling74.com/products/max/.
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9.1 Results and discussion

Supporting previous research (Parada-Cabaleiro et al. 2017), the high similarity

between females’ and males’ responses for all the evaluated emotions shows that

gender seems not to play a role in the perception of emotional speech (cf. Fig. 6).

Therefore, the responses for all listeners will be evaluated together, irrespective of

gender. Emotional expression produced by females and males seems to be

comparable, too, since perceived by the listeners as similar (cf. Fig. 6), thus

showing analogous confusion matrices (cf. chromatic patterns in Table 13A). Guilt

is the emotion perceived with lowest accuracy (22.4% for females and 32.3% for

males), followed by surprise (50.5% for females and 53.8% for males). This relates

to the ambiguity of these emotions, guilt being a secondary emotion (Plutchik

1991), surprise having undefined valence (Ortony and Turner 1990). Guilt was

mainly misidentified as sadness, by that contradicting the idea that guilt is a

secondary emotion at the intersection between happiness and fear (Plutchik 1991).

However, the confusion of guilt with sadness supports previous research in the

identification of guilty facial expressions (Keltner 1996), who has shown that guilt is

an emotion not reliably identified by observers, since mainly confused with sadness

and other secondary emotions. Surprise, elicited as ‘positive’ surprise, was mainly

misidentified as happiness, given the common level of valence in both emotions.

These confusion patterns might also relate to the utilisation of the same induction

procedure, e.g., the elicitation method A (cf. Fig. 1) would yield similar results for

guilt and sadness (both emotions with negative valence), and for surprise and

happiness (both emotions with positive valence). Finally, although the induction of

sadness showed to be very effective for males, its perception was less accurate than

for females, which may again be explained by the cultural idea that ‘weakness’ is

not an appropriate expression for males (Fischer 1993). In this regard, sadness—

since masked by males with emotions more ‘aggressive’ and culturally appropri-

ated, as e.g., anger—would present a higher acoustic variability (cf. Sect. 8) and

thus be easily misidentified by the listeners. Guilt and—up to a certain extent—

Fig. 6 Recall per class (in %) achieved by female (F) and male (M) listeners in the perception of the
seven evaluated emotions. Results are given for the selected speech produced by female and male
speakers; 95% coefficient intervals are also indicated on the top of each bar
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surprise, being ambiguous emotions and thus characterised by low typicality—were

identified less accurately.

By evaluating the ML approach which achieved best results in classifying the

selected speech, i.e., considering non-selected samples for training/development and

the selected ones for test, i.e., UAR for F ¼ 53:5%, for M ¼ 55:0% (cf. the rows

Table 13 Confusion matrices of the perception and automatic recognition of the selected samples of the

corpus (results are expressed in %)

(B)

(A)

Each row gives the ‘reference’ (emotion labels in capitals); each column ‘identified as’ (emotion labels in

small letters). The darker the shadowing, the higher the accuracy. Number of cases per emotion (#), for

female (F) and male (M) speakers are given
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Train/Dev n-sel—Test sel in Table 12), the classification results show a high

similarity with those obtained by the perceptual assessment, especially for male

speakers (cf. Table 13B for ML results, Table 13A for perception). Anger is the

emotion classified and perceived best, with 76.8% and 76.2%, respectively (cf.

- 0.6% of difference in the diffM row in Table 13B). Guilt is classified and

perceived worst, with 31.4% and 32.3%, respectively (0.9% of difference). This

relates to anger having a prototypical representation in the selected corpus, whereas

guilt has none. This was shown in the acoustic evaluation (cf. Figs. 4 and 5), where

anger showed less variability of F0 and energy range for the selected samples than

for the non-selected, unlike guilt, an emotion with similar variability for both

selected and non-selected samples. As previously discussed, this relates to anger

being a basic emotion and therefore having a prototypical representation which can

be modelled by selection procedures, whereas guilt, being a secondary emotion,

does not present such a typical representation in any of the groups, be these selected

or non-selected. The recognition of happiness and fear (and also disgust for females)

displays a generally lower performance in the ML approach (the biggest differences

are 44.0% versus 74.6% and 43.4% versus 75.0% for classification versus

perception of happiness in the female and male voices respectively), whereas

performance for surprise is higher, especially for females (66.7% vs. 50.5% for

classification vs. perception). For happiness and fear, this could relate to the lower

efficiency of the induction procedures; yet, the higher accuracy of surprise and the

lower of disgust for females do not seem to relate to the efficiency of the emotional

induction. The most evident confusion is between guilt and sadness for females: It is

mostly marked for perception with 36.8% of the cases of guilt misidentified versus

22.4% correctly identified, less for ML with 21.6% misclassified versus 35.4%

correctly classified. Moreover, confusion is asymmetric: Guilt is more confused

with sadness than vice versa. This supports the idea that secondary emotions are

made up of the combination of primary ones, thus, they do not display a unique

acoustic representation.

Supporting the categorical findings, the dimensional perception of samples

produced by females and males turned out to be very similar (cf. the analogous

chromatic patterns in Table 14). Similarities between different emotions are also

displayed by comparable dimensional constellations in the arousal-valence space;

this mirrors the confusion patterns displayed in the categorical evaluation, i.e., the

confusion between surprise and happiness, and between guilt and sadness. However,

this tendency was not consistent, since some emotions are highly similar in the

dimensional space, as, e.g., fear and anger, while not yielding relevant confusion

patterns in the categorical domain (cf. Table 13A). Furthermore, the categorical

confusion patterns present themselves mostly in one direction, i.e., one of the

emotions of the confusion pattern is more affected by the misidentification than the

other, which cannot be displayed in a bi-dimensional space. This is clear when

evaluating the confusion pattern of happiness versus surprise, where around 30% of

the samples of surprise are misidentified as happiness, whereas only around 15% of

the samples of happiness are misidentified as surprise (cf. Table 13A). From the

categorical point of view, the direction of this confusion pattern is explained by the

fact that happiness is an emotion less ambiguous than surprise (thus easily
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identified). Such a confusion cannot be displayed in the dimensional model. Indeed,

in the dimensional assessment, both emotions (happiness and surprise) show a

similar arousal-valence representation, mainly clustered in the upper-right section of

the bi-dimensional space, with a mean valence around 1 and arousal around 2, e.g.,

in males A ¼ 2:2 and V ¼ 0:7 for happiness, A ¼ 2:4 and V ¼ 0:5 for surprise (cf.

dimpos for happiness and surprise in Table 14).

Thus, sometimes emotion A is confused more with emotion B than it is the other

way round. This is evident in the categorical confusion between sadness and guilt,

with many samples of guilt wrongly identified as sadness (36.8% for females, cf.

Table 13A) and only a few samples of sadness wrongly identified as guilt (5.2% for

females, cf. Table 13A). This pattern is mirrored by the ML approach as well:

21.2% of the samples of guilt were misclassified as sadness, while only 6.1% of the

samples of sadness were misclassified as guilt (cf. females in Table 13B). From the

categorical point of view, this unidirectional confusion pattern would be explained

with sadness having been successfully induced (especially for females), thus

presenting a high typicality, i.e., low dissimilarity across selected samples. Still, this

might also relate to the fact that sadness—since characterised by low pitch, tone,

and energy—may be mostly perceived as an emotion less ‘prominent’, i.e., more

Table 14 Dimensional evaluation of each considered emotion, for both female and male speakers

Arousal (A) in the y-axis and valence (V) in the x-axis (from 0–lower to 4–higher level). Per cell, sum of

listeners’ scores, normalised to 0–100 is given; grey shadowing represents frequencies (the darker, the

higher); dimensional position dimpos (overall mean score) given for arousal (A) an valence (V)
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similar to a ‘neutral’ or an ‘undefined’ category. Indeed, this has been shown by

evaluating the perception of emotional speech in background noise, a condition in

which sadness was the emotion best recognised due to an increment in the

confusion, i.e., in background noise the percentage of samples wrongly identified as

sadness was higher than in clean condition (Parada-Cabaleiro et al. 2017). Guilt,

however, was not only unsuccessfully induced, but since it is a secondary emotion,

it presents itself with a low typicality (i.e., high dissimilarity across selected

samples). Again, this tendency cannot be mirrored in the bi-dimensional space,

which simply displays a high similarity of the arousal-valence representation for

sadness and guilt (cf. Table 14). This confirms that the bi-dimensional model is not

sufficient to discriminate between emotions with comparable levels of arousal and

valence (Devillers et al. 2005b; Parada-Cabaleiro et al. 2018), suggesting that more

dimensions would be needed, especially to discriminate between emotions without a

prototypical representation, such as guilt or other secondary emotions (Fontaine

et al. 2007).

10 Limitations

In our work, we have considered categorical emotions, which allows for the

comparative evaluation of our findings with those previously presented in emotional

speech research (mostly based on the categorical model of emotions). Yet, emotion

categories are not fully comparable to the emotional states typical of real life. In this

regard, the outcomes of our work, even though presenting a compromise between the

categorical model and emotional speech authenticity, might not be fully generalisable

to the ‘natural’ emotional states typical of everyday interactions. Therefore, we

consider our study to be an intermediate step towards the collection and evaluation of

more ‘natural’ emotional speech. Such a process might also consider the utilisation of

emotional induction procedures, but having in mind a larger array of emotions to be

elicited (which would not be limited to the ‘big six’ emotion categories).

Concerning the variety of mood induction procedures (MIPs) employed, these

were not equally efficient for the elicitation of all the emotional states—being

particularly unsuccessful in the induction of fear. Furthermore, the use of

emotionally connoted texts and utterances, i.e., mood induction procedures that

require suitable reading aloud skills, reduced also the naturalness of the speech

productions for some participants (as shown by their lack in speaking fluency). This

resulted in the rejection of many samples during the selection process, which

massively reduced the sample size of the selected corpus. In this regard, other mood

induction procedures should be investigated, especially for the elicitation of fear,

and future research should, if ever possible, prioritise spontaneous speech

production over reading aloud procedures.

As for the selection procedures, even though the self-assessment turned out not to

be fully reliable, it is not clear whether this depends on the instrument of

measurement considered, i.e., the proposed categorical/dimensional diagram, or on

the self-assessment itself (which has shown not to be fully reliable). Also, as

expected, the perceptual evaluation through the bi-dimensional model proved to be
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insufficient to mirror all the categorical confusion patterns. In this regard, the

evaluation of other measurement instruments in self-assessment procedures, as well

as the consideration of additional emotional dimensions in perceptual assessment,

are research questions still open to further investigation.

Finally, regarding the ML techniques, these were affected by the unbalanced

sample size of the corpus: a predominance of samples produced by males and, after

selection, a very small amount of prototypical instances produced by females. This

made the ML results for within-group classification (in selected samples)

unstable and less generalisable for females than those achieved for males.

Furthermore, given the unequal distribution of samples per gender, also the

comparative evaluation of ML and perceptual findings between males and females

might be subjected to a certain degree of bias.

11 Conclusions

We presented DEMoS, the first database of induced emotional speech in Italian, an

almost unrepresented language in emotional speech research. DEMoS encompasses

9365 samples in anger, sadness, happiness, fear, disgust, and surprise (the emotions

most prominently considered in speech emotion research) as well as guilt (a secondary

emotion scarcely considered in emotional elicitation studies). In addition to these, the

corpus also presents 332 samples in neutral mood produced by the 68 speakers who

participated in the study. To evoke the emotional states in the participants, an

induction program to better suit the optimal induction of each emotion was developed

by taking into account the combination of at least three mood induction procedures

(MIPs). Combining music, autobiographical memories, and emotionally connoted

texts and sentences showed to be particularly effective for the elicitation of sadness,

but not for happiness, guilt, or surprise; film sequences and emotional texts and

sentences were effective to elicit anger but not fear; pictures, texts, and sentences

succeed in eliciting disgust. After discussing the difficulties of creating a corpus of

elicited emotional speech, we also assessed the extent to which the collected samples

are typical of each emotion. The listeners’ evaluation displays that the selected cases

(prototypes) of fear and happiness, even though the elicitation of these emotions was

not fully successful, are well identified by the listeners, showing that these emotions

can be successfully induced; this encourages the investigation of more adequate

elicitation methods. Differently, when assessing the perception of surprise and

especially of guilt, the listeners’ accuracy is considerably lower, which suggests that

not only the induction method might not be adequate, but also that these two emotions,

given their ambiguity (guilt as secondary emotion, surprise as void of a specific

valence) could be particularly challenging to be elicited and perceived. This is

partially mirrored by the ML approach, which confirms that the emotional speech

collected for guilt is hardly classified correctly, given its lack of typicality. On the

contrary, the classification of anger—an emotion for which the collected samples seem

to be prototypical—yielded higher accuracy for both the perceptual and ML

approaches. Yet, emotional typicality, in contrast to sample size, seems not to be

essential for successfully training ML models.
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By employing acoustic analysis, perception study, and self-assessment, our

research showed the influence of cultural rules in emotion expression, which can be

observed when evaluating the selected samples of sadness produced by male

participants. Sadness, even though successfully elicited, was expressed by males as

masked with more aggressive emotions as, e.g., anger, which can be explained by

the cultural idea that the expression of weakness is not adequate for males. This is

shown by the acoustic variability of the selected samples for sadness produced by

males, unlike those produced by females (characterised by a high acoustic

homogeneity across selected samples). Furthermore, this is also supported by

perceptual and ML evaluation, which demonstrates that the selected samples of

sadness produced by males are perceived and classified worse than those produced

by females. Given that the selection process comes with a massive reduction of the

corpus, in order to assess the extent to which sample size and typicality influence the

performance of ML systems for speech emotion recognition, the role of the selected

and non-selected sections of the corpus in an ML framework were comparatively

evaluated. As expected, sample size plays an important role in training, unlike

emotional typicality. Prototypical samples, since presenting a high intra-class

acoustic homogeneity, i.e., samples of one emotion are similar to each other and

different to those of another emotional class, would reduce the robustness of a

system when considered for training; yet, samples typical of an emotion are more

adequate to reliably evaluate the performance of the model, i.e., these would be

suitable for testing. Indeed, listeners’ perception and the ML approach showed

comparable results when training the system with non-selected samples and testing

with selected ones. Finally, and confirming previous research, the bi-dimensional

model proved to be insufficient to completely mirror all the aspects displayed by the

categorical model, as, e.g., the hierarchy of the confusion patterns. This became

evident in the confusion with guilt, which is hardly induced, perceived, and

classified, something that relates to the scarce acoustic homogeneity typical of

secondary—thus ambiguous—emotions, not presenting a prototypical expression.

In this work, we evaluated the challenges of performing mood induction

procedures when collecting emotional speech data, demonstrating evidence for

successful techniques and pinpointing research questions that are still open to

further investigation. By presenting DEMoS, we also aim to encourage the study of

Italian in affective computing research, as well as the consideration of other

emotions (such as guilt) currently underrepresented in most of the available

emotional speech corpora. Finally, through our perceptual study, we also attempt to

motivate emotional speech research from an integrative perspective which would

comparatively evaluate the emotion model most prominently considered in speech

emotion corpora (i.e., the categorical model) with the other main emotion model in

psychology (i.e., the dimensional model).
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Schienle, A., Schäfer, A., Stark, R., Walter, B., & Vaitl, D. (2005). Relationship between disgust

sensitivity, trait anxiety and brain activity during disgust induction. Neuropsychobiology, 51, 86–92.

Schlosberg, H. (1954). Three dimensions of emotion. Psychological Review, 61(2), 81.
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