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Abstract One of the core challenges for building the semantic web is the creation

of ontologies, a process known as ontology authoring. Controlled natural languages

(CNLs) propose different frameworks for interfacing and creating ontologies in

semantic web systems using restricted natural language. However, in order to

engage non-expert users with no background in knowledge engineering, these

language interfacing must be reliable, easy to understand and accepted by users.

This paper includes the state-of-the-art for CNLs in terms of ontology authoring and

the semantic web. In addition, it includes a detailed analysis of user evaluations with

respect to each CNL and offers analytic conclusions with respect to the field.

Keywords Controlled natural languages � Ontology authoring �
Semantic web, state of the art

1 Introduction

The semantic web endeavours to extend the current web, by enriching information

with well defined meaning, which is machine processable (Berners-Lee et al. 2001).

This process is heavily dependent on the existence of ontologies, which describe the

domain of interest. Formal data representation can be a significant deterrent for non-

expert users or small organisations seeking to create ontologies and subsequently
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benefit from adopting semantic technologies. This challenges researchers to develop

user-friendly means for ontology authoring. Controlled natural languages (CNLs) for

knowledge creation and management offer an attractive alternative for non-expert

users wishing to develop small to medium sized ontologies. Controlled natural

languages are defined as ‘‘subsets of natural language whose grammars and

dictionaries have been restricted in order to reduce or eliminate both ambiguity and

complexity’’ (Schwitter and Tilbrook 2004). The goal of this article is to describe the

state-of-the-art of CNLs solely within the semantic web context. For a broader review

of the CNLs literature in general, we refer the reader to Kuhn (2014). In the remainder

of this paper, Sect. 2, presents a background about CNLs in the semantic web domain,

Sect. 3, provides a deep and fine grained analysis of CNLs for the semantic web

within the context of ontology authoring listed in chronological order of publication.

In Sect. 4, tools that use CNLs to perform ontology engineering and querying tasks in

the semantic web domain are presented. Section 5, provides a detailed comparison

and analysis of user evaluations for the CNLs. Section 6, shows the evaluation

comparison of the tools, and finally Sect. 7 offers analytic conclusions and

observations with respect to current and future trends with respect to CNLs.

2 Historical background of CNLs for knowledge representation

The original concept of CNL arose during the 1930s, when a number of influential

linguists and scholars devoted considerable effort to establishing a minimal variety of

English. The purpose was to make English accessible and usable by as many

individuals as possible worldwide (Schwitter 2007). CNLs have found particular

favor in large multinational corporations such as IBM, Rank, Xerox and Boeing

usually within the context of user documentation production and machine translation

(Schwitter 2007; Adriaens and Schreors 1992; O’Brien 2003). Traditionally,

controlled natural languages (CNLs) are split into two major categories: (1) CNLs

that improve human readability, mainly for non-native speakers, and (2) those that

constrain the text for computational treatment. In this survey, we are mainly

interested in the second category, where CNLs are used to develop user friendly

means for ontology authoring, so that end-users can represent formal data within the

context of the semantic web, without the need of formal training. Since, the

knowledge representation language of the semantic web is the Web Ontology

Language (OWL) which is based on fragments of the first order logic (Smith et al.

2004). Users with no formal background will find it difficult to interact with the

ontology engineering process without a special training. This formal barrier may

restrict the adoption if not ultimately result in rejection of the semantic technologies

(Smart 2008). As humans are already familiar with natural languages, it will be

required to develop natural language interfaces to facilitate the interaction of the end

users with the semantic web resources while minimizing the need for training.

However, it will be very difficult to interpret all the natural language expressions due

to the ambiguity of the natural language, so using a controlled or restricted variants of

natural language rather than the full or unrestricted version is a possible solution. The

CNL community proposed this kind of interfaces to solve this issue. For instance, the
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mathematical symbols used in logic to represent ontologies is very difficult to be

understood by non-logicians, so another alternative syntax called Manchester OWL

syntax (MOS) (Matthew et al. 2006) was proposed to replace the formal logic

symbols with keywords such as some, only and not. The syntax is currently being

used in tools such as Protégé-OWL (Holger et al. 2004). With respect to knowledge

representation via CNLs, early work included Processable English (PENG). The

PENG statements can be translated into Discourse Representations Structure (DRS),

and also into first-order predicate logic (Schwitter 2002). Furthermore, the work is

influential in that it was one of the first CNLs, designed with an incremental parsing

approach. It has an editor with look-ahead features in order to guide the user. In regard

to CNLs for the semantic web, early efforts involved extending PENG in Schwitter

and Tilbrook (2004), whereby the authors present and discuss PENG-D, a variation of

PENG, which targets the CNL to a knowledge representation language [via first order

logic (FOL)] such as RDFS or OWL.

3 Semantic web related CNLs

PENG (Schwitter 2002) is a CNL designed to allow writing unambiguous and precise

specifications using a restricted grammar and a domain specific lexicon, which

consists of predefined function words, illegal words, and user-defined content words.

The content words can be added or modified using the integrated lexical editor. PENG

text is easy to be translated into first order logic (FOL) using discourse representation

structures (DRS). Also, it uses a sophisticated look-ahead editor to facilitate writing

by non linguists without the need to know the grammar rules of the CNL explicitly.

This can be achieved by showing what kind of syntactic structures can be used after

each word entered by the user. The restricted grammar defines the structure of joining

PENG sentences into complex sentences using coordinators and subordinators. The

structure is restricted using determiner, pronominal modifier, nominal head, post

nominal modifier, negation, verbal head, compliment, adjunct, phrase-level coordi-

nation, phrasal level subordination, sentence level coordination, sentence level

subordination and constructors. Furthermore, for making it easy to read by non-

specialists, PENG avoids ambiguity by applying a set of interpretation principles.

ClearTalk (CT) (Skuce 2003) is a knowledge formulation language for the semantic

web that offers a flexible degree of formality with an adequate expressiveness (Kuhn

2014). Documents could be automatically translated from CT to knowledge

representation structure. It can be used by an English speaker who does not understand

formalisms with almost no training. The grammar includes 100 rules discussed in Skuce

(2003) that need to be be learnt before start writing. CT has syntactic restrictions where

for instance, basic sentences have the general form of subject, predicate, complement

and modifier phrases. The authors implemented a search engine using dtSearch1 as a

basic engine to find things a normal search engine cannot find, for instance, show all

occurrences of a certain term and window size that are (a) ordered in a useful way, (b)

summarized by showing levels only, and (c) seeking certain words, while integrating

1 http://www.dtsearch.com/.
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WordNet (the engine can require a second word to be present). CT knowledge base

consists of three modules as follows; linearly organized documents; the lexicon

containing all terms and their lexical information; the topic pages. All are indexed by

the search engine that allows to search facts.

PENG-D (Schwitter and Tilbrook 2004) is an extension of PENG with all its

components plus the support for ontology construction as a start for language layering

purposes. Since the meta-modelling architecture of the semantic web is not

standardized, it was difficult to layer ontology and rule languages on top of RDFS

as some elements in the model will have dual roles in the RDF specification. On the

other hand, OWL was not the ideal solution, because of the semantic layering

incompatibility of the standardized Description Logic (DL) that is based on first order

model theory, with the semantics of RDFS based on non-standard model theory. The

interoperability between OWL Lite and Horn Logic is used to create a paradigm

called Description Logic Programs (DLP) (Grosof et al. 2003). PENG-D has

expressivity and formal properties equivalent to DLP, that provides a pathway to layer

more expressive constructions on top of it. The authors claim that PENG-D was easy

to write with the help of the look-ahead text editor, easier to read than RDF based

notations, and easier to be translated into corresponding machine processable format.

Sydney OWL syntax (SOS) (Cregan et al. 2007) came after Manchester OWL syntax

(Matthew et al. 2006) and PENG to overcome their limitations. While Manchester OWL

syntax have been well received by non-logicians and is the syntax for Protégé-OWL, it

was limited by less focus expressions for property and individual. Also, PENG grammar

did not support bidirectionality from PENG sentences to FOL and vice versa. The scope

of SOS is to be compatible with OWL 1.1 for expressing ontologies, and to form

translations, and to cover anything that can be expressed using OWL 1.1. Furthermore, to

provide a two translation between SOS and OWL 1.1 syntax without any information

loss. However, the bidirectionality involves using a context sensitive grammar and

generating the output during the parsing process. The authors considered assisting the

users writing ontologies using SOS by adding an interactive functionality of the

lookahead editor. The general issue for designing a CNL is that the authors of the

language have to decide how the language will support naturalness, complex constructs,

language support for user defined terms and definitions. The authors of SOS choose to be

more closer to OWL 1.1 syntax while trying to observe a trade-off to make the

expressions as natural as possible. However, this results in SOS having more statements.

Attempto Controlled English2 (ACE) (Fuchs and Schwitter 1996b) is a well

known CNL involving translation into first order logic (FOL). It is a subset of

standard English designed for knowledge representation and technical specifica-

tions, and constrained to be unambiguously machine readable into discourse

representation structures, a form of first-order logic (ACE can also be translated into

other formal languages). ACE is a mature CNL and has been in development since

1995 for over 14 years (Kuhn 2010). It was first introduced by Fuchs and Schwitter

(1996a). Over forty articles have been published by the Attempto group and over

500 articles contain the term ‘‘Attempto Controlled English’’ on Google Scholar,

Kuhn (2010). ACE is a general purpose CNL and is not restricted to any specific

2 http://www.ifi.unizh.ch/atempto/.
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domain. The grammar of ACE is perhaps the most expressive in that it can parse a

variety of syntactic phenomena in comparison to other CNLs. ACE caters for

instance for relative clauses, coordinated noun phrases, coordinated adverbial and

adjectival phrases, numerical and distributed quantifiers, negation, conditional

sentences and some anaphoric pronouns.3 ACE Web Ontology Language known as

ACE OWL, a sublanguage of ACE, is a means of writing formal, simultaneously

human-and-machine-readable summaries of scientific papers (Kaljurand and Fuchs

2006; Kuhn 2006). ACE has also served as the basis for other applications such as

interface language for a first-order reasoner (Fuchs and Schwertel 2003), a query

language for the semantic web (Bernstein et al. 2004), an application for the partial

annotation of Webpages (Fuchs and Schwitter 2007) and the usage of ACE for

producing summaries within the biomedical domain (Kuhn et al. 2006). A recent

development is the translation of a complete collection of paediatric guideline

recommendations into ACE (Shiffman et al. 2010).

RABBIT Controlled English (Hart et al. 2008) is a well known implementation. It

is essentially an extension of controlled language for ontology editing (CLOnE)

(Funk et al. 2007), but much more powerful with respect to grammar expressiveness

and ontology authoring capabilities. Like CLOnE, Rabbit is implemented using the

GATE framework (Cunningham 2002). Rabbit was developed by the national

mapping agency in Great Britain—Ordnance Survey. It is primarily a vehicle for

capturing, representing and communicating knowledge in a form that is easily

understood by domain experts. There are three broad types of sentences in Rabbit;

declarations; axioms; import statements. Interestingly, a given class or concept can

refer to a specific ontology in Rabbit i.e. one can refer to the animal Duck within a

specific ontology—Waterfowl as opposed to a default ontology. Therefore, more

than one ontology can be referenced in the Rabbit language (Hart et al. 2008).

Rabbit attempts to cater for property restrictions such as transitivity and symmetry,

but as the authors themselves argue that such concepts are ‘‘not aligned to the way

people think’’ and that there is no ideal solution to creating natural language

equivalents to property restrictions. Arguably, these issues should be dealt with

support from the ontology engineer and not the domain expert directly. The work of

Dimitrova et al. (2008), gives a good overview of Rabbit’s expressiveness with

respect to Rabbit’s syntax patterns and their corresponding ontology mappings such

as existential quantifiers, union, disjointness and cardinality.

OWL Simplified English is a finite state language for ontology editing (Power

2012). The argument for the finite state approach is that the majority of the OWL

expressions created by ontology developers were invariably right branching and

hence could be recognised by a finite state grammar. Based on previous studies of

ontology corpora, the authors show how the individuals, classes and properties tend

to have distinct Part Of Speech (POS) tags. Individuals or instances tend to be either

proper nouns, common nouns or numbers, while classes are composed mostly of

common nouns, adjectives and proper nouns. Finally, properties tend to open with a

verb or auxiliary verb in the present tense. In paper Power (2012), the authors

describe a finite state network that is capable of interpreting the CNL sentences in

3 http://attempto.ifi.uzh.ch/site/docs/ace/6.5/ace_constructionrules.html.

CNLs for the semantic web: a state of the art 195

123

http://attempto.ifi.uzh.ch/site/docs/ace/6.5/ace_constructionrules.html


the grammar with minimal knowledge of content words. OWL Simplified English

permits the acceptance of some technical phrases that violate normal English. The

language can capture ontology operations such as simple negation, cardinality,

object intersection but aims to reduce or eliminate structural ambiguity.

Semantic Query and Update High-Level Language (SQUALL) (Ferre 2014) is a

CNL for semantic querying and update of RDF graphs on top of SPARQL 1.1. The

authors claim that SQUALL is easier to learn, and to formulate complex queries and

updates than other CNLs. This is because SQUALL combine expressiveness close to

SPARQL 1.1, a natural syntax and semantics based on Montague grammars

(Montague 1970) which is a context free generative grammar based on formal logic

and calculus. The semantics of SQUALL are translated from this logical intermediate

language into SPARQL. The lexical conventions of SQUALL at the lexical level does

not differentiate between singular and plural, and between nouns and verbs. However,

it does differentiate between them at the syntactic level as it uses URIs for non

grammatical words. SQUALL has some ambiguity that the system can resolve using

some rules related to priorities of, algebraic operators and smaller syntagms, over,

sentence modifiers, and larger syntagms, respectively. Also, ambiguity of two

constructs of the same syntagm is resolved by choosing the shorter construct.

AIDA (Kuhn et al. 2013) (Atomic, Independent, Declarative, Absolute) is a proposed

approach that can be considered as a CNL for extending the nanopublications concept,

to facilitate keeping track of latest research results in modern science using informal

representations. AIDA means that natural sentences written in English has to follow a

scheme where sentences have to be Atomic, Independent, Declarative and Absolute.

This approach introduces a prototype of a nanopublication portal called nanobrowser,

based on Apache wicket and the Virtuoso triple store. Nanobrowser looks like a

semantic Wiki, where a particular scientific statement is presented with opinions from

researchers, about related sentences with its meta-nanopublication, and this shows that

AIDA links and relate nanopublications with each other. However, the problem of

expressing a sentence in more than one way needs to be taken into account. To solve

this, the authors proposed a mixture of clustering and crowdsourcing, so that

nanopublications users can identify sentences that have similar meanings. In order to

describe scientific results, AIDA assumes that sentences have their own independent

existence. Therefore, each AIDA sentence get its own URI to make it first-class citizen

in the RDF world. Furthermore, each AIDA sentence should be extractable from its

URI without the need to consult any resources, and vice-versa (Table 1).

4 Tools based on semantic web related CNLS

This section will not discuss controlled languages, but will present tools like editors,

wikis and frameworks that use CNLs to perform specific tasks. In Sect. 4.1, we will

discuss the ontology engineering tools presented in the literature for the aim of

ontology creation and authoring, Sect. 4.2, provides the ontology querying tools,

and Sect. 4.3, shows the rest of the tools presented in the literature which use CNLs

for different purposes. The end of the section includes a summary table (Table 2)-

comparing all the tools.
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4.1 Ontology engineering tools

What You See is What You Meant (WYSIWYM) is a well-known implementation

which employs the use of NLG to aid the knowledge creation process, with respect

to ontology driven generation of CNLs or conceptual authoring (Power et al. 1998).

It involves direct knowledge editing with natural language directed feedback. A

domain expert can edit a knowledge based reliably by interacting with natural

language menu choices and the subsequently generated natural language feedback

which can then be extended or re-edited using the menu options.

Similar to WYSIWYM, Guided Input Natural Language Ontology Editor
(GINO) provides a guided, controlled natural language interface (NLI) for domain-

independent ontology editing for the semantic web. GINO incrementally parses the

input not only to warn the user as soon as possible about errors but also to offer the

user (through the GUI) suggested completions of words and sentences—similarly to

the ‘‘code assist’’ feature of Eclipse4 with respect to morphological realisation and

other development environments (Bernstein and Kaufmann 2006). GINO translates

the completed sentence into triples (for altering the ontology) or SPARQL queries

and passes them to the Jena semantic web framework. Although the guided interface

facilitates input, the sentences are quite verbose and do not allow for aggregation.

Static grammar rules exist for the controlled language but in addition, dynamic

grammar rules are generated from the ontology itself.

Round trip ontology authoring (ROA) builds on and extends the existing

advantages of the CLOnE software to create and populate an ontology with the

addition of a text generation component to form ROA environment. The aim of the

text generator is to reproduce the CNL from an ontology, edit the text as required,

then parse it back into the ontology until the user gets the desired results. Thus,

NLG acts as a feedback to guide the user and reduces the need to learn the

controlled language by following examples, style guides or CLOnE syntactic rules

(Davis et al. 2008). The ROA pipeline consists of GATE NLP modules to annotate

the input document, followed by Keyphrase gazetteer and to two JAPE transducers

to identify quoted and unquoted chunks. Then, a controlled language for

information extraction (CLIE) component is connected to the existing ontology to

interpret the input sentences. Finally, the ontology is connected with the text

generator component to act as an ontology verbaliser to present the ontology in

textual form as an ambiguous subset of English (Davis et al. 2008).

Rabbit to OWL ontology authoring (ROO) (Dimitrova et al. 2008) is an editing

tool that seeks to cater for the entire ontology engineering process. It was developed

by the University of Leeds and is an open source Java based plug-in for Protégé.

ROO supports the domain expert in creating and editing ontologies using Rabbit.

The authors argue that CNL interfaces tend to ignore the ontology construction

process. Domain experts are involved in the early stages of the ontology engineering

process and engage in the conceptualisation of the ontology, while the ontology

engineer is involved at the end stages and focus on the logical level of the ontology.

A new intelligent model was integrated to ROO to understand the user actions and

4 http://www.eclipse.org/.
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give feedback accordingly. The model was introduced in Denaux et al. (2012) to

resolve the modelling errors, by providing a framework for semantic feedback when

adding a new fact to an existing ontology. The new framework extends the syntactic

analysis performed by Rabbit through categorizing the new ontological facts into

four categories concerning inconsistency and novelty of facts. This feedback

approach was observed to be repetitive, confusing and sometimes redundant

(Denaux et al. 2013). As a result, a new framework with dialogue interfaces was

introduced in Denaux et al. (2013) as an extension to Rabbit. It provides more

appropriate feedback according to different situations by keeping track of the

ontology history. In addition, the inputs of the domain experts are analyzed and an

intention is assigned to each input.

ACEView is an editor implemented as a plugin for the Protégé editor5 mapping

from ACE to OWL/SWRL and from OWL to ACE. It empowers Protégé with

additional interfaces based on the ACE CNL in order to create, browse and edit an

OWL ontology (Kaljurand 2008). The user can also query the ontology using ACE

questions to access newly asserted facts from the knowledge base. ACE text is

automatically parsed and converted into OWL/SWRL. ACEView comprises

vocabulary and wordform view, asserted knowledge and entailed knowledge views.

The most beneficial features are, ensuring that consistent naming conventions are

used by placing restrictions on OWL entity names, restricting the complexity of the

OWL class expressions, and verbalizing complex constructions into simpler syntax

(Kaljurand 2008).

AceWiki (Kuhn 2008a) is a monolingual CNL based semantic wiki that takes

advantage of ACE for its syntactically user friendly formal language, and of OWL

frameworks for applying classification and querying. The AceWiki content is based

on ACE predictive editor notation grammar called codeco (Kuhn 2012). The main

benefit of codeco is that it can translate all AceWiki content to OWL.

AceWiki-GF (Kaljurand and Kuhn 2013) is a multilingual extension of the

previously mentioned AceWiki, where users can get all the benefits of AceWiki plus

multilinguality after using the Grammatical Framework (GF), discussed in the next

section. The implementation was done by modifying the original AceWiki to

include GF multilingual Ace grammar, GF parser, GF source editor, and GF abstract

tree set. This study included an evaluation about the accuracy of translation in

AceWiki-GF. The evaluation showed that the translation accuracy was acceptable,

although some errors due to different reasons in terms of Resource Grammar

Library (RGL), where incorrect use of RGL by mixing regular and irregular

paradigms, using unnatural phrases to native speakers, and negative determiners.

4.2 Ontology querying tools

Pseudo natural language (PNL) (Marchiori 2004) is the first query logical system to

provide natural, easy and friendly way for people to use the semantic web. The

paper introduces the Metalog project,6 to fill the axis of the people to the semantic

5 http://Protege.stanford.edu/.
6 http://www.w3.org/RDF/Metalog/. W3C, 1998–2004.
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web. Metalog uses pseudo natural language (PNL) interface that is similar to natural

language and extends RDF with the Metalog Model Level (MML). PNL is an

unambiguous language with the principle one language, one query, designed to be

easy to read for users and easy to write for developers, by sacrificing the total

freedom of the natural language with the restrictions to the language. Metalog has a

smart querying ability that accepts informal queries and normalize it to be mapped

into an assertion.

Guided Input Natural Language Search ENGine (GINSENG) (Bernstein et al.

2006) provides a quasi-natural language guided query interface to the semantic web.

Thus, it came out to reduce the gap between real world users and the logic-based

semantic web. Ginseng allows users to query any semantic web knowledge base,

using a guided input NL vocabulary loaded ontologies that grow with every additional

added ontology, but without using any predefined vocabulary. Despite this can limit

the users possibilities, it ensures that every query will have a correctly matched result.

Ginseng guides the user with a set of possible queries while avoiding grammatical

errors, by presenting to the user a choice pop up box that includes suggestions on how

to correctly complete the current sentence, and hence the possible choices get reduced

as the user continues typing. Ginseng translates queries into a RDF Data Query

Language (RDQL) and displays the result. The architecture of ginseng consists of

three modules as follows; multilevel grammar; an incremental parser; an ontology

access layer through Jena. The multilevel grammar is a domain that contains about

120 independent rules, constructed manually, and divided into two types of rules (1)

static grammar rules, to provide the basic structure of sentences and questions, (2) the

dynamic grammar rules from the loaded OWL ontologies, created for each class,

instance, object, and data-type properties. Furthermore, Ginseng provides ontology

annotation option with Ginseng tags. The incremental parser uses the grammar to

specify the complete set of parsed sentences without incorrect entries, and to generate

the resulting query by creating a complete parse tree.

OWLPath (Valencia-Garca et al. 2011) is an ontology-guided input natural

language query editor that combines the advantages of both the natural language

interfaces NLIs and CNLs, to reduce the gap between users and the semantic web. It

guides the user on how to complete a query using the question and the domain

ontologies. The question ontology represents the grammar and the sentence

structure, while the domain ontology represents the concepts and relationships in the

domain. The main components of OWLPath system are as follows; Ajax interface

that loads the domain related set of ontologies and let the users build the query; the

suggester generates a list of terms shown in a pop-up list for the user to choose from;

the grammar checker determine only the correct grammatical entries combinations;

the SPARQL manager translates the query into SPARQL statements and parse it to

the knowledge base through the ontology manager; and finally the results are shown

to the user.

4.3 Other tools

Grammatical Framework (GF) is an implementation framework for multiple CNLs

(Angelov and Ranta 2009; Ranta 2004). GF can cope with a variety of CNLs as well
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as boost the development of new ones. In Angelov and Ranta (2009), the authors

reverse engineer ACE for GF in order to demonstrate how portable CNLs are to the

GF framework as well as how CNLs can be targeted to other natural languages.

ACE is ported from English to five other natural languages. In short, the core

advantage of GF is its multilingualism in that its primary task is domain specific

knowledge based machine translation (MT) of controlled natural languages. It adds

a syntax formalism to the logical framework which defines realisations of formal

meanings as concrete linguistic expressions. The semantic model is called the

abstract syntax while the syntactic realisation functionality is called concrete
syntax. The authors state that GF is multilingual, in that one abstract syntax, acting

as an interlingual, can be (given a concrete syntax for one or more source languages)

re-targeted to several languages. The GF libraries now contain a collection of wide

coverage grammars for over 15 natural languages. There is an increasing activity

with respect to the GF development and a vibrant open source community, which

continues to create language resources for GF. The success is also due to the

European project, multilingual on-line translation (MOLTO).7 This has boosted the

uptake of GF and resulted in many comprehensive applications.

GF applications range from mathematical proofing, dialog systems, patent

translation (España-Bonet et al. 2011), multilingual wikis and multilingual gener-

ation in the culture heritage domain (Angelov and Ranta 2009; Dannélls 2008;

Dannélls et al. 2012). In addition, there have been recent efforts to cater for

semantic web ontologies in GF. Although GF has no specific CNL, one could argue

that its growing open source community may result in GF becoming the de-facto

open source general framework for developing resources for engineering multilin-

gual CNLs.

PathOnt (Kim et al. 2005) is a PATHological ONTology based application. It

uses a controlled ontology from the terminology resources in GALEN (Rector et al.

1995) for the gross description medical ontology system. The need for this

application is to solve the communication problem between pathologists and other

professionals who misinterpret the meaning of the gross description. The system

consists of three components; the PathOnt semantic to specify the required ontology

for the gross description; PathOnt object for visualizing the macroscopic findings

stored in the RDF file; PathOnt syntax that generates an XML form for the input

update.

Atomate It (Van Kleek et al. 2010) is a web based reactive personal information

assistance engine, that allows end-users to use data feeds to drive reactive

automation. For instance, Atomate can integrate the information out of the RSS/

Atom feeds from social networks into RDF model to derive useful behaviors, and

thus important reminders can be created, taking into account the rules specified by

the user. The CNL interface design is based on GINO and Ginseng interfaces (Van

Kleek et al. 2010). The rules in Atomate consists of antecedent to represent the

execution conditions, and consequent to specify the actions to be taken. Atomates

data flows from the lost of the data sources provided by the user in the RDF model

to the Atomates feeder. The feeder creates a new entity for each new data source or

7 http://www.molto-project.eu/.
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updates the existing ones. Then, based on these updates the rule chainer retrieves all

the rule entities from the world model, and fire all rules whose triggered antecedents

depend on the changed entities. Atomate is implemented to be an add-on in Firefox

browser, so that sites can access data through javascript libraries and APIs and add

new data sources without hard integration work.

5 Evaluation of CNLs

According to Kuhn (2013), one of the main methods used to evaluate CNLs is

paraphrase-based, where a group of users provide their feedback and observations

about the usability of a CNL. The feedback can be provided via a questionnaire or

conversations. With respect to related work, in the next sections we will review

existing CNL research, but in the context of user evaluation. The end of the section

includes a summary table (Table 3) comparing all the evaluations for these CNLs.

Some CNLs do not not have any evaluations mentioned in the literature, and hence

they are not listed below.

The authors of ClearTalk conducted an evaluation to check if CT helps students

to learn (Skuce 2003). The experiment was informal, where 80 students were

divided into two groups to answer questions about applets within 45 min, with both

groups have text books, and one group only has access to the KB. The results show

that the group with access to the KB got 50 % higher mark, which proves the main

function of the KB that makes students find facts faster. However, some of the

difference might be due to better understanding of the subjects.

Recently, an evaluation for ACE was presented in Kuhn (2013), where it

describes an evaluation framework for CNLs based on ontographs. Ontographs are a

graphical notation to enable tool independent and reliable evaluation of the human

understanding of a given knowledge representation language. They serve as a

common basis for testing and comparing the understandability of two different

formal languages and facilitate the design of tool-independent and reliable

experiments. An experiment was performed by 64 participants to compare the

syntax of ACE versus a simplified version of Manchester OWL syntax, to test which

syntax is better in terms of, understandability, learning time, and users acceptance.

The results showed that users were able to do better classification using ACE with

approximately 5 % more accuracy than Manchester OWL, and 4.7 min less time for

learning. Also, in terms of understandability ACE got 0.67 higher score than

Manchester OWL (Kuhn 2013).

In Engelbrecht et al. (2009), the authors undertake an evaluation to assess

whether domain experts without any ontology authoring development can author

and understand declaration and axiom sentences in Rabbit. The experiment included

21 participants from the ordnance survey domain and a Rabbit language expert. The

participants were given a text that describes a fictional world and were asked to

make knowledge statements, then they are analysed for correctness by independent

experts and compared to equivalent statements created by the Rabbit expert.

Interestingly, on average 51 % of the generated Rabbit sentences contained at least

208 H. Safwat, B. Davis

123



T
ab

le
3

S
u

m
m

ar
y

ta
b

le
co

m
p

ar
in

g
al

l
th

e
ev

al
u

at
io

n
s

fo
r

se
m

an
ti

c
w

eb
re

la
te

d
C

N
L

s
in

ch
ro

n
o
lo

g
ic

al
o

rd
er

o
f

p
u

b
li

ca
ti

o
n

N
am

e
C

o
m

p
ar

ed
E

v
al

u
at

io
n

g
o
al

E
x
p
er

im
en

t
P

ar
ti

ci
p
an

ts
R

es
u
lt

s

C
T

N
o

If
C

T
h

el
p

s
st

u
d

en
ts

to
le

ar
n

In
fo

rm
al

te
st

le
t

st
u
d

en
ts

an
sw

er

q
u

es
ti

o
n

s
re

la
te

d
to

IT
fi

el
d

8
0

st
u

d
en

ts
T

h
e

g
ro

u
p

w
it

h
ac

ce
ss

to
th

e
K

B

fi
n

d
fa

ct
s

fa
st

er
an

d
g

o
t

5
0

%

h
ig

h
er

m
ar

k
.

O
th

er
th

an
th

at

n
o

o
th

er
st

at
is

ti
ca

l
re

su
lt

s

A
C

E
S

im
p
li

fi
ed

v
er

si
o
n

o
f

M
an

ch
es

te
r

O
W

L
sy

n
ta

x

(M
L

L
)

T
es

t
w

h
ic

h
is

b
et

te
r

in

te
rm

s
o

f,

u
n

d
er

st
an

d
ab

il
it

y

an
d

le
ar

n
in

g
ti

m
e

u
si

n
g

o
n

to
g

ra
p

h
s

U
se

rs
ar

e
g

iv
en

in
st

ru
ct

io
n

s

ab
o

u
t

u
si

n
g

o
n

to
g

ra
p

h
s

th
en

as
k

ed
to

an
sw

er
a

q
u

es
ti

o
n

n
ai

re

6
4

st
u

d
en

ts
w

it
h

n
o

b
ac

k
g

ro
u
n

d

in
L

o
g

ic
o

r
C

S

L
ea

rn
in

g
ti

m
e:

A
C

E
g
o
t

4
.7

m
in

le
ss

U
n

d
er

st
an

d
ab

il
it

y
:

A
C

E
g

o
t

0
.6

7

h
ig

h
er

sc
o

re

R
ab

b
it

N
o

T
es

t
th

e

u
n

d
er

st
an

d
ab

il
it

y

o
f

u
se

rs
w

it
h

n
o

b
ac

k
g

ro
u
n

d
o

f

o
n

to
lo

g
y

au
th

o
ri

n
g

C
o
n

v
er

t
a

te
x

t
ab

o
u

t
fi

ct
io

n
al

w
o

rl
d

to
p

ic
in

to
ra

b
b

it

se
n
te

n
ce

s,
th

en
th

e
o
u
p
u
t

is

co
m

p
ar

ed
w

it
h

th
e

st
at

em
en

ts

cr
ea

te
d

b
y

th
e

R
ab

ii
t

ex
p

er
t

2
1

u
se

rs
fr

o
m

O
rd

n
an

ce
su

rv
ey

d
o

m
ai

n
an

d
a

R
ab

b
it

la
n

g
u

ag
e

ex
p

er
t

O
n

av
er

ag
e

5
1

%
o

f
th

e

g
en

er
at

ed
ra

b
b
it

se
n
te

n
ce

s

co
n

ta
in

s
at

le
as

t
1

er
ro

r

A
ID

A
N

o
E

x
p

1
:

d
if

fi
cu

lt
y

o
f

cr
ea

ti
n

g

n
an

o
p
u

b
li

ca
ti

o
n

s

u
si

n
g

A
ID

A

O
n

li
n

e
q

u
es

ti
o
n

n
ai

re
th

at

ex
p

la
in

s
h

o
w

to
re

w
ri

te

se
n
te

n
ce

s
u
si

n
g

A
ID

A
an

d

as
k

s
fo

r
th

e
d

if
fi

cu
lt

y

1
6

p
ar

ti
ci

p
an

ts
w

it
h

n
o

k
n

o
w

le
d

g
e

ab
o

u
t

A
ID

A

O
n

av
er

ag
e

a
se

n
te

n
ce

is
cr

ea
te

d

in
9

0
s

U
n

d
er

st
an

d
ab

il
it

y
:

ea
sy

b
u

t
n

o
t

v
er

y
ea

sy

R
ew

ri
ti

n
g

:
m

ed
iu

m
d

if
fi

cu
lt

y

CNLs for the semantic web: a state of the art 209

123



one error. Furthermore, the most common error was the omission of the quantifier at

the beginning of every sentence.

For the evaluation of AIDA, the authors did two evaluations related to the initial

stage of the approach (Kuhn et al. 2013). The first evaluation was done to measure

the difficulty of creating nanopublications for scientific results. The experiment

involved 16 participants with background in biology and medicine who never knew

about AIDA. A random sample was taken from Pubmed abstracts (Kuhn et al. 2013)

that have a conclusion section. The evaluation was through an online questionnaire

consisting of three parts; the first part explains AIDA concept; the second part

showed five short texts to be written in one to three AIDA sentences each; and the

last part asked about the difficulty to understand AIDA concept and to do rewriting

tasks. The results showed that an average sentence required 90 s to be created

including the time to learn about AIDA concept. Out of 163 sentences created by the

user, 70 % were perfectly complied with the AIDA restrictions. All participants

mentioned that understanding AIDA concept was easy but not very easy, and the

rewriting task was of medium difficulty. The second test was to evaluate the quality

of automatically extracting AIDA nanopublications from text resources and relate

them to each other. The authors used GeneRif8 dataset, which contains sentences

about gene and protein functions. Results showed that 71 % of the resulting AIDA

sentences were fully complied with AIDA restrictions.

6 Evaluation of the tools based on semantic web related CNLs

According to Kuhn (2013), task-based experiments are used to conduct evaluations

of tools that use CNLs to perform different tasks. Users are provided with

instructions sheet to read and understand, then they are asked to perform some tests

using the tool. The statistical data from the tests are observed and recorded to check

the tool effectiveness. With respect to related work, in the next sections we will

review user evaluation of tools. The end of the section includes a summary

table (Table 4) comparing all the evaluations for these tools. Some tools do not not

have any evaluations mentioned in the literature, and hence they are not listed

below.

6.1 Evaluation of ontology engineering tools

An evaluation of WYSIWYM was carried out two times. The first evaluation was

presented in the CLEF9 project developed for the medical domain (Hallett et al.

2007). The experiment was conducted by 15 participants mainly medics and bio-

informaticians to test usability, understandability and the difficulty of using the tool.

Participants were given a short demonstration on how to construct a simple query

using the interface, and then asked to create a set of four SQL queries for a database

in the medical domain. The sets were given to each participant in a different order to

8 http://www.ncbi.nlm.nih.gov/gene/about-generif.
9 http://www.clinical-escience.org/, Retrieved 2008-05-22.
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ensure that tasks complexity does not affect the process. The results showed that

from the second task onwards all participants achieved 100 % success in composing

all the queries in a mean completion time 3–9 min per query, and became faster

with each task, especially after the first task. For testing the understandability, the

participants were given a paper-based questionnaire of complex queries and asked

to select the correct meaning for each query from a list of three options. The results

showed that on average the participants choose the correct interpretation 84 % of

the time.

The second evaluation was conducted in Hielkema et al. (2008) by 16

researchers and Ph.D. students from the social sciences domain. Users were shown

a 6 min background video for the main functionalities of the WYSIWYM interface.

Descriptions of four resources as paragraphs of English were provided to the users.

The goal was to reproduce the descriptions using the WYSIWYM tool. Each subject

also received the descriptions in varied order. The descriptions were further divided

into eight to ten sub tasks. The successful completion of certain sub-tasks was

dependent on the preceding sub-task. Task completion times, number of operations,

as well as errors including ‘‘avoidable’’ errors (which imply the result of an error

introduced from a previous sub-task), were measured. The results were encouraging,

where users mean completion times decreased significantly. Hence, users gained

speed over time. The results of the subjective feedback on the tool indicated that the

tool perceived positively, where the mean scores on a 1–5 (very useful and very

difficult) scale was 3.94 for usefulness, and 2.69 for the difficulty level. However,

the results in Hallett et al. (2007) was more positive than Hielkema et al. (2008),

since the participants of the CLEF project were mainly medics who understand their

domain very well. On the other hand, the social science domain tends to be more

varied with many different theories and approaches. Consequently, the underlying

domain ontology can have a large significant impact on usability. More importantly,

users from the social sciences field reported that they were overwhelmed by the

large number of options available i.e. thirty properties per one object (Hielkema

et al. 2008).

ROA evaluation is conducted against Protégé (Davis et al. 2008), where 20 users

were recruited from both research and industrial background, but with no

background in either GATE and Protégé tools. The participants were provided by

Protégé manual, text generator examples, and two task lists. They were divided into

two groups, each group was asked to work on each task list, using either ROA or

Protégé, opposite to the other group. Finally, they were asked to complete both a

SUS (Brooke 1996) questionnaire and a comparative questionnaire for each tool.

The results showed that the mean SUS score for ROA is 74 %, and 41 % for

Protégé.

An evaluation study of ROO was conducted against ACEView in Dimitrova et al.

(2008) to compare both tools in terms of usability, usefulness and the quality of

resultant ontologies. The study involved 16 students from the domains of geography

and environmental studies. Student were asked to create ontologies based on

hydrology and environmental models, respectively. Both ontology creation tasks

were designed to resemble real tasks performed by domain experts at the Ordnance

Survey. Ontologies for both domains were produced by the Ordnance Surveys OS
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MasterMap10.10 The usability results showed that messages in ROO were more

helpful, the tool was less complex than ACEView, and users would be more willing

to use ROO again. In terms of usefulness, the mean score for ROO users was 5

which is higher than ACEView users who scored 0.38, as the understanding of

ontology modelling improves significantly more when using ROO than when using

ACEView. The quality of the resultant ontologies, showed that ontologies built with

ROO have better readability than those built with ACEView, as ROO encourages

users to add annotations for concepts and relationships. Another study presented as

an extension of ROO in Denaux et al. (2012) showed that 91 % of the feedback

messages were helpful to the users, and 78 % were informative. However, feedback

caused confusion and overwhelming for 10 % of the cases.

ACEWiki was evaluated to test whether people with no background about

ontologies and logic will be able to learn and deal with ACEWiki, without the help

of an expert and without spending long time (Kuhn 2008b). The experiment was

conducted online, where 20 participants mostly students and graduates with no

background about semantic web or logic, were provided by instructions sheet and

then asked to add whatever knowledge they like to ACEWiki, following certain

restrictions. The participants created 186 sentences, 148 of them were correct, and

the other 38 were not. The participants spent on average 11 min for creating the first

correct sentence, and 8.2 min overall for each correct sentence. The feedback for the

difficulty level of using ACEWiki was mostly of medium difficulty, and 25 % of the

users found it difficult.

ACEWiki-GF evaluation (Canedo et al. 2013) to determine, how much using

ACEWiki-GF is effective and efficient to help two users of different languages

understand each other. The experiment is to let each user write an article in his

native language, and in the post editing stage users read the automatically translated

articles written by other users and evaluate, whether the sentences are true or false in

their language. The evaluation took place online through the ACEWiki-GF online

tool, where 30 participants were asked to create a new wiki page and write true and

false statements. Then after finishing, the users were asked to fill a questionnaire

about their feedback about the system. The 30 participants created in total 316

sentences on average of 37 min. One hundred and seventy one of the sentences were

measured as true, and 145 as false. The results show that the translation error rate

for ACEWIki-GF is less than 5 %. The feedback from the users for the difficulty

level of using ACEWiki-GF in general was 2.93 on a 0 (very difficult) to 4 (very

easy) scale. The result was 2.77 for the difficulty level of the sentence editor.

6.2 Evaluation of ontology querying tools

Ginseng was evaluated against SQL using SUS evaluation in terms of usability,

speed, precision/recall and the ability to parse a large number of real world queries

(Bernstein et al. 2006). The evaluation was held by 20 students from the CS

10 http://www.ordnancesurvey.co.uk/osmastermap/, a nationally contiguous vector map containing more

than 450 million individual features down to street, address and individual building level, spatial data to

approximately 10 cm accuracy.
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department with knowledge of SQL queries. In the experiment, half of the users

have to query into Ginseng, and the other half were provided with SQL interface.

The results showed that, in terms of speed, Ginseng was faster than SQL with

average difference of 1 min. Also, Ginseng was rated to be better integrated and

easier to learn. In terms of parsing power, one knowledge base from geographical

Mooney (Tang and Mooney 2001) was used with 880 queries. Ginseng could

execute 40 % of the queries out of the box. In addition, the queries that could be

parsed resulted in precision of 92.8 % and a recall of 98.4 %. However, the usability

evaluation was limited by a specific subject (CS students), and it was not performed

across huge datasets. The authors intend to improve these limitations by extending

Ginsengs property tags generation which can be automated with WordNet and

machine learning techniques. In contrast to PENG, where knowledge has to be

entered into the system using a complete NL processing engine, Ginseng query

existing semantically annotated content using a simple querying grammar, where it

can be dynamically extended by any OWL ontology structure.

OWLPath evaluation was conducted to test the performance analysis and the user

experience (Valencia-Garca et al. 2011). The performance analysis was in terms of time

elapsed between selecting the next entry in the query, and showing the next choice in

the pop-up list, taking into account the time for SPARQL statement generation. All the

tests were performed on the local machine to avoid internet latency, taking the average

time over ten runs, the results showed that the elapsed time did not change for larger

number of words as the number of relations decrease as well. In addition, the time for

generating the SPARQL statements is short, since the RDF triples of the words are

generated when the user enters each word. On the other hand, regarding the user

experience evaluation, precision and recall were not relevant for evaluation, since the

OWLPath system is very accurate, as the resulting queries forced by the pop-up list

through the ontologies were always valid. However, the authors designed an experiment

to test the advantages of building queries using OWLPath. The experiment involved

four Ph.D. students with strong background in ontologies and SPARQL to create ten

queries related to a tourism-based ontology. The results showed that, it takes less time to

generate a query using OWLPath interface than to do it manually.

6.3 Evaluation of the other tools

The authors of Atomate conducted two evaluations to test whether the users will be

able to understand and create rules, and to check whether the users will be interested

to use the system in the present or the future (Van Kleek et al. 2010). The first study

was a design review with 15 UI researchers to get early feedback before the rule

creation process. The second study, involved three colleagues from their lab who

were asked to create nine rules ranged from simple to complex, after watching an

explanation video. For the design review study, the authors got further feedback for

making the rule creation process more clear. For the rule creation study, 33

participants did the study. Twenty six of them completed all the rules and the

survey. Fourteen of the participants had programming experience. The first six rules

were correct over 75 % of the time, while the rest of the rules were more

problematic. For the complexity of creating the rules, 65 % of the users found it
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easy, while the rest 35 % found it difficult. Regarding the usefulness of the system,

on a scale of 1–7 (7 is very useful), the mean response of the participants was 5.5.

7 Conclusion

With respect to CNLs for ontology authoring we make the following analytic

conclusions:

– The evaluations conducted for the CNLs still need more work and further analysis.

There is a need for the CNL community to agree on a concrete methodology for the

evaluation of CNLs. It was clear that the authors of each CNL or each CNL tool

developed a different (some times even ad-hoc) methodology for their respective

evaluation according to the available resources. This makes difficult to compare

two or more CNL with each other at a later stage. Furthermore, researchers should

make efforts to ensure the optimum number or at least the minimum number of

subjects/users is met for both the task-based and paraphrase based evaluations. The

optimum number of users for both evaluations is an open question for research.

However, we refer to the research output from Nielsen (2006), where it was found

that five users is a sufficient number to find most of usability problems, while for

quantitative (aiming at statistics) evaluation, 20 users is a reasonable confidence

interval. Many evaluations do not include any statistical evidences, that make it

difficult to compare with another CNL of interest. With respect to the paraphrased

based approaches ontographs presented in Kuhn (2013), may have potential

towards a clear process for comparing CNLs. Furthermore, the literature did not

show much evaluations for different languages other than English.

– Grammatical Framework, (GF) appears to be gaining momentum in the CNL

research community. It is possible that GF, may take on the role of a general

architecture for developing controlled languages. Furthermore, research within the

CNL community is turning its attention towards multilingual controlled languages,

with recent efforts to generate ACE, using GF, for several European languages.

– There has been an increasing tendency towards conducting proper user

evaluation for CNLs. While some CNL researchers have conducted task based

evaluations, there have been less comparative evaluations across tools. In

general, the CNL community should invest more in conducting strong user

evaluations and not to lose track of the end goal—the creation of more user

friendly ontology editing interfaces.

– A major question is whether a CNL is appropriate for the task? Although, in the

context of ontology authoring, CNLs like CLOnE and ACE offer an attractive

alternative to ontology editors, we argue that a CNL is not a panacea for formal

knowledge engineering. We argue that for these scenarios, there should be a pre-

existing use case for a human orientated CNL, in other words a restricted

vocabulary or syntax for a technical domain either legal, clinical or aeronautics

such as ASD Simplified Technical English.11 Without such a use case (despite it

11 http://www.asd-ste100.org/.
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being possible to adapt a human-orientated CNL to a machine processable

CNL), there would be little incentive for users to interact with it. Factors to be

taken into account when designing CNLs include, the knowledge creation task

complexity, target user (specialist or non expert), the domain (open or specific),

available corpora, sample texts, pre-existing language resources or vocabularies,

ontologies, multilingualism, requirements for language generation capabilities,

and finally, availability of an NLP engineer or computational linguist for

development of general purpose CNLs.

– Other issues include whether to adopt a shallow or deeper NLP approach?

CLOnE and RABBIT (Hart et al. 2008) are based on a suite of shallow linguistic

analysis tools while Grammatical Framework (GF) and Attempto Controlled

English (ACE) are more lexicalised. Furthermore, they are both more powerful

with respect to knowledge modelling. Both GF and ACE are bidirectional,

which is extremely useful for surface realisation. In addition, GF, which is based

on the functional language paradigm, has an exhaustive bank of application

grammars for multiple languages. ACE on the other hand is ‘‘logic-based’’ and

has built-in discourse representation structures which are ‘‘unification-based’’.

However, both RABBIT and CLOnE, respectively, as GATE applications, have

a number of semantic web and linked data processing resources available as

GATE resources (Cunningham et al. 2002). In summary, deciding on what CNL

or tools to use depends very much on the complexity of both the knowledge

creation task and the language modelling task of the CNL as well as the target

knowledge representation language and whether there is a need to reuse existing

ontologies or vocabularies.

– As research into CNLs has been invigorated to a certain degree by the semantic

web initiative, semantic web researchers with an interest in CNLs, should

observe lessons learned by previous work in designing CNLs. Corpus analysis

and empirical approaches should be a necessary step when designing a CNL

(Grover et al. 2000).
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