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Abstract This paper describes the preparation, recording, analyzing, and evaluation

of a new speech corpus for Modern Standard Arabic (MSA). The speech corpus

contains a total of 415 sentences recorded by 40 (20 male and 20 female) Arabic

native speakers from 11 different Arab countries representing three major regions

(Levant, Gulf, and Africa). Three hundred and sixty seven sentences are considered as

phonetically rich and balanced, which are used for training Arabic Automatic Speech

Recognition (ASR) systems. The rich characteristic is in the sense that it must contain

all phonemes of Arabic language, whereas the balanced characteristic is in the sense

that it must preserve the phonetic distribution of Arabic language. The remaining 48

sentences are created for testing purposes, which are mostly foreign to the training
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sentences and there are hardly any similarities in words. In order to evaluate the

speech corpus, Arabic ASR systems were developed using the Carnegie Mellon

University (CMU) Sphinx 3 tools at both training and testing/decoding levels. The

speech engine uses 3-emitting state Hidden Markov Models (HMM) for tri-phone

based acoustic models. Based on experimental analysis of about 8 h of training speech

data, the acoustic model is best using continuous observation’s probability model of

16 Gaussian mixture distributions and the state distributions were tied to 500 senones.

The language model contains uni-grams, bi-grams, and tri-grams. For same speakers

with different sentences, Arabic ASR systems obtained average Word Error Rate

(WER) of 9.70%. For different speakers with same sentences, Arabic ASR systems

obtained average WER of 4.58%, whereas for different speakers with different

sentences, Arabic ASR systems obtained average WER of 12.39%.

Keywords Modern Standard Arabic · Speech corpus · Text corpus ·

Phonetically rich · Phonetically balanced · Automatic continuous speech recognition

1 Introduction

Arabic language is the largest Semitic language still in existence and one of the six

official languages of the United Nations (UN). The number of first language

speakers of Arabic exceeds 250 million, whereas the number of second language

speakers can reach four times the number of first language speakers. It is the official

language in 21 countries situated in Levant, Gulf, and Africa. Arabic language is

ranked as fourth after Mandarin, Spanish and English in terms of the number of first

language speakers (Elmahdy et al. 2009).

According to Elmahdy et al. (2009), Arabic language consists of three main

forms, each of which has distinct characteristics. These forms are (1) Classical

Arabic (CA), (2) Modern Standard Arabic (MSA), and (3) Colloquial or Dialectal

Arabic (DA). Al-Sulaiti and Atwell (2006) believe that there is another form

of Arabic language they referred to as Educated Spoken Arabic (ESA), which is

considered as a hybrid form that derives its features from both the standard and

dialectal forms, and is mainly used by educated speakers.

Being the most formal and standard form of Arabic, CA can be found in the

Qur’an, religious instructions of Islam, and classical literature. These scripts have

full diacritical marks, therefore, Arabic phonetics are completely represented

(Elmahdy et al. 2009).

MSA is the current formal linguistic standard of Arabic language, which is

widely taught in schools and universities, often used in the office, the media,

newspapers, formal speeches, courtrooms, and any kind of formal communication

(Elmahdy et al. 2009; Alotaibi and Meftah 2010). As classified by Elmahdy et al.

(2009), MSA is the only acceptable form of Arabic language for all native speakers,

where its spoken form can be understood by all native speakers.

According to Habash (2010), there is a tight relationship between CA and MSA,

where the latter is syntactically, morphologically, and phonologically based on the

earlier. However, MSA is lexically more modernized version of CA.
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Although almost all written Arabic resources use MSA, diacritical marks are

mostly omitted and readers must infer missing diacritical marks from the context

(Elmahdy et al. 2009; Alotaibi and Meftah 2010). However, the issue of

diacritization has been studied, where diacritics are derived automatically when

they are manually unavailable (Vergyri and Kirchhoff 2004). Many software

companies such as Sakhr, Apptek, and others also provide commercial software

products for automatic diacritization of Arabic scripts.

Similar to CA, MSA scripts contain 34 basic sounds (28 original consonants and

6 vowels) as agreed by most Arabic language researchers. However, Elmahdy et al.

(2009) have gone further to include 4 additional sounds, which they consider as

foreign and rare consonants. As a result, a total of 38 sounds are introduced.

Since MSA is the only acceptable form of Arabic language for all native speakers

(Elmahdy et al. 2009), it became the main focus of current Arabic ASR research

efforts. However, previous Arabic ASR research efforts were directed towards DA

serving a specific cluster of the Arabic native speakers (Kirchhoff et al. 2003).

DA is the natural spoken language in everyday life. It varies from one country to

another and includes the daily spoken Arabic, which deviates from the standard

Arabic and sometimes more than one dialect can be found within a country. From

writing and publishing perspectives, DA is not used as a standard form of Arabic

language (Elmahdy et al. 2009).

Lack of spoken and written resources is one of the main issues encountered by

Arabic ASR researchers. A list of most popular (from 1986 through 2005) corpora is

provided by Al-Sulaiti and Atwell (2006) showing only 19 corpora (14 written, 2

spoken, 1 written and spoken, and 2 conversational). However, Nikkhou and

Choukri (2005) identified over 100 language resources including 25 speech corpora,

45 lexicons and dictionaries, 29 text corpora, and 1 multimodal corpus. A majority

of the available spoken and written resources are not readily available to the public

and many of them can only be obtained by purchasing from the Linguistic Data

Consortium (LDC), the European Language Resource Association (ELRA), or other

external vendors.

The need for Arabic spoken resources was surveyed by Nikkhou and Choukri

(2004). This survey examined the industrial needs for Arabic language resources,

where 20 companies situated in Lebanon, Palestine, Egypt, France, and US

responded to the survey expressing the need for prepared and read Arabic spoken

resources. Some responding companies have not purchased any data claiming that

the suitable language resources were either not available, or the available resources

were too expensive and did not meet standard quality requirements. They also

reported that the available resources were lacking in various aspects covering

adaptability, reusability, quality, coverage, and adequate information types.

Nikkhou and Choukri (2005) conducted a complementary survey on Arabic

language resources and tools in the Mediterranean countries. This survey targeted

players of Arabic language technologies in academia and industry, where a total of

55 respondents were received (36 institutions and 19 individual experts) represent-

ing 15 countries located in North Africa, Near and Middle East, Europe, and North

America. The respondents insisted on the need for Arabic language resources for

both MSA and DA. They also emphasized on the importance of automatic Arabic
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large-vocabulary (dictation) speech recognition systems for office environment, and

Arabic speech understanding and synthesis.

The two surveys conducted by Nikkhou and Choukri (2004 and 2005) not only

showed the need for language resources for MSA within the Arab world, but also

beyond that covering many western countries.

The available spoken corpora for Arabic language such as OrienTel (Siemund

et al. 2002), NEMLAR broadcast news speech corpus (ELRA 2005), and many

others were mainly collected from broadcast news (radios and televisions), and

telephone conversations. Broadcast news corpora are widely used in many recent

ASR research efforts not only for its central interest and broad vocabulary coverage,

but also for its abundant availability. However, according to Cieri et al. (2006),

systems developed using broadcast news corpora may lack generality, because this

kind of data may not provide adequate variability among speakers and broadcast

conditions since they are collected from a single source or small number of sources.

On the other hand, with the spread of telephones, conversational corpora collection

from samples (not necessarily local) in the population is now possible. Therefore,

variability among speakers is somewhat improved. However, the telephone-based

collection of data is a limited solution, because of its quality and variation

characteristics of telephone networks and handsets.

Cieri et al. (2006) stated that sampling of subjects and the loss of their anonymity

are the two major risks for linguistic data collection. They also asserted that

language resources need to cover important categories related to gender, age,

region, class, education, occupation, and others in order to provide an adequate

representation of the subjects.

The relationship between the written and spoken forms of the language resources

is essential to be addressed since both forms are required for various applications

especially ASR research. Many of the available Arabic spoken resources are

collected prior to having the written form. In such resources, the written form is

produced as a result to what has been collected in the spoken form. According to

Alansary et al. (2007), the coverage of any corpora cannot contain complete

information about all aspects of language lexicon and grammar due to the limited

written training data and therefore inadequate spoken training data.

From the investigation of linguistic characterization of speech and writing

(Parkinson and Farwaneh 2003), writing is more structurally complex and elaborate,

more explicit, and more organized and planned than speech. These differences

generally lead to the approach that the written form of the corpora needs to be

created prior to producing and recording the spoken form. Therefore, linguists and

phoneticians carefully produce written corpora before handing them to speech

recording specialists for recording purposes.

In the past few years, a lot of effort has been devoted to the design and

development of speech corpora for different languages. These efforts have

addressed the relationship between the written and spoken forms of the corpora,

and gave more emphasis to designing quality written form that embeds the

language’s phonetic knowledge prior to collecting the spoken form. According to

Uraga and Gamboa (2004), speakers would have their own speaking style; however,

their speech of the same language has the same phonological structure. Therefore,
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the phonological level of the language is selected to design phonetically rich and

balanced text and speech corpora for many languages.

Creating phonetically rich and balanced text corpora requires selecting a set of

phonetically rich words, which are combined together to produce sentences and

phrases. These sentences and phrases are verified and checked for balanced phonetic

distribution. Some of these sentences and phrases might be deleted and/or replaced

by others in order to achieve an adequate phonetic distribution (Pineda et al. 2004).

Such text corpora are then recorded in order to produce phonetically rich and

balanced speech corpora.

This approach has been adopted in languages such as English (Garofolo et al.

1993; Black and Tokuda 2005; D’Arcy and Russell 2008), Mandarin (Chou and

Tseng 1999; Liang et al. 2003), Spanish (Uraga and Gamboa 2004), and Korean

(Hong et al. 2008).

Based on literature investigation, our research work provides Arabic language

resources that meet academia and industrial expectations and recommendations.

The phonetically rich and balanced Arabic speech corpus is developed in order to

provide a state-of-the-art spoken corpus that bridges the gap between currently

available Arabic spoken resources and the research community expectations and

recommendations. The following motivational factors and speech corpus charac-

teristics were considered for developing our spoken corpus:

1. MSA is the only acceptable form of Arabic language for all native speakers and

is highly demanded for Arabic language research; therefore, our speech corpus

is based on MSA form.

2. The newly developed Arabic speech corpus is prepared in a high quality and

specialized sound-attenuated studio, which suits a wide horizon of systems

especially for office environment as recommended by Nikkhou and Choukri

(2005).

3. The speech corpus is designed in a way that would serve any Arabic ASR

system regardless of its domain. It focuses on the presence of Arabic phonemes

as much as possible using the least possible Arabic words and sentences based

on phonetically rich and balanced speech corpus approach.

4. The availability of a phonetically rich and balanced text corpus developed in

(Alghamdi et al. 1997, 2003). Further details are provided in Sect. 3.

5. The opportunity to explore differences of speech patterns between Arabic

native speakers from 11 different countries representing the three major regions

(Levant, Gulf, and Africa) in the Arab world.

6. The need for prepared and read Arabic spoken resources as illustrated in

Nikkhou and Choukri (2004) is also considered. Companies did not show

interest in Arabic telephone and broadcast news spoken data. Therefore, this

phonetically rich and balanced Arabic speech corpus provides neither telephone

nor broadcast news spoken resources. It is a prepared and read Arabic spoken

corpus.

The following section, Sect. 2, provides a statistical analysis and description of

the text and speech corpora. Implementation requirements for developing the Arabic

automatic continuous speech recognition system are presented in Sect. 3. Section 4
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emphasizes on the testing and evaluation of the text and speech corpora using the

developed Arabic automatic continuous speech recognition system. Conclusions are

finally presented in Sect. 5.

2 Statistical analysis and description of the text and speech corpora

In order to produce a robust speaker-independent, continuous, and automatic Arabic

speech recognizer, a set of speech recordings that are rich and balanced is required.

The rich characteristic is in the sense that it must contain all phonemes of Arabic

language, whereas the balanced characteristic is in the sense that it must preserve

the phonetic distribution of Arabic language. This set of speech recordings must be

based on a proper written set of sentences and phrases created by experts. Therefore,

it is crucial to create a high quality written (text) set of the sentences and phrases

before recording them.

2.1 Phonetically rich and balanced text corpus

As stated earlier, creating phonetically rich and balanced text corpus requires the

presence of phonetically rich words that are used to form sentences and phrases,

which are verified for balanced phonetic distribution.

King Abdulaziz City of Science and Technology (KACST) created a database for

Arabic language phonemes. The purpose of this work was to create a list of the least

number of phonetically rich Arabic words. As a result, a list of 663 phonetically rich

words containing all Arabic phonemes based on Arabic phonotactic rules was

produced. This work is the backbone for creating individual sentences and phrases,

which can be used for Arabic ASR and text-to-speech (TTS) synthesis applications.

The list of 663 phonetically rich words was created based on the following

characteristics and guidelines (Alghamdi et al. 1997):

● Cover all Arabic phonemes which must be balanced so as to be close in

frequency as possible.

● Contain all phonotactic rules of Arabic, which means coverage of all Arabic

phoneme clusters.

● The presence of the least possible number of words so that the list does not

contain a single word whose goal of existence is achieved by another word in the

same list.

● To be of words in circulation and use as far as possible.

Based on the above characteristics and guidelines, two specialized linguists
manually prepared a list of about 7,000 words. It was difficult to know all
covered Arabic phoneme clusters while writing the list; therefore, the list had to
be this huge. At this stage, a linguist might have written a word in the list in
order to achieve a certain phonotactic rule of Arabic, and also have written
another word to achieve another phonotactic rule of Arabic, while a single word
could have achieved both phonotactic rules of Arabic. For example, the linguist
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could have written the word ( مٌولعم ) in order to cover the phonotactic rule
(Presence of Two Consonants) in this case the two consonants are /ع/ and ,/ل/ and
also have written the word ( لٌولسم ) in order to cover another phonotactic rule
(Presence of a Consonant followed by a Vowel) in this case the consonant /ل/ and
the vowel / ـُـُ /. It is noticed that the word ( مٌولعم ) could cover the said two
phonotactic rules.

In order to reduce such redundancies, a computer program was developed and

applied on the initial list of about 7,000 words. As a result, a list of 663 phonetically

rich words was produced, which covers all possible Arabic phonotactic rules

(Alghamdi et al. 1997).

Statistical analysis of the 663 phonetically rich words show that all Arabic

phonemes are covered in this list as illustrated in Table 1, which also shows the

number of repetitions as well as the percentage for each Arabic phoneme in the

KACST phonetically rich words database in an alphabetical order. Each Arabic

phoneme is also represented in the International Phonetic Alphabet (IPA) symbols

(Wikipedia 2011; Habash 2010). The number of repetitions is classified further to

include repetitions of the each Arabic phoneme in three places (Front, Inside, End)

of the 663 phonetically rich words.

From Table 1, it is noticed that the Arabic vowel ( ـَـ ) was repeated 609 times,
which is considered very high compared to other vowels and consonants. According
to Alghamdi et al. (1997), the Arabic vowel ( ـَـ ) has a high repetition in Arabic words
that exceeds all other Arabic phonemes, which might even reach 43% from the total
repetition of Arabic phonemes. However, the average repetition for each Arabic
phoneme for the list of 663 phonetically rich words was 82 times, if excluding the
Arabic vowel ( ـَـ ).

As an extension to Alghamdi et al. (1997) work, KACST produced a technical

report of the project “Database for Arabic Phonemes: Sentences” in Alghamdi et al.

(2003). This work aims to produce Arabic phrases and sentences that are

phonetically rich and balanced based on the previously created list of 663

phonetically rich words, which were put in phrases and sentences while taking into

consideration the following goals:

● To have the minimum word repetitions as far as possible.

● To have an average of 2–9 words in a single sentence.

● To have structurally simple sentences in order to ease readability and

pronunciation.

● To have as far as possible maximum number of rich and balanced words in a

single sentence.

● To have the minimum number of sentences.

As a result, a list of fully diacritical 367 phonetically rich and balanced sentences

was produced using 1,835 Arabic words. An average of 2 phonetically rich words

and 5 other words were used in each single sentence. Statistical analysis shows that

1,333 words were repeated once only and 99 words were repeated more than once in

the entire 367 sentences, whereas 17 words were repeated 5 times and more only.

The word ( يف ) which means (IN) in English language was repeated 65 times and that

is the maximum repetition of words.
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The main aim of this work was to produce a set of Arabic sentences that are

phonetically rich and also balanced. According to Alghamdi et al. (2003), although

this set of 367 Arabic sentences contains only 1,835 words, yet they contain all

Arabic phoneme clusters that are in line with the Arabic phonotactic rules.

Table 1 Arabic phoneme repetitions for the 663 phonetically rich words

Arabic alphabets

and vowels

IPA symbols Repetitions Total Percentage

(100%)
Front Inside End

ء ʔ 76 38 18 132 3.95

ب b 27 45 32 104 3.11

ت t 21 30 19 70 2.09

ث θ 4 30 13 47 1.40

ج dʒ 9 39 12 60 1.79

ح ħ 29 39 16 84 2.51

خ x 16 36 14 66 1.97

د d 6 38 19 63 1.88

ذ ð 5 37 6 48 1.43

ر r 36 46 53 135 4.04

ز z 4 34 10 48 1.43

س s 28 29 17 74 2.21

ش ʃ 11 32 18 61 1.82

ص sˤ 10 27 13 50 1.49

ض dˤ 11 31 10 52 1.55

ط tˤ 11 28 18 57 1.70

ظ zˤ 6 25 5 36 1.07

ع ʕ 35 34 20 89 2.66

غ ɣ 11 34 6 51 1.52

ف f 27 46 24 97 2.90

ق q 25 36 18 79 2.36

ك k 14 41 12 67 2.00

ل l 25 37 48 110 3.29

م m 77 36 53 166 4.97

ن n 40 41 39 120 3.59

ـه h 3 44 50 97 2.90

و w 21 47 14 82 2.45

ي j 74 45 17 136 4.07

ـَـ a 0 597 12 609 18.26

ـَــَ a: 0 74 21 95 2.84

ـُـ u 0 124 11 135 4.04

ـُــُ u: 0 46 5 51 1.52

ـِـ i 0 115 0 115 3.44

ـِــِ i: 0 29 19 48 1.43

Total repetitions for all Arabic phonemes and vowels 3,334 100
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This set of phonetically rich and balanced sentences can be used for training and

testing Arabic ASR engines, Arabic TTS synthesis, and many others. Any Arabic

ASR system that is based on this set of phonetically rich and balanced sentences is

expected to perform successfully against any other Arabic sentences (Alghamdi

et al. 2003). Table 2 shows three sample sentences of the 367 phonetically rich and

balanced sentences.

KACST 367 phonetically rich and balanced sentences are used for training

purposes in our experimental work, whereas a set of 48 additional sentences is

created for testing purposes. Therefore, our text corpus contains two subsets of text

data, the first is used for training purposes and the second is used for testing

purposes. Table 3 shows three sample sentences of the 48 testing sentences.

Table 4 shows the number of repetitions as well as the percentage for each Arabic

phoneme and grapheme in both the KACST 367 phonetically rich and balanced

training sentences and the 48 testing sentences sorted in an ascending order. It is

found that the Arabic vowel ( ـَـ ) is still maintained as the highest in repetition
compared to the rest of Arabic phonemes and graphemes shown in Table 4. In this
list the Arabic vowel ( ـَـ ) repetition was 18.46%, whereas it was roughly the same
percentage in the list of 663 phonetically rich words as shown in Table 1. This
indicates that almost all properties found in the list of 663 phonetically rich words are
also reflected on the list of phonetically rich and balanced training sentences and
testing sentences. This also shows that there is a high possibility that the recorded
speech corpus of the 415 sentences will maintain such properties.

After finalizing the text corpus and identifying the training and testing texts, it is

important to record this corpus and produce its spoken version. Details on our

phonetically rich and balanced speech corpus are discussed in the following

Sect. 2.2.

2.2 Phonetically rich and balanced speech corpus

Speech corpus is an important requirement for developing any ASR system. The

developed corpus contains recordings of 415 Arabic sentences. 367 written

phonetically rich and balanced sentences were developed by KACST and were

recorded and used for training the acoustic models. For testing the acoustic models,

48 additional sentences representing Arabic proverbs were created by an Arabic

language specialist for the purpose of our corpus.

Table 2 Samples of the

phonetically rich and balanced

sentences

Sample 1

Sample 2

Sample 3

Table 3 Samples of the testing

sentences
Sample 1

Sample 2

Sample 3
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Table 4 Arabic phonemes and graphemes repetitions for the 367 phonetically rich and balanced training

sentences and the 48 testing sentences

Arabic phonemes

and graphemes

IPA symbols Repetitions Percentage (%)

Training
sentences

Testing
sentences

Total

ؤ ʔ 8 2 10 0.07

آ ʔ 11 1 12 0.08

ئ ʔ 19 0 19 0.13

ـَــَ a: 34 14 48 0.32

ء ʔ 45 10 55 0.37

ظ zˤ 54 6 60 0.40

ـِــِ i 59 6 65 0.44

إ ʔ 57 16 73 0.49

ى a 79 5 84 0.57

غ ɣ 75 11 86 0.58

ث θ 80 6 86 0.58

ز z 78 10 88 0.59

ض dˤ 96 7 103 0.69

ـُــُ u: 93 19 112 0.75

ذ ð 108 7 115 0.77

خ x 104 19 123 0.83

ص sˤ 108 17 125 0.84

ط tˤ 113 22 135 0.91

ة t 118 23 141 0.95

ش ʃ 133 12 145 0.98

ج dʒ 162 17 179 1.21

ك k 165 26 191 1.29

ق q 173 19 192 1.29

ح ħ 195 24 219 1.47

س s 186 39 225 1.51

ت t 205 31 236 1.59

أ ʔ 203 44 247 1.66

د d 219 41 260 1.75

ـه h 246 27 273 1.84

ف f 251 31 282 1.90

ع ʕ 280 33 313 2.11

و w 295 45 340 2.29

ب b 370 58 428 2.88

ر r 393 63 456 3.07

ن n 421 72 493 3.32

م m 479 75 554 3.73

ي j 552 56 608 4.09

ـُـ u 910 119 1,029 6.93

ل l 1,037 149 1,186 7.98
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The motivation behind the creation of our phonetically rich and balanced speech

corpus was to provide large amounts of high quality recordings of MSA suitable for

the design and development of any speaker-independent, continuous, and automatic

Arabic ASR system. The uniqueness of our speech corpus can be characterized as

follows:

● It contains large amounts of MSA speech.

● It contains the phonetic transcription of all recorded speech.

● It contains high quality recordings captured using specialized equipments

located in a sound-attenuated studio.

● It contains speech recordings that can be used for training as well as testing any

Arabic speech based system.

● It contains speech from 40 (20 male and 20 female) native speakers having

different characteristics and variabilities.

● It contains speech from native speakers from 11 Arab countries representing the

three major regions (Levant, Gulf and Africa). The minimum number of

speakers was 11 for Gulf, followed by 14 and 15 speakers for Africa and Levant,

respectively. This allows researchers to study within country and region

variability.

● It contains large amounts of data for every speaker. An average of 1 h ready to

use speech recordings was captured in order to allow researchers to study within

speaker variability.

2.2.1 Speech corpus participants

The phonetically rich and balanced Arabic speech corpus was initiated in March

2009. Although participants were selected based on their interest to join this work,

speakers were indirectly selected based on predetermined characteristics as follows:

● They have a fair distribution of gender and age.

● Their current professions vary.

● They have a mixture of educational backgrounds with a minimum of high school

certification. This is important to secure an efficient reading ability of the

participants.

● They belong to various native Arabic speaking countries.

Table 4 continued

Arabic phonemes
and graphemes

IPA symbols Repetitions Percentage (%)

Training
sentences

Testing
sentences

Total

ا a: 1,023 181 1,204 8.11

ـِـ i 1,333 178 1,511 10.17

ـَـ a 2,337 405 2,742 18.46

Total repetitions 12,907 1,946 14,853 100
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● They belong to any of the three major regions where Arabic native speakers

mostly live (Levant, Gulf, and Africa). This is important to produce a

comprehensive speech corpus that can be used by all Arabic language research

community.

As a result, speech recordings of 40 speakers were collected. Table 5 shows the

distribution of the 40 speakers according to region, country, and gender, whereas

Table 6 shows that speakers are divided into two main age groups.

A complete list of the selected speakers is summarized in Table 7, which shows

the assigned Speaker ID, and the corresponding gender, age, age category, current

profession, educational background, country, and region of each participant. The

abbreviations (U.), (S.), and (M.) in the current profession column refer to

(University), (School), and (Medical), respectively.

2.2.2 Speech corpus recording set-up

Recording sessions were conducted in a sound-attenuated studio shown in Fig. 1.

Participants were asked to complete their recordings in one session. However, some

participants exceeded one session and completed their recordings in 2–3 sessions

Table 5 Speakers’ region, country, and gender distribution

Region Country Gender Total Total/region Ratio/region (%)

Male Female

Levant Jordan 8 4 12 15 37.50

Palestine 2 – 2

Syria 1 – 1

Gulf Iraq – 4 4 11 27.50

Saudi Arabia – 3 3

Yemen – 3 3

Oman – 1 1

Africa Sudan 3 3 6 14 35.00

Algeria 3 2 5

Egypt 2 – 2

Morocco 1 – 1

Total 20 20 40 40 100

Total (%) 50 50 100 100

Table 6 Speakers’ age and gender distribution

No Age category Gender Total

Male Female

1 Less than 30 years 6 14 20

2 30 Years and above 14 6 20

Total 20 20 40
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Table 7 Summary of the selected speakers’ details

Speaker ID Gender Age Age

category

Current

profession

Educational

background

Country Region

SP01 Female 19 \30 Student High school Yemen Gulf

SP02 Male 53 ≥30 U. Lecturer Master Sudan Africa

SP03 Male 32 ≥30 Student Master Algeria Africa

SP04 Female 28 \30 Student Bachelor Algeria Africa

SP05 Female 23 \30 Student Bachelor Yemen Gulf

SP06 Female 20 \30 Student High school Yemen Gulf

SP07 Male 35 ≥30 Student Master Jordan Levant

SP08 Female 25 \30 Student Bachelor Jordan Levant

SP09 Female 18 \30 Student High school Sudan Africa

SP10 Male 57 ≥30 U. Lecturer PhD Egypt Africa

SP11 Female 24 \30 Student Bachelor Saudi Gulf

SP12 Female 25 \30 Student Bachelor Saudi Gulf

SP13 Male 53 ≥30 U. Lecturer Master Sudan Africa

SP14 Male 30 ≥30 Student Bachelor Jordan Levant

SP15 Male 27 \30 Student Bachelor Jordan Levant

SP16 Male 20 \30 Student High school Palestine Levant

SP17 Male 38 ≥30 Student Master Jordan Levant

SP18 Female 30 ≥30 S. Teacher Master Jordan Levant

SP19 Male 29 \30 Student Bachelor Algeria Africa

SP20 Female 27 \30 Student Master Jordan Levant

SP21 Male 58 ≥30 U. Lecturer PhD Jordan Levant

SP22 Male 49 ≥30 U. Lecturer Master Egypt Africa

SP23 Male 58 ≥30 U. Lecturer Master Sudan Africa

SP24 Male 27 \30 Student Bachelor Syria Levant

SP25 Male 21 \30 Student High school Palestine Levant

SP26 Female 25 \30 Student Bachelor Saudi Gulf

SP27 Male 35 ≥30 Student Master Jordan Levant

SP28 Male 30 ≥30 Student Master Algeria Africa

SP29 Female 21 \30 Student High school Sudan Africa

SP30 Female 66 ≥30 S. Teacher Bachelor Iraq Gulf

SP31 Female 46 ≥30 Student Master Iraq Gulf

SP32 Female 34 ≥30 Student Bachelor Iraq Gulf

SP33 Female 42 ≥30 U. Lecturer PhD Algeria Africa

SP34 Female 25 \30 M. Doctor Bachelor Iraq Gulf

SP35 Male 35 ≥30 U. Lecturer Master Morocco Africa

SP36 Male 61 ≥30 U. Lecturer PhD Jordan Levant

SP37 Male 29 \30 Student Master Jordan Levant

SP38 Female 28 \30 Student Bachelor Oman Gulf

SP39 Female 19 \30 Student High school Jordan Levant

SP40 Female 30 ≥30 Student Bachelor Sudan Africa
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due to scheduling reasons. Participants were asked to read the 415 sentences

prepared for this task. Each sentence was recorded at least twice depending on the

participant’s reading ability and quality. Some participants had to utter sentences for

10 times due to pronunciation deficiencies and mistakes.

Participants had to use headsets in order to listen to the instructor’s comments,

announcements, and directions. The instructor is located in a different control room

separated by glassed window. However, the instructor and participants can see each

other.

Participants were allowed to stop at any point of time for short rests. They were

also allowed to ask or talk to the instructor for relevant and irrelevant topics. At

times they used to laugh, cough, and sneeze.

Recording sessions were conducted in a sound-attenuated studio room. Speakers

used the SHURE SM58 wired unidirectional dynamic microphone to utter the

recordings. They also used the Beyerdynamic DT 231 Headphone in order to listen

to instructions from the recording specialist. In addition, the YAMAHA 01V 96

Version 2 (Digital Audio Mixer) was used. In terms of software, Sony Sound Forge

8 was used on a normal Personal Computer (PC) located in the studio with Windows

XP in order to record the utterances from the speakers. Default recording attributes

were initially used as shown in Table 8.

These recording attributes were then converted at a later stage to be used for

developing ASR applications as shown in Table 9 using features provided by Sony

Sound Forge 8. AMatlab programwas also developed in order to assure the converted

attributes are achieved. It is important to highlight that converting from 2 channels

(Stereo) to 1 channel (Mono) does not affect the utterances since the second channel

does not have any important information. Therefore, this conversion does not make

the utterances lose anything and it is meant to meet standards of ASR applications.

2.2.3 Speech corpus preparation and pre-processing

In order to use our phonetically rich and balanced speech corpus for training and

testing Arabic ASR systems, a number of Matlab programs were developed in order

Fig. 1 Sound-attenuated studio
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to produce a ready to use speech corpus. These Matlab programs were developed for

the purpose of (1) Automatic Arabic speech segmentation, (2) Parameters

conversion of speech data, (3) Directory structure and sound filenames convention,

and (4) Automatic generation of training and testing transcription files. Manual

classification and validation of the correct speech data were conducted with great

care and precision. This process was very crucial in order to ensure and validate the

pronunciation correctness of the speech utterances before using them in training the

system’s acoustic model (Abushariah et al. 2010a).

During the recording sessions, speakers were asked to utter the 415 sentences

sequentially starting with training sentences followed by testing sentences.

Recordings for a single speaker were saved into one “.wav” file and sometimes

up to three “.wav” files depending on the number of sessions the speaker spent to

finish recording the 415 sentences. It is time consuming to save every single

recording once uttered. Therefore, there was a need to segment these bigger “.wav”

files into smaller ones each having a single recording of a single sentence.

We developed a Matlab program that has two functions. The first function “read.

m” reads the original bigger “.wav” files, identifies the starting and ending points for

each sentence utterance, generates a text “segments.txt” file that automatically

assigns a name for each utterance and concatenates the name with the corresponding

starting and ending points. Whereas the second function “segment.m” reads the

automatically generated text file “segments.txt” and compares it with the original

bigger “.wav” file, it then segments the bigger “.wav” file based on starting and

ending points read from “segments.txt” into smaller “.wav” files carrying the same

name as identified in “segments.txt”. All those smaller “.wav” files are then saved

into a single directory.

It is worth mentioning that the developed Matlab program considers silence as

the main factor for segmentation. Some speakers used to record slower than others;

therefore, the silence allowed variable was fixed on an individual basis. However,

the silence allowed variable for a majority of speakers was fixed to half a second.

The second Matlab program was developed re-sample the sampling rate from

44,100 into 16,000 Hz and to convert number of channels from 2 into 1, which are

used in most ASR research.

Table 8 Initial recording

attributes
Recording attribute Value

Sampling rate (Hz) 44,100

Bit-depth (bits) 16

Channels 2 (Stereo)

Table 9 Converted recording

attributes for speech recognition

tasks

Recording attribute Value

Sampling rate (Hz) 16,000

Bit-depth (bits) 16

Channels 1 (Mono)
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In addition, each speaker has a single folder that contains three sub-folders

namely “Training Sentences”, “Testing Sentences”, and “Others”. “Training

Sentences” sub-folder contains 367 sub-folders representing the 367 training

sentences, whereas “Testing Sentences” sub-folder contains 48 sub-folders repre-

senting the 48 testing sentences. The sub-folder “Others” contains out of content

utterances for each speaker. Each sentence sub-folder contains two other sub-folders

namely “Correct” and “Wrong”. Utterances classified under the sub-folder

“Correct” are the ones used for further pre-processing steps. Therefore, a Matlab

program was developed in order to read the correctly classified utterances from all

speakers and assigns them unique filenames. It also separates training utterances

from testing utterances by producing two main folders namely “Training” and

“Testing”. The “Training” folder contains all correctly classified utterances for the

367 training sentences for all speakers, whereas the “Testing” folder contains all

correctly classified utterances for the 48 testing sentences for all speakers with

unique filenames. Filenames follow the following formats:

SpeakerID SentenceType SentenceNo SequenceNo

This Matlab progam also produces two corresponding transcription files asso-

ciated with the utterance file_ID namely “Training.transcription” and “Testing.

transcription” for all utterances produced in the two output folders. It also outputs

two file_IDs files namely “Training.fileids” and “Testing.fileids”.

After finalizing the ready-to-use speech and text corpora, an open source
concordance tool (aConCorde) developed by the School of Computing at University
of Leeds for analyzing Arabic text corpora was deployed (Roberts et al. 2006).
Statistical analysis of the transcription file associated with the final ready-to-use
speech corpus shows that the minimum repetition of words is 87 in examples like the
words ( ىأَرَ ) and ( مٍلاحْأَ ) which mean (saw) and (dreams), respectively. The word ( يف )
which means (in) in English language is still considered as the maximum repeated
word and is repeated 7,310 times. In addition, only 12 out of the 1,626 unique words
are repeated between 1,001 and 7,500 times, whereas 111 words are repeated
between 200 and 1,000 times. Therefore, 1,503 unique words are repeated between
87 and 199 times, which indicates that the word has been recorded in an average of
2–5 times from each of the 40 speakers.

After finalizing the ready to use speech corpus, statistical analysis was conducted

and summarized in Table 10. It is important to highlight that the number of unique

words if both training and testing sentences are combined together in one

transcription file is 1,626 words. However, if training and testing sentences have

been divided into two transcription files, it is found that the number of unique words

are 1,422 and 241 for training and testing sentences, respectively, which sum to

1,663 words. The difference between 1,663 and 1,626 is 37 words, which comprise

the similar words between training and testing sentences. As a result, testing

sentences are mostly foreign to the training sentences and there are hardly any

similarities in words.

Table 11 shows the number of repetitions as well as the percentage for each Arabic
phoneme and grapheme in the final transcription file of the speech corpus sorted in an

616 M. A. M. Abushariah et al.

123



ascending order. It is found that the Arabic vowel ( ـَـ ) is still maintained as the highest
in repetition compared to the rest of Arabic phonemes and graphemes similar to what
was shown earlier in Table 4.

It is vital to emphasize the concept of phonetically rich and balanced approach.
The rich characteristic is in the sense that it must contain all phonemes of Arabic
language, whereas the balanced characteristic is in the sense that it must preserve the
phonetic distribution of Arabic language. It is noticed that all Arabic phonemes are
covered in the 367 phonetically rich and balanced sentences; and therefore, it is a
phonetically rich corpus. On the other hand, the phonetically balanced aspect does
not mean that the Arabic phonemes must have equal number of occurrences in the
corpus. Instead, it must preserve the phonetic distribution of the language. To
validate this characteristic, Meeralam (2007) stated in his report that various old
Arabic linguists such as Alkindi, Ibn Dunaineer, and Ibn Adlan have classified the
occurrences of the Arabic alphabets into high, average, or low repeated. The high
repeated alphabets are seven, which make up the word ( نيهوملا ). The average repeated
alphabets are eleven, which make up the following three words ( جحقسدكبتفعر ).
Finally the low repeated alphabets are ten, which are the first alphabet of each word
of the following poetry ( ايواذابصتبشىنضفوخايواثاروزباطازغملظ ). Meeralam
(2007) also stated that the Arabic alphabets ,/ا/ and /ل/ are the most frequently used
alphabets, whereas the Arabic alphabets ,/ظ/ and /غ/ are the least frequently used

Table 10 Statistical analysis of the phonetically rich and balanced speech corpus

Criteria Training sentences Testing sentences Total

No. of sentences 367 sentences 48 sentences 415 sentences

Number of unique words based

on training and testing

sentences in isolated

transcription files

1,422 words 241 words 1,663 words

Number of unique words based

on training and testing

sentences in combined

transcription file

– – 1,626 Words

Total frequencies of words in the

transcription file

198,426 words 31,172 words 229,598 words

No. of utterances (.wav) sound

files

40,025 utterances 5,469 utterances 45,494 utterances

Average no. of (.wav) sound

files/sentence

109 sound files/sentence 114 sound files/sentence –

Size of utterances (.wav) sound

files (GB)

4.72 0.72 5.44

Size of feature extracted

utterances (.mfc) files (MB)

849 129 978

Duration of utterances (.wav)

sound files (h)

43.20 6.63 49.83

Average duration/sentence 7.06 minutes/sentence 8.29 minutes/sentence –

Average duration/utterance

(.wav) sound file

3.89 seconds/utterance 4.36 seconds/utterance –
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Table 11 Arabic phonemes and graphemes repetitions for the final transcription (training and testing)

files associated with the speech corpus

Arabic phonemes

and graphemes

IPA symbols Repetitions Percentage (%)

Training
sentences

Testing
sentences

Total

ؤ ʔ 895 258 1,153 0.07

آ ʔ 1,201 95 1,296 0.08

ئ ʔ 2,011 0 2,011 0.12

ـَــَ a: 3,811 1,596 5,407 0.33

ء ʔ 4,965 1,166 6,131 0.38

ظ zˤ 5,835 664 6,499 0.40

ـِــِ i 6,351 743 7,094 0.43

إ ʔ 6,155 1,798 7,953 0.49

ى a: 8,627 593 9,220 0.57

غ ɣ 8,094 1,246 9,340 0.57

ث θ 8,784 644 9,428 0.58

ز z 8,655 1,102 9,757 0.60

ض dˤ 10,439 751 11,190 0.69

ـُــُ u: 10,076 2,133 12,209 0.75

ذ ð 11,627 805 12,432 0.76

ص sˤ 11,780 1,861 13,641 0.84

خ x 11,581 2,220 13,801 0.85

ط tˤ 12,500 2,484 14,984 0.92

ة t 12,699 2,700 15,399 0.94

ش ʃ 14,485 1,340 15,825 0.97

ج dʒ 17,859 1,866 19,725 1.21

ك k 18,017 2,904 20,921 1.28

ق q 19,170 2,065 21,235 1.30

ح ħ 21,303 2,681 23,984 1.47

س s 20,549 4,466 25,015 1.53

ت t 22,627 3,710 26,337 1.61

أ ʔ 21,730 4,962 26,692 1.64

د d 24,007 4,514 28,521 1.75

ـه h 26,918 3,006 29,924 1.83

ف f 27,293 3,540 30,833 1.89

ع ʕ 30,765 3,752 34,517 2.12

و w 32,182 5,317 37,499 2.30

ب b 40,482 6,527 47,009 2.88

ر r 43,274 7,143 50,417 3.09

ن n 45,993 8,226 54,219 3.32

م m 52,364 8,563 60,927 3.73

ي j 60,753 6,337 67,090 4.11

ـُـ u 100,118 13,578 113,696 6.97

ل l 113,242 16,783 130,025 7.97

618 M. A. M. Abushariah et al.

123



alphabets. Another study of Arabic letter frequency analysis conducted byMadi (2010)
using an Arabic letter and word frequency analyzer known as ‘Intellyze’ is referred.
This study used sources adding up to 3,378 pages, generating 1,297,259 words,
or, 5,122,132 letters. The letter frequency distribution for this data shows that
the Arabic letters
have the most frequency among all, whereas the Arabic letters

are least frequent
letters. In other studies, this analysis is roughly the same. Therefore, the corpus is
considered phonetically balanced when it meets and preserves such phonetic
distribution. In the analysis of the phonetically rich and balanced text and speech
corpora as illustrated in Tables 4 and 11, this phonetic distribution is preserved and
establishes the phonetically balanced corpora.

3 Arabic automatic continuous speech recognition system

This section describes the major implementation requirements and components for

developing the Arabic automatic speech recognition system namely feature

extraction, Arabic phonetic dictionary, the acoustic model training, and the

statistical language model training, which are clearly shown in Fig. 2 (Abushariah

et al. 2010b, c, d, 2011).

The decoder is then used once all implementation requirements are achieved. It

takes the new input features converted at the feature extraction stage, the search

graph, the trained acoustic model, the trained language model, and the phonetic

dictionary in order to recognize the speech in the features. A brief description of

each component is discussed in the following sub-sections.

3.1 Feature extraction

Feature extraction, also referred to as front end component, is the initial stage of any

ASR system that converts speech inputs into feature vectors in order to be used for

training and testing the speech recognizer. The dominating feature extraction

technique known as Mel-Frequency Cepstral Coefficients (MFCC) was applied to

extract features from the set of spoken utterances. The MFCC is also used in CMU

Sphinx 3 tools (Chan et al. 2007) as the main feature extraction technique. As a

result, a feature vector that represents unique characteristics of each recorded

Table 11 continued

Arabic phonemes

and graphemes

IPA symbols Repetitions Percentage (%)

Training
sentences

Testing
sentences

Total

ا a: 111,233 20,305 131,538 8.06

ـِـ i 145,523 20,248 165,771 10.16

ـَـ a 255,130 45,770 300,900 18.44

Total repetitions 1,411,103 220,462 1,631,565 100
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utterance is produced, which is considered as an input to the classification

component (Abu Shariah et al. 2007).

3.2 Arabic phonetic dictionary

The phoneme pronunciation dictionary serves as an intermediary link between the

acoustic model and the language model in all ASR systems. A rule-based approach

to automatically generate a phonetic dictionary for a given transcription was used. A

detailed description of the development of this Arabic phonetic dictionary can be

found in the work of Ali et al. (2008). Arabic pronunciation follows certain rules

and patterns when the text is fully diacritized. A detailed description of these rules

and patterns can be found in the work of Elshafei (1991).

In this work, the transcription file contains 2,110 words and the vocabulary list

contains 1,626 unique words. The number of pronunciations in the developed

phonetic dictionary is 2,482 entries. Figure 3 shows a sample of the generated pure

MSA-based phonetic dictionary, which is based on the transcription file that

combines the training and testing sentences.

3.3 Acoustic model training

The acoustic model component provides the Hidden Markov Models (HMMs) of the

Arabic tri-phones to be used in order to recognize speech. The basic HMM structure

Fig. 2 Components of Arabic automatic continuous speech recognition system

E AE: L AE: M UH

E AE: M IH N IH N

E AE: Y AE: T UH

E AE B AE D AE

E AE B IY

E AE B JH AE L AE N IY

Fig. 3 Sample of the rule-based phonetic dictionary
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known as Bakis model, has a fixed topology consisting of five states with three

emitting states for tri-phone acoustic modeling (Rabiner 1989; Bakis 1976).

In order to build a better acoustic model, CMU Sphinx 3 (Placeway et al. 1997)

uses tri-phone based acoustic modeling. Continuous Hidden Markov Models

(CHMM) technique is also supported in CMU Sphinx 3 for parametrizing the

probability distributions of the state emission probabilities. A tri-phone not only

models an individual phoneme, but it also captures distinct models from the

surrounding left and right phones.

Training the acoustic model using CMU Sphinx 3 tools requires successfully

passing through three phases. Baum-Welch re-estimation algorithm is used during

the first phase in order to estimate the transition probabilities of the Context-

Independent (CI) HMMs. Arabic basic sounds are classified into phonemes or

phones as shown in Table 6. In this work, 44 (including silence) Arabic phonemes

and phones are used. During the second phase, Arabic phonemes and phones are

further refined into Context-Dependent (CD) tri-phones. The HMM model is now

built for each tri-phone, where it has a separate model for each left and right context

for each phoneme and phone. As a result of the second phase, tri-phones are added

to the HMM set. In the Tied-States phase, the number of distributions is reduced

through combining similar state distributions (Alghamdi et al. 2009).

There are 4,705 unique tri-phones extracted from the training transcripts. The

minimum occurrence of tri-phones is 18 times for (AH: and IX:) whereas the

maximum is 456 times for (AE) as shown in Table 12.

During the development phase, a small portion of the entire speech corpus is

experimented. A total of 8,043 utterances are used resulting in about 8 h of speech

data collected from 8 (5 male and 3 female) Arabic native speakers from 6 different

Arab countries namely Jordan, Palestine, Egypt, Sudan, Algeria, and Morocco.

In order to show a fair testing and evaluation of the Arabic ASR performance, the

leave-one-out cross validation and testing approach was applied, where every round

speech data of 7 out of 8 speakers were trained and speech data of the 8th were tested.

This is also important to examine the speaker-independence of the developed systems.

Acoustic model training was divided into two stages. During the first stage, one

of the eight training data sets was used in order to identify the best combination of

Gaussian mixture distributions and number of senones. The acoustic model is

trained using continuous state probability density ranging from 2 to 64 Gaussian

mixture distributions. In addition, the state distributions were tied to different

number of senones ranging from 300 to 2,500. A total of 54 experiments were

conducted at this stage producing different results as shown in Sect. 4. During the

second stage, the best combination of Gaussian mixture distributions and number of

senones was used to train the remaining seven out of eight training data sets

(Abushariah et al. 2010b, d).

3.4 Language model training

The language model component provides the grammar used in the system. The

grammar’s complexity depends on the system to be developed. In this work, the

language model is built statistically using the CMU-Cambridge Statistical Language
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Modeling toolkit, which is based on modeling the uni-grams, bi-grams, and tri-grams

of the language for the subject text to be recognized (Clarkson and Rosenfeld 1997).

Creation of a language model consists of computing the word uni-gram counts,

which are then converted into a task vocabulary with word frequencies, generating

the bi-grams and tri-grams from the training text based on this vocabulary, and

finally converting the n-grams into a binary format language model and standard

ARPA format (Alghamdi et al. 2009). For this work, the number of uni-grams is

1,627, whereas the number of bi-grams and tri-grams is 2,083 and 2,085,

respectively (Abushariah et al. 2010b, c, d).

3.5 The decoder

This work used CMU Sphinx 3 decoder, which is based on the conventional Viterbi

search algorithm and beam search heuristics. It uses a lexical-tree search structure.

The decoder requires certain inputs and resources such as the acoustic model,

language model, phonetic dictionary, and feature vector of the unknown utterance.

The result is a recognition hypothesis, which is a single best recognition result for

each utterance processed. It is a linear word sequence, with additional attributes

such as their time segmentation and scores (Chan et al. 2007).

4 Testing and evaluation

This section presents the testing and evaluation of the Arabic automatic continuous

speech recognition system based on a small portion of our phonetically rich and

balanced speech corpus.

Table 12 Occurrences of tri-phones for each phoneme

Phone Tri-phones Phone Tri-phones Phone Tri-phones

AA 71 F 118 R 136

AA 32 GH 61 S 98

AE 456 H 89 SH 77

AE 200 HH 97 SS 75

AH 44 IH 364 T 109

AH 18 IX 57 TH 60

AI 118 IX: 18 TT 70

AW 31 IY 103 UH 342

AY 39 JH 89 UW 77

B 148 K 96 UX 57

D 104 KH 74 W 70

DD 66 L 178 Y 70

DH 58 M 137 Z 59

DH2 40 N 195 Total 4,705

E 207 Q 97
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It is important to highlight that each speaker has two kinds of recordings, training

recordings and testing recordings. Therefore, although the leave-one-out cross

validation and testing approach was adopted, those speakers used in training the

system still have their testing recordings. In other words, it is expected to see results

of three different data sets, we refer to them as (1) Data of same speakers with

different sentences, (2) Data of different speakers with same sentences, and (3) Data

of different speakers with different sentences. Data sets 1 and 3 refer to our 48

testing sentences, whereas data set 2 refers to the 367 phonetically rich and balanced

training sentences. As a result, testing sentences are totally foreign to the training

sentences and there are hardly any similarities in words. In addition, data set 1

comprises of the testing utterances collected from the same speakers used in

training. However, data sets 2 and 3 belong to the speaker who is left out in order to

examine the speaker-independence of the systems.

As stated earlier, a small portion of the newly developed speech corpus is used

for the development and evaluation of Arabic ASR systems. As a result, 8 different

data sets were used as shown in Table 13. During the first stage of training the

acoustic model, the first data set (Experiment 1) was used to identify the best

combination of Gaussian mixture distributions and number of senones.

This is important in order to examine the possibilities to utilize this corpus in

tasks such as ASR systems. The overall performance of the developed Arabic ASR

systems based on our corpus should reflect the quality of this corpus compared to

the available speech corpora especially those of broadcast news and telephone

conversation speech corpora.

4.1 Performance measures

Experimental works are evaluated using two main performance metrics known as

word recognition correctness rate and the WER. Corresponding formulas are as

follows:

WordRecognition Correctness Rate ¼ N� D� S

N
� 100% ð1Þ

Percent Accuracy ¼ N� D� S� 1

N
� 100% ð2Þ

WER ¼ 100%� Percent AccuracyOrWER ¼Dþ Sþ I

N
� 100% ð3Þ

where (N) is the total number of labels in the reference transcriptions, (D) is the

number of deletion errors, (I) is the number of insertion errors, and (S) is the number

of substitution errors.

4.2 Testing and evaluation of Arabic ASR systems

Arabic ASR systems have undergone several modifications and enhancement

approaches at both training and testing/decoding levels in order to optimize their
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performance. This section highlights our work towards producing Arabic ASR

systems with better performance based on parameters modification and enhance-

ment at the training and testing/decoding level.

4.2.1 Modifications using basic parameters at training level

For the development of Arabic ASR systems, the first data set of Experiment 1 was

used to identify the best combination of values at training level. Such values are

then applied for the rest of the experiments. As stated earlier, in order to identify the

best combination of Gaussian mixture distributions and senones at training level, 54

experiments were conducted. Each experiment has its own combination of the two

parameters.

Gaussian mixture distributions ranged from 2 to 64, whereas senones ranged

from 300 to 2,500. It is found that 16 Gaussians with 500 senones obtained the best

performance as shown in Table 14 and Fig. 4.

Figure 5 shows all combinations with their corresponding word recognition

correctness rates (%). Therefore, this work used the combination of 16 Gaussians

with 500 senones for training the acoustic model in Experiment 2 through

Experiment 8 data sets.

Based on this combination, results of the data sets identified in Table 13 are

presented in Table 15.

Table 13 Training and testing data sets

Experiment_ID Training data

size (Utterances)

Testing data size Total testing data

size (Utterances)
Same speakers Different speakers

Different

sentences

Same

sentences

Different

sentences

Experiment 1 6,379 906 678 80 1,664

Experiment 2 6,288 871 769 115 1,755

Experiment 3 5,569 755 1,488 231 2,474

Experiment 4 6,308 888 749 98 1,735

Experiment 5 6,296 889 761 97 1,747

Experiment 6 6,331 891 726 95 1,712

Experiment 7 6,219 861 838 125 1,824

Experiment 8 6,009 841 1,048 145 2,034

Table 14 Performance of Arabic ASR systems at training level

Experiment_ID Same speakers

with different

sentences

Different speakers

with same

sentences

Different speakers

with different

sentences

WER (%) WER (%) WER (%)

(Experiment 1) 10.73 6.28 13.48
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4.2.2 Modifications using basic parameters at testing/decoding level

For performance optimization, a modified version of the decoder is used in order to

identify possible combinations of Word Insertion Penalty (WIP) ranging between

0.2 and 0.7, Language Model Weight (LW) ranging between 8 and 11, and Beam

Pruning (Beam) ranging between 1.e-40 and 1.e-85 that yield a higher word

recognition correctness rate and lower WER compared to what the standard decoder

could achieve. As a result, 160 iterations of the decoder were required at this initial

stage. However, it is found that the ranges are too broad and some results are even

worse than what the standard decoder used to achieve. Therefore, the Word

Insertion Penalty (WIP) is now ranged between 0.4 and 0.7, Language Model

Weight (LW) remained the same ranging between 8 and 11, and Beam Pruning

(Beam) is fixed to be 1.e-85.

10.73

6.28

13.48

0

5

10

15

Data Set 1 Data Set 2 Data Set 3

WER (%)

WER (%)

Fig. 4 Performance of Arabic ASR systems at training level
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New optimized results of the WER are presented in Table 16. It clearly shows

that lower WER are achieved by the new modified decoder. The impact of the

modified decoder on the WER is clearly shown in Fig. 6.

4.3 Overall experimental results analysis

Based on the experimental work, it is advisable to try different combination of

parameters in order to identify the best combination that is more suitable to the data

used in order to optimize the performance.

The modified decoder used at testing level using different combination of Word

Insertion Penalty (WIP), Language Model Weight (LW), and Beam Pruning

(Beam), obtained better performance than the standard CMU Sphinx 3 decoder.

Therefore, it is important to look for the best combination of such key parameters in

Table 15 Performance of Arabic ASR systems at training level for all data sets

Experiment_ID Same speakers

with different

sentences

Different speakers

with same

sentences

Different speakers

with different

sentences

WER (%) WER (%) WER (%)

Experiment 1 10.73 6.28 13.48

Experiment 2 11.96 10.62 27.87

Experiment 3 10.53 3.66 14.94

Experiment 4 11.42 4.16 11.76

Experiment 5 10.09 7.13 14.86

Experiment 6 11.56 7.37 14.23

Experiment 7 11.15 4.51 14.25

Experiment 8 12.75 2.51 13.31

Average results 11.27 5.78 15.59

Table 16 Systems’ performance at testing/decoding level after performance optimization

Experiment_ID Same speakers

with different

sentences

Different speakers

with same

sentences

Different speakers

with different

sentences

WER (%) WER (%) WER (%)

Experiment 1 9.59 5.14 9.44

Experiment 2 10.50 8.65 23.43

Experiment 3 8.96 3.00 10.88

Experiment 4 9.65 2.81 9.27

Experiment 5 8.54 5.82 11.96

Experiment 6 9.77 5.36 11.42

Experiment 7 9.37 3.89 11.85

Experiment 8 11.22 1.94 10.87

Average results 9.70 4.58 12.39
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order to enhance the performance of the decoder and obtain better performance

compared with the standard version based on default values of the parameters.

Speaker-independence is highly realized. If we refer to Table 16, we can see that

for same speakers with different sentences, the systems obtained an average WER of

9.70%, whereas for different speakers with different sentences they obtained an

average WER of 12.39%. This is important due to the fact that speech recognition

systems must adhere to the differences between speakers. Obviously not all potential

users can be used in training, therefore, the systemsmust be able to adapt to users who

are not being used in training the systems. In our work, as we added more data to train

the systems, it is realized that the systems becomemore speaker-independent and they

could perform similar to those speakers used in training the systems.

The systems performance is expected to improve further once our speech corpus

is fully utilized due to the fact that training data play very crucial role in enhancing

and improving the performance of speech recognition systems as they are

considered as the major contributor to better systems’ performance.

It is important to highlight that our phonetically rich and balanced speech corpus

is able to have positive impact on the performance of our automatic continuous

speech recognition systems for Arabic language. It is believed that this corpus will

have more impact when fully used in our research. This is due to its uniqueness

compared to other speech corpora such as broadcast news corpus, since participating

speakers have fair distribution of age and gender, vary in terms of educational

backgrounds, belong to various native Arabic speaking countries, and belong to the

three major regions where Arabic native speakers are situated. This speech corpus

can be used for Arabic speech based applications including speaker recognition and

TTS synthesis, covering different research needs. Table 17 shows a brief

comparison between our Arabic ASR systems’ performance and the state-of-the-

art research efforts on Arabic ASR systems.
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5 Conclusions

This paper reports our work towards building a phonetically rich and balanced MSA

speech corpus, which is necessary for developing speaker-independent, automatic,

and continuous Arabic ASR systems. This work includes creating the phonetically

rich and balanced speech corpus with full diacritical marks transcription from

different speakers with different varieties of attributes, and making all preparation

and pre-processing steps in order to produce a ready-to-use speech data for further

training and testing purposes of Arabic ASR systems.

Based on our literature investigation, majority of Arabic spoken resources are

collected from broadcast news or telephone conversations. However, they lack

generality, variability among speakers, and quality. From industrial and academia

perspectives, available spoken corpora are also lacking in various aspects covering

adaptability, reusability, quality, coverage, and adequate information types.

Language resources need to cover important categories related to gender, age,

region, class, education, occupation, and others in order to provide an adequate

representation of the subjects, which are not considered in many available Arabic

spoken resources.

This work adds a new variety of possible speech data for Arabic language based

text and speech applications besides other varieties such as broadcast news and

telephone conversations.

The newly developed phonetically rich and balanced MSA speech corpus has a

total of about 50 h of high quality speech, which are collected from 40 native

speakers differing in gender, age, country, geographical region, profession,

educational background, and mastery of Arabic language. Based on our experience

with this corpus, it really bridges the gap between the available spoken resources

and the industrial and academia expectations as depicted from our literature

investigation.

This speech corpus is not publically available yet and will hopefully be

distributed through proper language resources providers such as the ELRA and

LDC. However, interested researchers can contact the corresponding author for

distribution details and probably ask for an evaluation portion of the corpus.

Since this phonetically rich and balanced speech corpus contains training and

testing written and spoken data of variety of Arabic native speakers who represent

different genders, age categories, nationalities, regions, and professions, and is also

based on phonetically rich and balanced sentences, it is expected to be used for

development of many Arabic speech and text based applications, such as speaker

dependent and independent ASR, TTS synthesis, speaker recognition, and many

others.

Experimental recognition results presented in this paper show that the developed

systems are speaker-independent and are highly comparable and better than many

reported Arabic ASR research efforts. The systems performance is also expected to

improve further once our speech corpus is fully utilized.

In conclusion, the introduction section of this paper clearly states the advantages

and disadvantages of the broadcast news and telephone conversation speech

corpora. Therefore, our speech corpus is meant to overcome such disadvantages by
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producing a new variety of speech corpus with high quality having in mind that the

training data is considered as the major contributor to highly performing systems. In

addition, the experimental section was meant to evaluate part of the corpus. This

evaluation reflects on the quality of the speech corpus and promotes this speech

corpus as a potential substitute to the available Arabic speech corpora. Although the

size of the corpus is about 50 h, which is far less than many Arabic broadcast news

corpora, we believe that our corpus managed to perform better than such corpora

because it is properly prepared and recorded with clear goals. In addition, even

though 40 speakers maybe considered small to achieve speaker-independent

systems, our study shows it can be achieved largely because the training data is

phonetically rich and balanced. Our study also shows that using only 8 h of our

speech corpus can produce speaker-independent systems. When using the entire

corpus, speaker-independence will certainly improve further. This work also

emphasizes on the relationship between the written and spoken corpora. In many

cases, the available corpora are reverse engineered. In other words, in the case of

broadcast news in many cases the speech corpus is collected then only transcribed

and produced in its written form. This shows that such corpora are not properly

prepared and recorded. Therefore, we produced a new corpus (although small as

some might argue), but the corpus (even small portion of it) is able to produce ASR

systems with highly impressive and competitive performance compared with the

available corpora. This in summary forms the hypothesis of our work.
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