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Abstract Fake content is flourishing on the Internet, ranging from basic random

word salads to web scraping. Most of this fake content is generated for the purpose

of nourishing fake web sites aimed at biasing search engine indexes: at the scale of a

search engine, using automatically generated texts render such sites harder to detect

than using copies of existing pages. In this paper, we present three methods aimed at

distinguishing natural texts from artificially generated ones: the first method uses

basic lexicometric features, the second one uses standard language models and the

third one is based on a relative entropy measure which captures short range

dependencies between words. Our experiments show that lexicometric features and

language models are efficient to detect most generated texts, but fail to detect texts

that are generated with high order Markov models. By comparison our relative

entropy scoring algorithm, especially when trained on a large corpus, allows us to

detect these ‘‘hard’’ text generators with a high degree of accuracy.
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1 Introduction

Fake content is flourishing on the Internet. Motivations for building fake content are

various and include:

– the completion of spam e-mails and spam blog comments with random texts to

avoid being detected by conventional methods such as hashing;

– the design of spam Web sites consisting of thousands of interconnected web

pages on a selected topic, aimed at reaching the top of search engines response

lists (Gyongyi and Garcia-Molina 2005);

– the generation of ‘‘fake friends’’ so as to boost one’s popularity in social

networks (Heymann et al. 2007).

The textual content associated with this kind of productions ranges from random

‘‘word salads’’ to complete plagiarism. Plagiarism, even when it includes small

random alterations, is typically well detected by semi-duplicate signature schemes

(Broder et al. 1997; Kołcz and Chowdhury 2007). On the other hand, natural texts

and sentences have many simple statistical properties that are not matched by

typical word salads, such as the average sentence length, the type/token ratio, the

distribution of grammatical words, etc. (Baayen 2001). Based on such attributes, it

is fairly straightforward to build robust, genre independent, classification systems

that can sort salads from natural texts with a pretty high accuracy (see e.g. Fetterly

et al. 2004; Ntoulas et al. 2006; Lavergne 2008, and Sect. 4 of this paper). The

approach reported in (Dalkilic et al. 2006) is also based on supervised classification

techniques, using features related to compression ratios: the intuition is that artificial

texts should be less predictable and more difficult to compress than natural ones.

Some spammers also use templates, scripts, or grammar based generators such as

the ‘‘Dada-engine’’ (Bulhak 1996) to efficiently mimic natural texts. The main

weakness of these generators is their low productivity and their tendency to always

generate the same patterns. The productivity is low because a good generator

requires a lot of rules, hence a lot of human expertise, to generate syntactically

correct and semantically consistent texts. On the other hand, a generator with too

many rules will be hard to maintain and will tend to generate incorrect patterns. As a

consequence, the ‘‘writing style’’ of a computer program is often less subtle and

therefore easier to characterize than a human writer’s. An efficient method to detect

the ‘‘style’’ of computer generated HTML pages is proposed in (Urvoy et al. 2008),

and similar methods apply to text generators.

To keep on with this example, the ‘‘Dada-engine’’ is able to generate thousands

of essays about post-modernism that may fool a tired human reader. Yet, a classifier

trained on stylistic features immediately detects reliable profiling behaviors such as:

– this generator never generates sentences of less than five words;

– it never uses more than 2500 word types (this bounded vocabulary is a

consequence of the bounded size of the grammar);

– it tends to repeatedly use phrases such as ‘‘the postcapitalist paradigm of’’.

To ensure, at low cost, a good quality of the generated text and the diversity of

the generated patterns, most fake contents are built by copying and blending pieces
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of real texts collected from crawled web sites or RSS-feeds: this technique is called

web scraping. There are many tools such as RSSGM1 or RSS2SPAM2 available to

generate fake content by web scraping. However, as long as the generated content is

a patchwork of relatively large pieces of texts (sentences or paragraphs), semi-

duplicate detection techniques can accurately recognize it as fake (Fetterly et al.

2005; Stein et al. 2007).

The text generators that perform the best trade-off between patchworks and word

salads are the ones that use statistical language models to generate natural texts. A

language model, trained on a large dataset collected on the Web can indeed be used

to produce completely original, yet relatively coherent texts. In the case of Web

spamming, the training dataset is often collected from search engines response lists

to forge query specific or topic specific fake web pages. Figure 1 displays a typical

example of this kind of fake web pages. This page is part of a huge ‘‘link farm’’
which was polluting several universities and government’s web sites to deceive the

Trustrank (Gyöngyi. et al. 2004) algorithm. Here is a sample of text extracted from

this web page:

Example 1 The necklace tree is being buttonholed to play cellos and the

burgundian premeditation in the Vinogradoff, or Wonalancet am being provincia-

lised to connect. Were difference viagra levitra cialis then the batsman’s dampish

ridiculousnesses without Matamoras did hear to liken, or existing and tuneful

difference viagra levitra cialis devotes them. Our firm stigmasterol with national

monument if amid the microscopic field was reboiling a concession notwithstanding

whisks.

Even if it is a complete nonsense, this text shares many statistical properties with

natural texts (except for the unexpectedly high frequency of stuffed keywords such

Fig. 1 A typical web page generated by a Markovian generator. This page was hidden in
http://www.med.univ-rennes1.fr web site (2008-04-08)

1 The ‘‘Really Simple Site Generator Modified’’ (RSSGM) is a good example of a freely available web

scraping tool which combines texts patchworks and Markovian random text generators.
2 See web site http://www.rss2spam.com.
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as ‘‘viagra’’ or ‘‘cialis’’). It also presents the great advantage of being completely

unique. The local syntactic and semantic consistency of short word sequences in this

text suggests that it was probably generated with a second order (i.e. based on 2-g

statistics) Markov model.

The aim of this paper is to propose a robust and genre independent technique

capable of detecting computer generated texts. Given the variety of the techniques

that can be used to generate fake contents, it seems unlikely that one single method

will accurately filter out all kinds of fake texts. It is seems therefore reasonable to

design fake content detectors tailored for specific types of fake content. As

discussed above, simplistic text generators are easily detected due to their failure to

match surface lexicometric properties of natural documents, a claim that we

experimentally reiterate here for the sake of completeness, based on a systematic

series of experiments. Content generators that are based on copying portions of

existing contents are also well detected, as long as these portions are sufficiently

long. Our main interest here is thus to identify more sophisticated generators,

notably those which use statistical language models. In this context, our main

contributions are the following:

– we try to formalize the problem of adversarial fake content filtering using

concepts from game theory;

– we experimentally analyze the strengths and weaknesses of spam filters that are

based on lexicometric features, using a variety of automatically generated texts;

– we propose an original method, aimed at targeting precisely those texts that

remain difficult to detect, most notably those that are generated with statistical

language models, and evaluate its results on a diverse set of corpora.

The rest of this paper is organized as follows. In Sect. 2, we discuss the intrinsic

relation between the two problems of plagiarism detection and fake content
detection, and we propose a game paradigm to describe the combination of these

two problems. Section 3 presents the datasets that we have used in our experiments.

In Sect. 4, we evaluate the ability of a simple lexicometric classifier to detect fake

texts, and discuss the strength and limitations of such approaches. A second

detection strategy is presented in Sect. 5, where we evaluate the ability of standard

n-gram models to identify fake texts, and conversely, the ability of different text

generators to fool these models. In Sect. 6, we finally introduce and evaluate a new

approach: relative entropy scoring, whose efficiency is boosted by the huge

Google’s n-gram dataset (see Sect. 6.3). Section 7 recaps our main findings, and

discusses various possible extensions of this work.

2 Adversarial language models

2.1 Adversarial classification

An interesting game-theoretical framework has been defined by (Dalvi et al. 2004)

and (Lowd and Meek 2005) to formalize the process of spam detection. This

adversarial classification framework is a multi-round game between two players: at
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each round, the classifier player tries to increase his reward by sorting spam

examples from normal ones, and the spammer player tries to increase his own

reward by increasing the false negative rate of the classifier. This process is

evolutive and cost sensitive.

The practical estimation of costs or rewards is a difficult problem. For the

classifier, it may be the cost of acquiring ham examples, computing a feature, or

misclassifying a positive instance. For the spammer, it may be the time invested or

the number of servers bought for a given viagra selling rate. This financial tradeoff

leads to a Nash equilibrium: the aim of a good spam classifier is not to eradicate

spam, but rather to increase the cost of spam in order to shift the equilibrium and

maintain a reasonable level of quality for his service.

2.2 A fake text detection game

The problem of fake texts detection is also well-defined as a two players game: a

large training dataset of ‘‘human’’ texts is shared between a spammer player and a

classifier player; the spammer player generates fake texts at low cost and the

classifier player tries to detect them amongst real texts (the test dataset). The ability

of the classifier to filter generated texts or plagiarims among real texts determines

the winner of the game (see Fig. 2).

The issue of the game is mostly determined by the quality of the models but there

are also two important parameters that must be taken into account:

– the overlap between the spammer’s training set and the classifier’s training set;

– the global volume of text that must be generated by the spammer.

We may assume, especially if the classifier is a search engine, that the spammer’s

training set and the classifier’s training dataset are overlapping. A large overlap is

necessary for plagiarism detection, but it is not required for fake content detection.

Fig. 2 Adversarial language models game rules
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Nevertheless, we show in Sect. 6.2, that a large overlap also favors the classifier for

fake content detection.

The volume of text that the spammer will be able to produce without redundancy

is conditioned by the expressiveness of the generative model used and by the

volume of training data used to fit this model. In other words, the spammer should

generate a text ‘‘as real as possible’’, but he should not replicate too long pieces of

texts, by copying them directly from the original texts or by using a generator that

overfits its training set. For instance, if his dataset is too small, he will not be able to

learn anything from rare events (3-g or more) without running the risk of being

detected as a plagiarist by the classifier.

2.3 Fair use abuses

Wikipedia is frequently used as a source for web scraping. To illustrate our point,

we performed an experiment to find the most typical Wikipedia phrases.

We first sorted and counted all 2-, 3- and 4-g appearing at last two times in a

dump of the English Wikipedia of december 2007. From these n-grams, we selected

the ones that do not appear in Google 1 Tera 5-g collection (Brants and Franz 2006).

If we except the unavoidable preprocessing divergence errors, our analysis reveals

that respectively 26, 29, and 44% of Wikipedia 2-, 3- and 4-g are out of Google

collection: all these n-grams are likely to be markers of Wikipedia content. This

means that even small pieces of text may be reliable markers of plagiarism.

The most frequent markers that we found are side effects of Wikipedia’s internal

system: for example ‘‘appprpriate’’ and ‘‘the maintenance tags or’’ are typical outputs

of Smackbot, a robot used by Wikipedia to cleanup tags’ dates. We also found many

‘‘natural’’ markers like ‘‘16 species worldwide’’ or ‘‘historical records the village’’.

When searching for ‘‘16 species worldwide’’ on the Google search engine, we found

respectively two pages from Wikipedia, two sites about species and two spam sites

(see Fig. 3). The same test with ‘‘historical records the village’’ yielded two

Wikipedia pages and many ‘‘fair use’’ sites such as answer.com or locr.com.

To conclude this small experiment, even if it is ‘‘fair use’’ to pick some phrases

from a renowned web site like Wikipedia, a web scraper should avoid using pieces

of texts that are either too rare or too long if he wants to avoid being considered with

too much attention by anti-spam teams.

3 Datasets and experimental protocol

In this section, we introduce the various data sets that will be used to evaluate the

filtering techniques discussed below. We also describe our experimental protocol.

3.1 Datasets

For our experiments, we have used three natural corpora of natural texts and the

Google n-grams collection (Brants and Franz 2006):
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– newsp: refers to a set of articles from the French newspaper ‘‘Le Monde’’;

– euro: refers to English transcripts of the EU parliament proceedings from the

period January 2000 to June 2005. These were harvested from the parliament’s

web site http://www.europarl.europa.eu);

– wiki: refers to a dump of the English Wikipedia database, performed in

december 2007;

– google1T: refers to the collection of English n-grams from Google.

The newsp and euro databases were mainly used for testing on small and

homogeneous corpora, whereas the much larger wiki collection was used to validate

our methods on more diverse and noisy data. The sizes and n-gram counts of these

various corpora are summarized in Table 1.

Fig. 3 The 6th answer of Google for the query ‘‘16 species worldwide’’ was a casino web scraping page
hidden in worldmassageforum.com web site (2008-04-14)

Table 1 Number of words and n-grams in our datasets

Tokens 1 g 2 g 3 g 4 g

newsp 76M 194K 2M 7M 10M

euro 55M 76K 868K 3M 4M

wiki 1,433M 2M 27M 92M 154M

google1T 1,024B 13M 314M 977M 1,313M

There is no low frequency cut-off except for google1T_en collection, where it was set to 200 for 1-g and

40 for others n-grams
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These texts were pre-processed as follows. We first used in house tools to extract

textual content from XML and HTML datasets. For sentence segmentation, we used

a conservative script, which splits text at every sentence final punctuation mark,

with the help of a list of known abbreviations. For tokenization, we used the Penn-
TreeBank tokenization script, modified here to match more precisely the tokeni-

zation used for google1T_en n-grams collection.

3.2 Experimental protocol

Each corpus was evenly split into three parts as displayed in Fig. 2: one for training

the detector, one for training the generator and the last one as a natural reference.

Because we focus more on text generation than on text plagiarism, we chose to

separate the training set of the detector and the training set of the generator. All the

numbers reported above are based on 3 different replications of this splitting

procedure.

In order to evaluate our detection algorithms, we test them on different types of

text generators:

– pw5 and pw10: patchworks of sequences of 5 or 10 words;

– ws10, ws25 and ws50: natural text stuffed with 10, 25 or 50% of common spam

keywords;

– lm2, lm3 and lm4: text generated with n-gram statistical language models, with n
ranging from 2 to 4. These were produced using the SRILM toolkit (Stolcke

2002) generation tool.

Each of these generated texts as well as natural texts used as reference are split in

batches containing respectively 2, 5 and 10K words, so as to assess the detection

accuracy over different text sizes. A small and randomly chosen set of test texts is

kept for tuning the classification threshold; the remaining lot are used for

evaluation. In this study, the performance are evaluated using the F measure, which

averages the system’s recall and precision: this choice is certainly debatable, as the

various types of prediction errors are not equally harmful in real-world conditions.

Our study thus mainly focuses on the detection of artificial artificial texts, so to

speak. In fact, even if advanced generation techniques are already used by some

spammers, most of the fake contents that currently exist on the Internet are word

salads or patchworks of search engines response lists. As most of these texts easily

detected by standard 2-g models (see our experiments below), we decided to use more

sophisticated text generators so as to make detection more difficult. Note that we also

present results obtained on a ‘‘real’’ fake content set of texts crawled on the Web from

the ‘‘viagra’’ link-farm of Fig. 1. This spam dataset represent 766K words.

4 Fake content detection using lexicographic features

Texts written by humans exhibit numerous statistical properties that are both

strongly related to the linguistic characteristics of the language, and to a certain

extend, to the author’s style. Such properties have been successfully used in
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authorship identification studies (Gray et al. 1997; McEnery and Oakes 2000). It is

thus tempting to use such features to develop fake texts filtering techniques.

For instance, the study reported in (Lavergne 2008) is based on the following

feature set (a thorough presentation of these indices is given in Baayen (2001)):

– the mean and the standard deviation of words length;

– the mean and standard deviation of sentences length;

– the ratio of grammatical words;

– the ratio of words that are found in an English dictionary;

– the ratio between number of tokens (ie. the number of running words) and

number of types (size of vocabulary), which measures the richness or diversity

of the vocabulary;

– the v2 score between the observed word frequency distribution and the

distribution predicted by the Zipf law (1949);

– Honoré’s score, which is related to the ratio of hapax legomena3 in a text

(Honoré 1979). This score is defined as:

H ¼ 100 � logN

1� Vð1Þ
N

;

where N is the number of tokens and V(m) is the number of words which appear

exactly m times in the text.

– Sichel’s scores, which is related to the proportion of dislegomena (Sichel 1975):

S ¼ Vð2Þ
N

;

– Simpson’s score, which measures the growth of the vocabulary (Simpson 1949):

D ¼
X

m

VðmÞ � m
N
� m� 1

N � 1
;

Using all theses features, we train a decision tree using the C4.5 algorithm

(Witten and Frank 2005; Quinlan 1993). The positive instances in our training

corpus contain human productions, extracted from Wikipedia; the negative

instances contain a mixture of automatically generated texts, produced with the

generators presented above, trained on another section of Wikipedia. For testing, we

built one specific test set for each generator, containing a balanced mixture of

natural and artificial content. Table 2 summarize the results obtained by this clas-

sifier for various texts sizes.

Looking at the numbers in Table 2, one can readily see that the two most simple

generation methods, patchworks of small natural sequences and word stuffing, are

well detected by this classifier, with a F-measure above 0.8 for almost all conditions.

As expected, patchworks, which are made up natural subsequences, appear slightly

more difficult to detect that word stuffings. Therefore, the productions of these

generators, even though they use humanly produced content to generate fake texts,

3 A hapax is a type which occurs only once in a given text.
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are different enough from natural productions to be detected with such simple

features.

By contrast, the more advanced Markovian generators (lm2 and lm3) are able to

produce contents that cannot be sorted from natural ones using our decision tree

classifier. The detection of these generators requires to use more complex detection

algorithm, thus motivating the developments that are presented in the forthcoming

sections.

5 Conventional n-gram models

5.1 Perplexity-based filtering

n-gram language models are widely used for natural language processing tasks such

as automatic speech recognition (Jelinek 1990, 1997), spelling correction, statistical

machine translation (Brown et al. 1990), and also for information retrieval tasks

(Croft and Lafferty 2003). An introduction to these models can be found in many

textbooks, see for instance (Manning and Schütze 1999).

In a nutshell, n-gram language models represent sequences of words under the

hypothesis of a restricted order Markovian dependency, typically between 2 and 6.

For instance, with a 3-g model, the probability of a sequence of k > 2 words is

given by:

pðw1 . . . wkÞ ¼ pðw1Þpðw2jw1Þ � � � pðwkjwk�2wk�1Þ ð1Þ

A language model is entirely defined by the set of conditional probabilities

fpðwjhÞ; h 2 Hg; where h denotes the n - 1 words long history of w, and H is the

set of all sequences of length n - 1 over a fixed vocabulary. These conditional

probabilities are easily estimated from a corpus a raw text: the maximum likelihood

estimate for p(w|h) is obtained as the ratio between the counts of the sequence hw
and the count of the history. A well documented problem with these estimates is that

they assign a zero probability to all the parameters for which the sequence hw is not

seen during training, a quite common situation due to the natural sparseness of

textual data. To ensure that all terms p(w|h) are non-null these estimates need to be

smoothed using various heuristics (see Chen and Goodman (1996) for a survey). In

all our experiments, we resorted to the simple Katz backoff smoothing scheme.

Table 2 F-measure of fake

content detector based on

lexicographic features for

various generation strategies

In this table and in all the

following ones, F-measures that

are higher or equal to 0.90 are

typesetted in bold face

2k 5k 10k All

pw5 0.82 0.84 0.82 0.81

pw10 0.78 0.82 0.83 0.80

ws10 0.96 0.98 0.98 0.86

ws25 0.99 0.99 1.00 0.86

ws50 0.99 0.98 0.99 0.88

lm2 0.23 0.25 0.25 0.27

lm3 0.25 0.31 0.28 0.27

34 T. Lavergne et al.

123



A standard way to estimate how well a language model p predicts a

text T = w1 … wN is to compute its perplexity over T, where the perplexity is

defined as:

PPðp; TÞ ¼ 2HðT ;pÞ ¼ 2
�1

N

PN
i¼1

log2pðwijhiÞ
ð2Þ

Our baseline filtering system uses conventional n-gram models (with n = 3 and

n = 4) to detect fake content, based on the assumption that texts having a high

perplexity w.r.t. a given language model are more likely to be forged than texts with

a low perplexity. Perplexities are computed with the SRILM Toolkit (Stolcke 2002)

and the detection is performed by thresholding these perplexities, where the

threshold is tuned on some development data. The idea of detecting natural or

plausible sentences based on perplexity measures is not new, and has been used

repeatedly in various contexts such as speech recognition and machine translation.

5.2 Experimental results

Table 3 summarize the performance of our n-gram classifiers for different corpora

and different text lengths.

Table 3 F-measure of fake content detector based on perplexity computation using 3-g (left) and 4-g

(right) models against our corpora of natural and fake content

3-g 4-g

newsp euro wiki newsp euro wiki

pw5 2k 0.70 0.76 0.26 0.70 0.78 0.28

5k 0.90 0.89 0.39 0.90 0.85 0.37

pw10 2k 0.31 0.50 0.21 0.30 0.51 0.17

5k 0.43 0.65 0.30 0.42 0.67 0.29

ws10 2k 0.85 0.94 0.44 0.81 0.95 0.51

5k 0.97 0.97 0.71 0.96 0.95 0.73

ws25 2k 1.00 0.99 0.79 1.00 0.99 0.99

5k 0.97 1.00 0.80 0.98 1.00 0.98

ws50 2k 1.00 1.00 0.90 1.00 1.00 1.00

5k 1.00 1.00 0.91 1.00 1.00 1.00

lm2 2k 0.95 0.88 0.83 0.95 0.87 0.97

5k 0.96 0.92 0.90 0.94 0.96 0.97

lm3 2k 0.39 0.25 0.20 0.45 0.27 0.29

5k 0.56 0.25 0.21 0.60 0.30 0.38

lm4 2k 0.46 0.25 0.28 0.48 0.28 0.41

5k 0.60 0.25 0.21 0.66 0.29 0.44

spam 2k 1.00 1.00

Each line displays the results of the detector against the specified generator and text size. Columns specify

the training corpus for both generator and detector
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A first remark is that the detection performance is steadily increasing with the

length of the test texts; likewise, training on larger corpora seems to be globally

helping the detector.

We note that patchwork generators of order 10 are hard to detect with our n-gram

models: in fact, only low order generators on homogeneous corpora are detected.

Nevertheless, as explained in Sect. 2.3, even 5-word patchworks can be accurately

detected using plagiarism detection techniques. In comparison, this technique

accurately detects fake contents generated by word stuffing, even with moderate

stuffing rate. It also performs well with fake contents generated using second order

Markov models. 3-g models are able to generate many natural words patterns, and

are very poorly detected, even by ‘‘stronger’’ 4-g models.

The last line of Table 3 displays detection results against ‘‘real’’ fake contents

from the link farm of Fig. 1. We used models trained and tuned on the Wikipedia

corpus. Detection is 100% correct for this text that has probably been generated by

inserting approximately 10% keywords in a base text produced by a second order

Markov model.

6 A fake content detector based on relative entropy

6.1 Useful n-grams

The effectiveness of n-gram language models as fake content detectors is a

consequence of their ability to capture short-range semantic and syntactic

relationships between words: fake contents generated by word stuffing or second

order models fail to respect these relations.

In order to be effective against 3-g or higher order Markovian generators, this

detection technique requires to train a strictly higher order model, whose reliable

estimation requires much larger volumes of data. Furthermore, n-gram based filtering

suffers from a side effect of smoothing: the probability of unknown n-grams is

computed through ‘‘backing off’’ to simpler models. Finally, in natural texts, many

relations between words are local enough to be well captured by 3-g models: even if a

model is built with a huge amount of high order n-grams to minimize the use of back

off, most of these n-grams will be well predicted by lower order models. The few

mistakes of the generator will be flooded by an overwhelming number of natural

sequences. In natural language processing, high order language models generally

yield improved performance, but these models require huge training corpus and lots of

computer power and memory. To make these models tractable, pruning needs to be

carried out to reduce the model size. As explained above, the information conveyed by

most high order n-grams is low: these n-grams can be removed from the model

without hurting the performance, as long as adequate smoothing techniques are used.

Language model pruning can be performed using conditional probability estimates

(Seymore and Rosenfeld 1996) or relative entropy between n-gram distributions

(Stolcke 1998). Instead of removing n-grams from a large model, it is also possible to

start with a small model and then insert those higher order n-grams which improve

performance until a maximum size is reached (Siivola and Pellom 2005).
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Our entropy-based detector uses a similar strategy to score n-grams according to the

semantic relation between their first and last words. This is done by finding useful n-

grams, ie. n-grams that can help detect fake content.

Useful n-grams are the ones that exhibit a strong dependency between their first

and their last word (see Fig. 4). As we will show, focusing on these n-grams allows

us to significantly improve detection performance, by using sequences that fail to

reproduce these dependencies as cues of the forged character of a text. For instance,

our method will give a high penalty to texts containing n-grams such as ‘‘bed and

the’’, while rewarding texts that contain the ‘‘right’’ n-grams (here, ‘‘bed and

breakfast’’).

Formally, let fpð�jhÞ; h 2 Hg define a n-gram language model. We denote h0 the

truncated history, that is the suffix of length n - 2 of h. For each history h, we can

compute the Kullback-Leibler (KL) divergence between the conditional distribu-

tions p(�|h) and p(�|h0) (Manning and Schütze 1999):

KLðpð�jhÞjjpð�jh0ÞÞ ¼
X

w

pðwjhÞ log
pðwjhÞ
pðwjh0Þ ð3Þ

The KL divergence measures the information that is lost in the simpler model

when the first word in the history is dropped. It is always non-negative and it is null

if the first word in the history conveys no information about any successor word i.e.

if w: Vw, p(w|h) = p(w|h0). In our context, the interesting histories are the ones with

high KL scores.

To score n-grams according to the dependency between their first and last words,

we use the pointwise KL divergence, which measures the individual contribution of

each word to the total KL divergence:

PKLðh;wÞ ¼ pðwjhÞ log
pðwjhÞ
pðwjh0Þ ð4Þ

For a given n-gram, a high PKL signals that the probability of the word w is highly

dependent from the n - 1 preceding word. To detect fake contents, ie. contents that

fail to respect these ‘‘long-distance’’ relationships between words, we penalize

n-grams with low PKL when there exists n-grams sharing the same history with

higher PKL.

The penalty score assigned to an n-gram (h, w) is:

Fig. 4 Examples of useful n-grams. ‘‘and’’ has many possible successors, ‘‘the’’ being the most likely; in
comparison, ‘‘ladies and’’ has few plausible continuations, the most probable being ‘‘gentlemen’’;
likewise for ‘‘bed and’’, which is almost always followed by ‘‘breakfast’’. Finding ‘‘bed and the’’ in a text
is thus a strong indicator of forgery
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Sðh;wÞ ¼ max
v
ðPKLðh; vÞ � PKLðh;wÞÞ ð5Þ

This score represents a progressive penalty for not respecting the strongest

relationship between the first word of the history h and a possible successor4:

argmax
v

PKLðh; vÞ:
The total score S(T) of a text T is computed by averaging the scores of all its

n-grams with known histories.

The Table 4 displays some of the 3-g that incur the highest penalty from different

corpora of fake contents, together with their corresponding most expected follow-

ups. The 3-g ‘‘mr and field’’ is a typical error from a second order markovian

generator: the two 2-g are perfectly correct, but the resulting 3-g is not. Likewise,

the 3-g ‘‘The territories the’’ exhibits a typical error of a patchwork generator, where

the transition between the end of a sequence and the beginning of the next one

generates highly suspicious n-grams.

6.2 Experimentation

We replicated the experiments reported in Sect. 5, using PKL models to classify

natural and fake texts. Table 5 summarizes our main findings. These results show a

clear improvement for the detection of fake content generated with Markov models,

especially when the generator uses a smaller order than the one used by the detector.

On the other hand, Markovian generators whose order is equal or higher tend to

match well the local relationships that our model tests and cannot be reliably

detected.

The drop of quality in detection of texts generated using word stuffing can be

explained by the lack of smoothing in the probability estimates of our detector.

Table 4 Some 3-g with high penalty from different corpora of fake contents

n-gram found S(h, w) Expected words

ws50 Approved since healthcare 9.613 ‘‘the’’

Detection of erectile 8.832 ‘‘the’’, ‘‘a’’, ‘‘an’’

Way problems virus 8.804 ‘‘are’’, ‘‘can’’, ‘‘with’’

Weapons of vaccine 6.923 ‘‘mass’’

pw5 The territories the 9.967 ‘‘of’’, ‘‘.’’

The legislature cystitis 9.938 ‘‘.’’, ‘‘,’’, ‘‘to’’, ‘‘and’’

The symbolic most 9.936 ‘‘link’’, ‘‘name’’, ‘‘and’’

Unless and risk 8.700 ‘‘until’’

lm2 Restitution result of 9.442 ‘‘from’’

mr and field 9.429 ‘‘mrs’’

Drag and later 7.281 ‘‘drop’’

Male and set 6.051 ‘‘female’’, ‘‘a’’, ‘‘one’’

The last column lists the words expected by the model

4 Note that this word is not necessary the same as argmax
v

PðvjhÞ .

38 T. Lavergne et al.

123



In order to be efficient, our filtering system needs to find a sufficient number of

known histories; yet, in these texts, a lot of n-grams contain stuffed words, and are

thus unknown by the detector.

This problem can be fixed using bigger models or larger n-gram lists. The drop in

quality for patchwork detection has a similar explanation, and call for similar fixes.

In these texts, most n-grams are natural by construction. The only ‘‘implausible’’

n-grams are the ones that span over two of the original word sequences, and these

are also often unknown to the system.

Some of these experiments were replicated in a more ‘‘adversarial’’ setting,

where the generator and the detector share portions of the training corpus. The goal

of these experiments was to examine whether one of the player had an interest in

uncovering the training corpus of the other player. The results of these experiments

are reported in Table 6.

Perhaps paradoxically, our results suggest that the best situation for the generator

is to use a corpus of natural texts that is as different as possible from the detector’s.

This is particularly sensible when the generator also uses a 3-g language model. The

reason for this state-of-affair is that the benefits (for the detector) of knowing most

of the n-grams that occur in the training corpus of the generator more than

compensate the fact that the generator is using probability distributions that match

well those used by the detector: due to the effect of smoothing, the generation

Table 5 F-measure of fake content detector based on relative entropy scoring using 3-g (left) and 4-g

(right) models against our corpora of natural and fake content

3-g 4-g

newsp euro wiki newsp euro wiki

pw5 2k 0.47 0.82 0.81 0.25 0.42 0.44

5k 0.68 0.93 0.91 0.35 0.57 0.59

pw10 2k 0.28 0.48 0.47 0.16 0.27 0.31

5k 0.36 0.64 0.62 0.18 0.27 0.32

ws10 2k 0.18 0.27 0.21 0.09 0.21 0.23

5k 0.16 0.43 0.45 0.20 0.25 0.31

ws25 2k 0.50 0.67 0.66 0.30 0.29 0.33

5k 0.67 0.87 0.81 0.28 0.43 0.45

ws50 2k 0.82 0.90 0.92 0.40 0.45 0.51

5k 0.94 0.98 0.96 0.64 0.63 0.69

lm2 2k 0.99 0.99 0.99 0.72 0.78 0.82

5k 0.98 0.99 0.99 0.82 0.96 0.97

lm3 2k 0.26 0.35 0.29 0.85 0.88 0.87

5k 0.35 0.35 0.39 0.87 0.87 0.92

lm4 2k 0.32 0.35 0.34 0.59 0.58 0.58

5k 0.35 0.33 0.34 0.77 0.79 0.80

Each line displays the results of the detector against the specified generator and text size. Columns specify

the training corpus for both generator and detector
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mechanism still produces unlikely sequences that are detected by our PKL measure

and are sufficient to sort these artificial productions from natural texts.

6.3 Training with google’s n-grams

Our previous experiments suggest that larger corpora are required in order to

efficiently detect fake contents. To validate our techniques, we have thus built a

genre independent detector by using Google’s n-grams corpus. This model is more

generic and can be used do detect fake contents in any corpus of English texts.

Using the same datasets as before, the use of this model yielded the results

summarized in Table 7. As one can see, improving the coverage of rare histories

payed its toll, as it allows an efficient detection of almost all generators, even for the

smaller texts. The only generators that pass the test are the higher order Markovian

generators.

7 Conclusion

We presented several techniques aimed at detecting the automatically generated

content that typically populates fake web site or link farms. We first demonstrate

that using basic lexicometric properties of natural texts, it is fairly straightforward to

sort artificial texts from natural ones, as long as the text generation strategy used is

simple. By contrast, texts generated with stochastic language models appear much

Table 6 F-measure of fake content detector based on relative entropy scoring using 3-g models against

our corpora of natural and fake content trained on the wikipedia corpus

0% 25% 50% 75% 100%

pw5 2k 0.81 0.83 0.83 0.87 0.89

5k 0.91 0.91 0.93 0.95 0.95

pw10 2k 0.47 0.49 0.48 0.57 0.61

5k 0.62 0.63 0.63 0.69 0.75

ws10 2k 0.21 0.25 0.24 0.33 0.35

5k 0.45 0.46 0.48 0.49 0.50

ws25 2k 0.66 0.65 0.72 0.73 0.77

5k 0.81 0.83 0.83 0.84 0.90

ws50 2k 0.92 0.94 0.98 1.00 1.00

5k 0.96 0.97 1.00 1.00 1.00

lm2 2k 0.99 0.99 1.00 1.00 1.00

5k 0.99 1.00 1.00 1.00 1.00

lm3 2k 0.29 0.31 0.37 0.46 0.51

5k 0.39 0.45 0.49 0.53 0.59

lm4 2k 0.34 0.35 0.37 0.37 0.38

5k 0.34 0.36 0.36 0.39 0.40

Columns display the proportion of the training corpora shared between the generator and the detector
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harder to detect. To improve our detection score on these texts, we have investigated

two alternative techniques based on n-gram statistics. Firstly, a language model

approach, which allows to improve the detection performance, but remains easily

deceived especially when the generator uses as complex language models as the

ones used by the detector. In a second step, we proposed and discussed a novel

technique, based on relative entropy scoring, which allows to significantly improve

the results against Markov text generators. This methodology can benefit from

larger training sets, as demonstrated with the domain independent filter based on

Google’s n-grams.

Does this mean that the problem of artificial content filtering is solved and that

we have won the fake content detection game? Of course not: our techniques will

only work as long as spammers do not use statistical models that are strictly more

powerful than ours. Given the current state of technology, deploying such complex

generation models is possible, even though we are not aware of any use of these

techniques in actual spam web sites. Anyway, spotting suspicious n-grams with our

entropy criterium is computationally much less demanding than generating texts

with very large language models. Hence, by increasing the cost of fake content

generation, our system will help to push the spam detection game into a state of

economic equilibrium.

We thus believe that robust spam detection systems should combine a variety of

features and techniques to effectively combat the variety of fake content generation

systems: in this respect, the new techniques introduced in this paper seem to bridge

Table 7 F-measure of fake content detector based on relative entropy scoring using n-gram models

learned on Google n-grams against our corpora of natural and fake content

3-g 4-g 5-g

euro wikSi euro wiki euro wiki

pw5 2k 0.92 0.97 0.42 0.77 0.44 0.51

5k 0.95 0.98 0.65 0.89 0.55 0.78

pw10 2k 0.92 0.81 0.67 0.81 0.61 0.72

5k 1.00 0.84 0.79 0.84 0.76 0.81

ws10 2k 0.90 0.79 0.90 0.92 0.86 0.87

5k 0.95 0.94 0.92 0.94 0.89 0.92

ws25 2k 0.91 0.97 0.72 0.96 0.63 0.86

5k 0.98 0.98 0.89 0.98 0.83 0.94

ws50 2k 0.95 0.97 0.42 0.89 0.43 0.86

5k 0.98 0.98 0.51 0.95 0.49 0.94

lm2 2k 0.96 0.96 0.96 0.98 0.92 0.94

5k 0.93 1.00 0.94 0.98 0.94 0.96

lm3 2k 0.68 0.32 0.88 0.98 0.85 0.95

5k 0.87 0.67 0.97 0.96 0.95 0.97

lm4 2k 0.77 0.62 0.77 0.62 0.78 0.82

5k 0.84 0.59 0.85 0.61 0.86 0.84

The ‘‘euro’’ and ‘‘wiki’’ columns specify the training corpus of the generator
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a gap between plagiarism detection schemes, and detection schemes based on

surface cues or simple lexicographic properties. As such, they might become part of

standard anti-spam toolkits.

This is of course not the end of the story: our study has only considered a small

subset of the existing text generation techniques, selected for their ability to generate

at low cost large sets of artificial data. The development of Natural Language

Processing technology, the increase in computer power may soon allow for the use of

more powerful text generation techniques, based for instance, on stochastic context

free grammars trained on natural tree-banks (a relatively scarse resource), or on

existing NLP tools, or on any combination thereof. Indeed, one can generate artificial

texts with text summarization softwares (even though the use of sentence extractors

should be easy to detect with anti-plagiarism tools), or through automatic machine

translation systems. It is part of our future work to evaluate our spam detection

methods against these increasingly sophisticated generation techniques.

Another promising direction for future research will try to study more

systematically the properties of our relative entropy measure: a nice property of

this measure is that it allows to detect even those texts that have been generated with

the same language model that is used to build this score. This suggests that it might

be also useful in the many contexts where statistical language models are used to

detect or rank candidate sentences based on their grammaticality, for instance in

speech recognition or statistical machine translation.
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