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Abstract The Lane-Emden type equations are employed in the modeling of several phe-
nomena in the areas of mathematical physics and astrophysics. These equations are cate-
gorized as non-linear singular ordinary differential equations on the semi-infinite domain
[0, 00). In this research we introduce the Bessel orthogonal functions as new basis for spec-
tral methods and also, present an efficient numerical algorithm based on them and collocation
method for solving these well-known equations. We compare the obtained results with other
results to verify the accuracy and efficiency of the presented scheme. To obtain the orthogonal
Bessel functions we need their roots. We use the algorithm presented by Glaser et al. (SIAM
J Sci Comput 29:1420-1438, 2007) to obtain the N roots of Bessel functions.

Keywords Orthogonal Bessel function - Lane—Emden type equations - Collocation
method - Non-linear ODE - Isothermal gas sphere equation

1 Introduction
1.1 Spectral methods

Spectral methods have been developed rapidly in the past two decades. They have been
successfully applied to numerical simulations in many fields, such as heat conduction, fluid
dynamics, quantum mechanics etc. These methods are powerful tools to solve differential
equations. The key components of their formulation are the trial functions and the test func-
tions. The trial functions, which are the linear combinations of suitable trial basis functions,
are used to provide an approximate representation of the solution. The test functions are used
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to ensure that the differential equation and perhaps some boundary conditions are satisfied
as closely as possible by the truncated series expansion. This is achieved by minimizing
the residual function that is produced by using the truncated expansion instead of the exact
solution with respect to a suitable norm (Boyd 2011; Guo et al. 2006; Shen et al. 2001; Shen
and Tang 2005).

In this paper, we attempt to use the Bessel orthogonal functions as new basis functions for
spectral methods. Previously, we have used the general Bessel functions for solving Blasius
equation (Parand et al. 2012), but now, we aim to use the Bessel orthogonal functions as basis
functions for solving the Lane—-Emden type equations.

The structure of the paper is as follows: in Sect. 1.2 we describe the Lane-Emden equation,
in Sect. 2, we explain the formulation of Bessel functions required for our subsequent of
development and also function approximation. In Sect. 3, we summarize the application of
Bessel functions method for solving Lane—Emden equations and, afterwards, we compare it
with the existing methods in literature. Section 4 is devoted to the conclusion.

1.2 The Lane-Emden equation

The study of singular initial value problems modeled by second-order nonlinear ordinary
differential equations (ODEs) have attracted many mathematicians and physicists. One of
the equations in this category is the following Lane—Emden type equation:

o
¥ (x) + ;y/(x) + fx, y(x)) = h(x), ax =0, (nH
with initial conditions:

y(0) = A,
y'(0) = B, @

where o, A and B are real constants and f(x, y) and h(x) are some given continuous real-
valued functions. For special forms of f(x, y), the well-known Lane—Emden equations occur
in several models of non-Newtonian fluid mechanics, mathematical physics, astrophysics,
etc. For example, when f(x,y) = ¢(y), the Lane-Emden equations occur in modeling
several phenomena in mathematical physics and astrophysics such as the theory of stellar
structure, the thermal behavior of a spherical cloud of gas, isothermal gas sphere and theory
of thermionic currents (Chandrasekhar 1967; Davis 1962).

Let P(r) denote the total pressure at a distance » from the center of spherical gas cloud.
The total pressure is due to the usual gas pressure and a contribution from radiation:

(1 4 RT)
P=|=-¢T"+—), 3)
3 v

where &, T, R and v are respectively the radiation constant, the absolute temperature, the
gas constant, and the specific volume, respectively (Agrawal and O’Regan 2007). Let M (r)
be the mass within a sphere of radius r and G the constant of gravitation. The equilibrium
equation for the configuration are:

dl . GM(r) @
dr p r2
aM
D _ ampr?, ®)
dr
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Solving the non-linear Lane—-Emden type equations 99

where p is the density, at a distance r, from the center of a spherical star. Eliminating M
of these equations yields the following equation, which as should be noted, is an equivalent
form of the Poisson equation:

1d (r?dpP
P (;W) = —4nGp. (6)
We already know that in the case of a degenerate electron gas, the pressure and density are
such that p = P3/3. Assuming that such a relation exists for other states of the star, we are
led to consider a relation of the form P = K pl+% , where K and m are constants.
We can insert this relation into Eq. (4) for the hydrostatic equilibrium condition and, from
this, we can rewrite the equation as follows:

K(m+1) l,l 1 d Zdy
— T Am - — ) =—y", 7
|: Ar G Zar " ar Y M
where A represents the central density of the star and y denotes the dimensionless quantity,

which are both related to p through the following relation (Chandrasekhar 1967; Horedt
2004):

0= 1" (x), 3)
and let
r = ax’ (9)
1
Km+1) 1_,12
=|———Anm . 10
. [ 4G } (10
Inserting these relations into our previous relation we obtain the Lane—-Emden equation
(Horedt 2004):
1 d 2dy m
— - =) =— 11
x2 dx (x dx) v an

considering these simple relations, we will have the standard Lane-Emden equation with
Fly)=y"
1 2 !/ m
Y@+ 2y +y7x) =0, x>0 (12)

At this point, it is also important to introduce the boundary conditions which are based upon
the following boundary conditions for hydrostatic equilibrium and normalization considera-
tion of the newly introduced quantities x and y. What follows for r = 0 is

r=0 — X:O,
p=hr = y0)=1. (13)

Consequently, an additional condition must be introduced in order to maintain the condition
of Eq. (13) simultaneously

y'(0) = 0.
In other words, the boundary conditions are as follows

yO) =1, y'(0)=0. (14)
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The values of m that are physically interesting lie in the interval [0, 5]. The main difficulty
in analyzing this type of equation is the singularity occurring at x = 0.

As mentioned in the literature, the solutions of the Lane—Emden equations are exact only
form = 0,1 and 5 (Horedt 2004). For the other values of m, the Lane—Emden equations as
well as the isothermal sphere gas equation do not have exact solution, and must be solved by
semi-analytical and numerical methods. Thus, we have decided to present a new and efficient
technique to solve it numerically form = 1.5,2, 2.5, 3 and 4.

Recently, many researchers have obtained approximations for Lane—Emden equations;
For example, Wazwaz (2001), by using ADM, Chowdhury and Hashim (2007), Bataineh
et al. (2009), Singh et al. (2009), Van Gorder (2011) by using HPM , Yildirim and Ozis
(2009) and Dehghan and Shakeri (2008) by using VIM, Parand et al. (2010) by employing a
Hermite functions collocation method, Boubaker and Van Gorder (2012) by using Boubaker
polynomials expansion scheme and Marzban et al. (2008) by using hybrid functions.

2 Bessel functions and BFC

In this section, we describe the Bessel functions of the first kind and their main feature applied
to construct the BFC (Bessel Function Collocation) method.

The Bessel functions satisfy the well-known differential equation, called Bessel’s differ-
ential equation (Watson 1967; Bell 1967):

2y (x) +xy'(x) + (2 = nP)y(x) =0, x € (—00, 00), (15)
forn € R.

The Bessel functions of the first kind are solutions of (15) and are denoted by J,, (x):

o0

(_])r X\ 2r+n
Jn(x) = ; m (5) ’ (16)

where, series (16) is convergent for all —oo < x < oo, and I'(A) is the gamma function,
defined by

I\ = /e—fﬂ—‘dt. A7)
0

The orthogonality relationships for the Bessel functions are different from those of most
of the other common orthogonal functions in which two instances of the same functional
form are applied (i.e. same order n) with differently scaled arguments.

With a variable transformation x = a &, the Eq. (15) can be transformed into:

§25"(6) +86Y'(6) + (@’ —n*)y(§) =0,
This equation can be written in the following form:
2

EY©) + (azs - "g) Y(E) =0,

Here, we can see that this equation is a Sturm-Liouville equation with p(§) = &, ¢q(§) =

—"E—z, ) = a® and w(£) = £. Satisfying appropriate boundary conditions on a finite interval
such as [0, a], we can have a Sturm-Liouville eigenvalue problem.
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Solving the non-linear Lane—-Emden type equations 101

Theorem 1 Let &; and &; be two distinct zeroes of the Bessel function J,(§a) = 0, Then:
a
a? 5
/Jn(éix)ln(éjx) xdx = 7(-’n+1(€ia)) Sijs (18)
0

where §;; is the Kronecker delta function.
Proof The complete proof is described in Bell (1967). O

Theorem 2 If f(x) be defined on [0, al, and f(x) = ZIN=1 ¢; J, (Eix), where &; are roots of
Jn (561) =0, then:
o 2 [ xf (x) Jn(Eix)dx
@l Ga)l?

Proof To see the complete proof, you can refer to Bell (1967). Therefore, we must find the
roots of Bessel functions. O

) 19)

2.1 Computing the roots of Bessel functions

In this paper, we use the algorithm presented by Glaser et al. (2007) to obtain N roots of
Bessel functions J, (x). In this algorithm, we need an initial approximation x; of the first root
x1, and also the number of roots after the x;. This method obtains the initial root x| from
Xs, and through an iterative procedure, computes N roots of J,(x). This method has been
proposed for the special function u(x), which is a solution of the Sturm-Liouville equation:

p)u”" (x) + qu'(x) +r@ux) =0, (20)

where p(x), ¢(x) and r(x) are polynomials of degree 2. This method uses the Priifer trans-
form, (Priifer 1960)

6 (x) = arctan (M) , 21
u(x)/r(x)p(x)
and
/ / . —1
dl:_(\/?+rp—pr+2rq51n(29)) . 22)
de p 2rp 2

In addition, in this algorithm, we use the Taylor series, Runge—Kutta method, and Newton’s
method.

Now, we describe an algorithm which finds N roots of a function u(x) which satisfies
the Eq. (20), recursively, by calculating each of the bigger roots from the previous one
successively. Firstly, a starting value x; is needed; afterwards, the algorithm will calculate
the smallest root x1, which is larger or equal to x; in two steps:

Step1: An approximation x| for the initial root is found by calculating 6y = 6 (x;) via Eq.
(21) and solving the differential Eq. (22) with the initial condition x (6y) = x; in the interval
6 € (6o, —%) via Rung-Kutta method.

Step2: Since the Newton’s method has a faster convergence rate than Rung—Kutta method,
we use it to obtain a good precision for x.
Now we employ the iterative algorithm (Glaser et al. 2007):
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Algorithm:

1. Input the polynomial coefficients of p, ¢, and r in equation (20).
2. Input an initial root z1 of u(x) which is obtained in Stepl and Step2.
3. Input the number of roots N which are greater than x1.

For i=1to N —1 Do
4. Use the Rung-Kutta method to solve equation (22) for § = 7 to—%

with initial conditions g = 5 and z(0g) = z;. The resulting value

=2
for x(f%) is the first approximation to roots ;41

5. Use the obtained recurrence relation of Taylor’s extension to cal-
culate 30 derivatives of u at x = x;
6. Increase the precision of root ;41 using Newton’s method where
u(z) and () are evaluated in step 4.

End of the for

For more details about this algorithm, see (Glaser et al. 2007).

Now, by using the above notes, we can say that {J(&,x)} denotes a system which is
mutually orthogonal under (18), i.e. this system is complete in sz (I), where I = [0, a]
(Guo et al. 2006). For any y € sz(l ), the following expansion holds

Y =D cidu(ix), (23)
=0

but, we cannot use the infinite expansion (23) in the computing system, we approximate u (x)
as follows:

N
Y & yy () = D cidalEix), (24)
i=0

3 Application of the BFC method to solve the Lane—~Emden equations

In this section we apply Bessel functions collocation (BFC) method to solve some well-known
Lane-Emden equations for various f(x, y), A, B and .

The Bessel function Jy(x) is differentiable at the point x = 0, thus, we have no problem
for satisfying the boundary conditions, though we satisfy conditions (2) by multiplying the
operator (24) by x? and adding it to A and Bx as follows:

PNy(x) = A + Bx 4+ x2yy(x), 25)

where yy (x) is defined in (24). Now, x>Pyy(x) = 0, Py y(x) = A and %)’/\Ny(x) = B,
when x tends to zero, so that the conditions (2) are satisfied.

To apply the collocation method, we construct the residual function by substituting 7y y (x)
in (24) for y(x) in Lane-Emden type Eq. (1),

2

d- d ~
Res(x) = 5 7vy(x) + %Emy(x) + F Py () — h(x). (26)

The equations for obtaining the coefficient {c; }lN
N + 1 collocation points:

o arise from equalizing Res(x) to zero on

Res(x;) =0, i=0,1,...,N. 27

In this study, we used the roots of the shifted Chebyshev function in the interval [0, a], as collo-
cation points. For more information about Chebyshev polynomials, you can see Boyd (2000).
By solving the obtained set of equations, we have the approximating function Y y(x).
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Solving the non-linear Lane—-Emden type equations 103

3.1 Solving some Lane—Emden type equations
3.1.1 Example 1 (The standard Lane—Emden equation)
For f(x, y)=y", A=1 and B=0, Eq. (1) is the standard Lane—Emden equation, which was

used to model the thermal behavior of a spherical cloud of gas acting under the mutual attrac-
tion of its molecules and subject to the classical laws of thermodynamic (Shawagfeh 1993)

" % / m —
y(x)+xy(x)+y x)=0, x>0 (28)
with conditions
y(©0) =1,
y'(0) =0,

where m > 0 is constant. For m = 0, 1 and 5, Eq. (28) has the exact solutions, respectively:

. -
y(x)=1—%x2, y(x) = Smx(x), y(x) = (1+%) . 29)

In other cases, there is not any exact analytical solution. Therefore, we apply the BFC
method to solve the standard Lane-Emden Eq. (28), for m = 1.5,2,2.5,3 and 4. In this
example, we construct the residual function as follows:

d> _ 2d _
Res(x) = ——5 YNy () + — ¥y @) + vy ()" (30)
X x dx
Therefore, to obtain the coefficient {c; };_, Res(x) is equalized to zero at N + 1 collocation
point. By solving this set of nonlinear algebraic equations, we can find the approximating
function yy y(x).
Tables 1, 2, 3 show the obtained y(x) for the standard Lane-Emden equations for
m = 2, 2.5 and 3 respectively, by the proposed BFC method in this paper, and some
well-known methods in other articles. These tables also show the residual function Res(x) in
some points. In addition, Table 4 compares the obtained zeros of the standard Lane-Emden
equations by the proposed method and values given by Horedt (2004), and Fig. 1 represents
the graphs of the standard Lane-Emden equations form = 1.5, 2, 2.5, 3 and 4. Finally, Table
5 shows the Bessel coefficients for m= 2, 2.5, 3 and 4 obtained by BFC method for solving
standard Lane—Emden equations. This table illustrates the convergence rate of the method.

Table 1 Obtained values of y(x)

for standard Lane—Emden m = 2 Horedt (2004) Present method Res(x)

by the present method (with 0.0 1.0000000 1.00000000000 0.0000000

N =30) 0.1 0.9983350 099833499854 3.248¢ — 20
0.5 0.9983350 095935271580 1.520¢ — 19
1.0 0.8486541 0.84865411140 1.268¢ — 17
3.0 2.418241e — 1 024182408305 2204 — 13
40 4.884015¢ — 2 4.88401499759¢ — 2 3.991¢ — 12
43 6.810943¢ — 3 6.81094327417¢ — 3 1.182¢ — 11
435 3.660302¢ — 4 3.66030179351¢ — 4 7.306¢ — 12
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Table 2 Obtained values of y(x)
for standard Lane—Emden

m = 2.5 by the present method
(with N =30)

Table 3 Obtained values of y(x)
for standard Lane-Emden m = 3
by present the method (with

N = 30)

Table 4 Obtained zeros of
standard Lane—Emden equations,
by the present method for several
m

Fig. 1 The obtained graphs of
solutions of Lane—~Emden
standard equation for
m=15,2,25,3,4

3.1.2 Example 2 (The isothermal gas spheres equation)

X Horedt (2004) Present method Res(x)
0.0 1.000000 1.00000000000 0.0000
0.1 9.983354¢ — 1 9.98335414189%¢ — 1 8.1601e — 24
0.5 9.595978¢ — 1 9.59597754463¢ — 1 9.648% — 19
1.0 8.519442¢ — 1 8.51944199128¢ — 1 4.1769¢ — 16
4.0 1.376807¢ — 1 1.13768073303¢ — 1 5.54837¢ — 9
5.0 2.901919¢ — 2 2.90191866467¢ — 2 6.33316¢ — 9
53 4.259544¢ — 3 4.25954353454¢ — 3 1.23762¢ — 8
5.355 2.100894¢ — 5 2.10089382753¢ — 5 2.79049¢ — 8
x Horedt (2004) Present method Res(x)
0.0 1.000000 1.00000000000 0.0000
0.1 9.983358¢ — 1 9.9833582956¢ — 1 2.0985¢ — 17
0.5 9.598391e — 1 9.598390699%4¢ — 1 1.14345 — 14
1.0 8.550576¢ — 1 8.5505756858¢ — 1 1.0834¢ — 12
5.0 1.108198¢ — 1 1.1081983504¢ — 2 2.9080¢ — 9
6.0 4.373798¢ — 2 4.3737983891¢ — 2 7.4573¢ — 10
6.8 4.167789%¢ — 3 4.2595487634¢ — 3 1.6993¢ — 9
6.896 3.601115¢ — 5 3.6011145304¢ — 5 1.5338¢ — 10
m N a Present method Horedt (2004)
1.5 30 29 3.6537537492 3.65375374
2 30 41 4.3528745959 4.35287460
2.5 30 29 5.3552754682 5.35527546
3 30 35 6.8968486193 6.89684862
4 40 20 14.971546371 14.9715463
1 -

0.8 1
. 0.6 1 m=1.5,2,2.5,3,4
o)

>
0.4
0.2 1
0 T T

15

For f(x,y) =¢¥, A=0and B =0, Eq. (1) is the isothermal gas sphere equation

2
V() + =y () +e® =0, x>0,
X

with conditions

@ Springer

v(0) =0,
y'(0) =0.

€1V}



Solving the non-linear Lane—-Emden type equations 105

Table 5 Representation

i m=2 m=2.5 m=3 m=4
coefficients of standard
Lane-Emden equations in the 0 —0.319246966530  —7.22103¢ —2  0.110095 2.33514240¢ — 1
present method for 1 0.931963105758 —6.36194¢ — 2 0.476994 2.29100373e — 1
m = 2,25,3,4 2 —0.89320315¢ — 1  —1.81089%¢ — 1 0.204412 1.43276953¢ — 1
3 0.468256334693 —1.02454¢ — 2 0.122757 1.24058338e — 1
4 —0.130157911131 —6.18427¢ — 4 0.043367 7.21013049¢ — 2
5 0.178375121872 —2.10346e¢ — 3 0.027223 6.57252475¢ — 2
6 —0.88144354¢ — 1 7.57737¢ — 4 0.65¢ — 2 3.36142739¢ — 2
7 0.73209936e — 1  —8.01485¢ — 4 0.63¢ — 2 3.51196576e — 2
8 —0.44031591e — 1 5.19764e — 4 0.25¢ -3 1.43097298¢ — 2
9 0.30500251e — 1 —3.99047¢ — 4 0.18¢ — 2 1.93477513¢ — 2
10 —0.18877295¢ — 1 2.79954¢ —4 —0.42¢ -3 5.06423500e — 2
11 0.11953766e — 1  —1.98028¢ — 4 0.63¢ — 3 1.11821679¢ — 2
12 —0.71411432¢ — 2 1.35061e —4  —0.29¢ — 3 8.67897002¢ — 4
13 0.41986732¢ —2  —9.00049¢ — 5 0.25¢ — 3 6.85130065¢ — 3
14 —0.23640811e — 2 5.79969¢ —5 —0.14e —3 —0.8636361e¢ — 3
15 0.00128756e —2  —3.61165¢ —5 0.10e — 3 4.44890721e — 3
16  —0.67065555¢ — 3 2.16267¢ —5 —0.62¢ — 4 —1.4259912¢ — 3
17 0.33431974¢ —3  —1.2408le — 5 0.40e — 4 3.02779768e — 3
18 —0.15827989%¢ — 3 6.78694e —6  —0.23¢ — 4 —1.4581475¢ — 3

19 0.70917344¢ —4  —3.51984¢ — 6 0.14e — 4 2.12171770e — 3
20 —0.2983048%¢ — 4 1.7190le =6 —0.78¢ — 5 —1.2714153¢ — 3
21 0.11695602¢ —4  —7.83928¢ — 7 0.42¢ — 5 1.50185195¢ — 3
22 —0.42267143¢ — 5 3.30198¢ =7 —0.22¢ -5 —1.0153494¢ — 3
23 0.13900754e —5  —1.26615¢ — 7 0.10e — 5 1.05517609¢ — 3
24 —4.08320260e — 7 4.33222¢ —8 —4.93¢ -7 —7.5995629¢ — 4
25 1.04498055¢ —7  —1.28496¢ — 8 2.08¢ —7 7.24417905¢ — 4
26 —2.24184710e — 8 3.16235¢ —9  —7.92¢ -8 —5.3601252¢ — 4
27 3.79678822¢ —9  —6.0186¢ — 10 2.62¢ — 8 4.78710571e — 5

28  —4.5259130e — 10 7.80506 — 11  —6.52¢ — 9 —3.5475818¢ — 4
29 2.9010262¢ — 11  —=5.1171e — 12 9.18¢ — 10 2.99408066e — 4
30 —2.1755506e — 4
31 1.73357314e — 4
32 —1.2071032e — 4
33 8.98284644¢ — 5
34 —5.7987288¢ — 5
35 3.92330122e¢ — 5
36 —2.2010088¢ — 5
37 1.27042733¢ — 5
38 —5.1284849¢ — 6
39 2.07453944¢ — 6

This model can be used to treat the isothermal gas sphere. For a thorough discussion of
Eq. (31), see Davis (1962), Van Gorder (2011). This equation has been solved by some
researchers, for example Wazwaz (2001) and Chowdhury and Hashim (2007) by using ADM
and HPM, respectively, and Parand et al. (2010) by using Hermite collocation method.

A series solution obtained by Wazwaz (2001) by using ADM and series expansion is:

, 1, 8 o 122 ¢ 6167

~—— —x" — — 32
YO = e T T aret et 295000 (32)
The residual function for Eq. (31) is:
d* 2d .
Res(x) = —Pny(x) + = —Pny(x) + (33)
dx x dx

By solving the set of equations obtained from N + 1 equations Res(x) = 0 at N + 1
collocation points, we have the approximating function 7y y(x).
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Table 6 The comparison of the values y(x) of Lane-Emden equation obtained by the present method with

N = 30 and (Wazwaz 2001; Parand et al. 2010) in Example 2

x Present method Wazwaz (2001) Parand et al. (2010) Res(x)
0.0 0.0000000000 0.0000000000 0.000000000 0.000000000
0.1 —0.00166583386 —0.0016658339 —0.0016664188 1.7¢ — 21
0.2 —0.00665336710 —0.0066533671 —0.0066539713 8.5¢ — 21
0.5 —0.04115395729 —0.0411539568 —0.0411545150 4.4e—19
1.0 —0.15882767752 —0.1588273537 —0.1588281737 4.10e — 17
1.5 —0.33801942476 —0.3380131103 —0.3380198308 2.20e — 15
2.0 —0.55982300433 —0.5599626601 —0.5598233120 1.87¢ — 14
2.5 —0.80634087059 —0.8100196713 —0.8063410846 2.3le — 13
0 T T T T T T
2 3 4 5 6 7 10° 4
—0.5 1024 * H**u
1 1074 4 t s .
|ai| T
_ 1076 s
X —1.54 +
- +
1078 4 +
] .
10-10 4
s 0 s 10 15 2 2
i

Fig.2 Results obtained for the isothermal gas equation. (a) Graph of the approximate solution; (b) Logarithmic
graph of the absolute coefficients |a; | of the Bessel functions

Table 6 shows the comparison of y(x) obtained by the method proposed in this paper and
Parand et al. (2010), Wazwaz (2001). Also, Fig. 2a shows the graph obtained with the present
method for this problem and logarithmic graphs of absolute coefficients |a; | of Bessel func-
tion in the approximate solutions for this example is shown in Fig. 2. This graph illustrates
that the method has an appropriate convergence rate.

4 Conclusions

The main goal of this paper was to introduce a new orthogonal basis namely Bessel orthogonal
functions to construct an approximation to the solution of non-linear Lane—Emden equation.
To construct the orthogonal Bessel functions we need their roots and, to obtain them, we
have used the algorithm presented by Glaser et al. (2007). The presented results show that
the introduced basis for collocation spectral method is efficient and applicable. Our results
have better accuracy with lesser N as compared to other results. The validity of the method is
based on the assumption that it converges when increasing the number of collocation points.
A comparison was made of the exact solution and the numerical solution of Horedt (2004)
and the present method. It has been shown that the present work has provided an acceptable
approach for solving Lane—-Emden type equations. Also it was confirmed by logarithmic
figures of absolute coefficients that this approach has a good convergence rate.
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