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Abstract Density functional theory (DFT) has become an

essential complement of experiments to interpret, ratio-

nalize, and understand structures, spectroscopic data,

microscopy analyses, etc. of relevance in heterogeneous

catalysis and photocatalysis. However, one of the major

goals of theory in catalysis remains the prediction of

reaction enthalpies and entropies, of transition state struc-

tures, and the identification of reaction mechanisms. While

accurate theoretical methods are currently available to

study the thermochemistry of molecular systems, this is

much less so when reactions involve solid surfaces and in

particular oxide materials. The problem stems from the

approximate nature of the exchange–correlation function-

als used in all DFT approaches. Attempts to improve the

accuracy of reaction energies is at the core of the efforts

made in the past 30 years to generate new functionals. In

this review we will discuss some recent advances in the

theoretical description of oxides and their surfaces in het-

erogeneous catalysis and photocatalysis. In particular, we

will focus on two problems: (1) the determination of an

oxide band gap and the proper alignment of the occupied

and unoccupied levels with respect to the vacuum level, an

aspect relevant for the red-ox properties of the material,

and (2) the calculation of reaction energies at oxide sur-

faces. To this end, we will discuss and comment on the

performance of current implementations of exchange–cor-

relation functionals (standard GGA, GGA?U, hybrid

functionals, meta-GGA, etc.) or alternative approaches

(like the quasiparticle GW method), in predicting band

alignment and chemical reactivity at oxide surfaces. The

role of dispersion forces will be also briefly discussed.

Keywords Band gap � Band alignment � Reaction

energies � DFT � Hybrid functionals

1 Introduction

The description of chemical reactions occurring at the

surface of a catalyst is at the center of the efforts of many

theoretical chemists and physicists. Catalysis is and will

remain one of the central sciences for a more sustainable

approach to our societal demands [1, 2]. The modeling and

theoretical description of processes occurring at the surface

of a solid catalyst are expected to increase in importance

also due to the increasing computational power. To this

end, new methods and approaches are continuously being

developed and applied to problems related to heteroge-

neous catalysis by oxide surfaces [3, 4]. While theoretical

chemists have developed over the past 50 years a wide set

of computational approaches to study with extremely high

accuracy molecular reactions (from configuration interac-

tion [5] to coupled cluster [6] methods and quantum Monte

Carlo [7] ), when one deals with reactions occurring at

solid surfaces the method of choice becomes density

functional theory (DFT). In the past three decades there has

been a formidable advance in the computational descrip-

tion of adsorption and reaction at metal, semiconductor,

and insulator surfaces with these methods [8, 9]. This is

well demonstrated by the high number of joint theoretical–

experimental studies that are published nowadays on this

topic. In this respect, DFT has become an essential tool to

interpret, rationalize, and understand several characteriza-

tion techniques, from vibrational spectra to photoemission

G. Pacchioni (&)

Dipartimento di Scienza dei Materiali, Università di
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measurements, from magnetic interactions (NMR and

EPR) to absorption and emission spectroscopies, from

scanning tunneling microscopy (STM) and atomic force

microscopy (AFM) images to crystallographic data, etc.

Catalysis deals with the transformation of substances

into other chemical entities. The role of the catalyst is to

change the reaction mechanism and to lower the energy

barriers involved in the transition states. One of the main

tasks for theory is therefore to compute and predict

reaction enthalpies and entropies, transition state struc-

tures, and to identify reaction mechanisms. All these

properties rely on the accurate calculation of the total

energies of reactants, intermediates and products. The

small differences between very large total energies pro-

vide the quantities of interest for chemical reactivity, the

reaction energies. It turns out that these are probably the

most difficult quantities to compute with good level of

reliability with the presently available computational

tools. While most of the other properties, structures,

spectroscopic values, etc. can be obtained with a good

level of confidence, reaction energies remain difficult to

compute accurately as rather different values are

obtained with different computational setups [8]. This

problem has a clear origin which is the approximate

nature of the exchange–correlation functional used in all

DFT approaches. Attempts to improve the accuracy of

reaction energies is at the core of most of the efforts

made in the past 30 years to improve the formulation of

the currently used forms of the DFT approach [8].

The problem of describing catalysts based on oxide

materials can be summarized in two major issues: on one

side one needs an acceptable description of the electronic

structure of the oxide, of the energy of its defects and

localized states, and of the position of the valence and

conduction band edges; on the other side an accurate

description of reaction energies and energy barriers is

required in order to obtain a reliable prediction of the

thermodynamic and kinetic aspects of the reaction. Of

course, the second aspect is related to the first one, as only

an appropriate description of the electronic structure of the

active surface can produce a realistic representation of its

chemical reactivity.

In what follows we will discuss some of the recent

advances in this field making use of some illustrative

examples. In this respect, the review is clearly not com-

prehensive. We will discuss two main problems that are

encountered when surface chemical reactions involve

oxide supports: the determination of the band edges (hence

of the band gap) of the oxide phase and of the defect states

in the gap, as these quantities affect directly the red-ox

properties of the material, and the calculation of the

adsorption energies and reaction barriers at the oxide

surface.

2 Current Approaches to DFT Calculations

As we mentioned above, DFT is the most widely used tool

for the calculation of adsorption and reactions on solids

surfaces, including oxides. Standard implementations of

DFT are based on the Kohn–Sham equations [10] and on

the use the local density or of the generalized gradient

approximation (LDA and GGA, respectively) for the

exchange–correlation functional. Various types of GGA

functionals are available [11] like PW91 [12], PBE [13],

and RPBE [14]. It is well known that LDA strongly

overestimates bond strengths and adsorption energies,

while GGA functionals are in much better agreement with

experimental data. Other problems are inherent to the use

of LDA and GGA, like for instance the underestimation of

band gaps, the tendency to favor electron delocalization,

and the accuracy of energy barriers for chemical reactions.

These deficiencies are a consequence of the approxima-

tions present in the formulation of the exchange–correla-

tion functional and of the lack of exact cancellation of the

Coulomb self-interaction energy, an effect which is known

to favor solutions with delocalization of the spin density. It

is also responsible for a systematic underestimation of

energy barriers [15] an effect that has also been observed

for surface reactions [16].

This problem is well known among DFT practitioners,

and a practical way to improve the description has been

proposed about 20 years ago by Becke who suggested to

use a portion of the exact Fock exchange in the exchange

functional in order to minimize the self-interaction error

[17]. This was the first example of the so-called hybrid

functionals, and the functional is known as B3LYP, where

B stays for Becke exchange functional, LYP for the cor-

relation functional of Lee, Yang and Parr, and 3 is the

number of parameters fitted to reproduce the thermo-

chemistry of a given set of molecules. This approach

turned out to be very successful and become rapidly of

common use in the quantum chemistry community. So far,

the original paper by Becke has received more than 45.000

citations! One should notice that very similar results are

obtained when the Becke exchange is combined with other

correlation parts, as in the B3PW functional [18]. Hybrid

functionals have then been expanded and improved. This is

the case of the PBE0 [19–21], and most recently HSE [22,

23] functionals. A characteristic of all hybrid functionals is

the a parameter that determines the portion of exact

exchange entering in the formulation of the exchange–

correlation functionals. In B3LYP, PBE0, and HSE a is set

to 0.20, 0.25, and 0.25, respectively. The range separated

HSE functional has also an adjustable parameter control-

ling the short-range interaction.

The application of such functionals to periodic systems

has been restricted for about a decade to codes based on
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local Gaussian basis sets like the CRYSTAL code [24]. In

recent years, also the community of solid state physicists

started to use hybrid functionals after these have been

implemented in plane wave codes [25–27]. However, the

computational effort required to evaluate the Fock

exchange under periodic boundary conditions using plane

waves is about two orders of magnitude larger than for a

normal GGA calculation, still limiting the use of this

approach. This problem does not exist if one uses local

atomic orbital basis sets; in this case the cost of an hybrid

functional calculation is comparable to that of a GGA

calculation.

The hybrid functionals are usually more accurate than

GGAs for lattice constants, atomization energies, energy

gaps, etc. of inorganic solids and molecular systems (not

for metals, however). For example, the use of B3LYP,

PBE0 and HSE, reduces the overbinding of O2 from 3.12/

3.10 eV/atom (PBE/PW91) to 2.60 (B3LYP), 2.69 (PBE0),

and 2.71 (HSE) eV/atom [28, 29]; these three latter values

compare very well with the experimental value of 2.59 eV/

atom, corrected for the zero point effect [30]. This indicates

that accurate reactions energies involving oxygen and

oxides can only be expected when hybrid functionals are

used.

A more pragmatic approach to describe metal oxide

systems containing electrons in partially filled d or f states,

which are localized on particular metal atoms, is the so-

called DFT ? U approach. In the spirit of the Hubbard

model [31–33], Anisimov and co-workers [34] initially

proposed it as an extension of the LDA approach. In

practice, in these DFT(LDA/GGA) ? U approaches one

identifies a set of atomic-like orbitals that are treated with

an orbital-dependent potential and an associated screened

on-site Coulomb and exchange interaction parameters,

U and J, respectively [35]. In conventional DFT ? U, the

parameters are fixed for a given set of orbitals, and are the

same for all atoms of the same type. How to chose the

atomic-like orbitals and the optimal effective U parameter

(Ueff = U-J)—hereafter referred to simply as U—is a

delicate issue.

In this respect, Hu and Metiu [36] have proposed that if

one is interested in the redox properties of an oxide like

TiO2, the U parameter should not be chosen in order to

properly reproduce the band gap (this procedure usually

results in high values of the U term) but rather use

PBE ? U or PW91 ? U approaches with a U value that

provides a good estimate for the energy of reduction of

TiO2 to Ti2O3. This aspect will be further discussed below

in connection to some comparative studies on the reactivity

of reducible oxides with various computational methods. In

general, the use of DFT ? U is an option when the cost of

running hybrid functional calculations is beyond the

available computational resources (also considering that

modeling of catalysis requires performing very large

number of calculations).

Another important aspect, in particular for the study of

molecules adsorbed on oxide surfaces, is that DFT/

DFT ? U with LDA or GGAs as well as hybrid-DFT do

not properly account for van der Waals (vdW) dispersive

interactions. In recent years, various approaches which

account for vdW forces within the framework of DFT have

been proposed (see Ref. [37] and references therein), and

their use has considerably improved the description of

molecular chemisorption. These approaches can be broadly

divided into four categories: (1) methods where nonlocal

correlation is either computed explicitly or integrated with

traditional exchange–correlation functionals [38]; (2)

exchange–correlation functionals parametrized for data

sets that include non-covalently interacting systems [39–

41]; (3) addition of effective atom-centered nonlocal

potentials [42]; and (4) addition to existing exchange–

correlation functionals of pairwise corrections [43–45].

A recent advance in the field of exchange–correlation

functionals is represented by the meta-GGA functionals

[46–48]. A meta-GGA DFT functional in its original form

includes the second derivative of the electron density (the

Laplacian). This is a natural development after the GGA,

that includes only the density and its first derivative in the

exchange–correlation potential. Nowadays a meta-GGA

functional is more typically referred to one that includes a

dependence on the kinetic energy density, i.e. on the La-

placian of the orbitals. To this family belong the M06 suite

of functionals which are a set of meta-hybrid GGA DFT

functionals [46–48]. They are constructed with empirical

fitting of their parameters. The family includes the func-

tionals M06-L, M06, M06-2X and M06-HF, with a dif-

ferent amount of exact exchange on each one. M06-L is

fully local without Hartree–Fock (HF) exchange (thus it

cannot be considered hybrid), M06 has 27 % of HF

exchange, M06-2X 54 and M06-HF 100 %. Each func-

tional is better suited for a give class of problems. For

instance, M06-L is more suited for transition metals and

organometallic compounds; M06-HF is useful for cases

where the self-interaction gives rise to pathological

problems.

3 The Band Gap and Band Alignment Problem

In the study of catalytic systems the problem of the

description of the band gap of an oxide material is a central

one. The positions of the top of the valence band (VB) and

of the bottom of the conduction band (CB) in the solid

determine the red-ox properties of the oxide, as these are

the electronic levels involved in charge transfer from or to

the catalyst, respectively. In DFT calculations, the Kohn–
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Sham (KS) band gap is defined as the difference between

the eigenvalues of the CB minimum (CBM) and the VB

maximum (VBM). Notice that the KS band gap is only a

crude approximation to the real band gap which is the

result of an electronic excitation and involves, therefore, an

excited state. Nevertheless, the KS band gap provides a

first simple way to estimate the accuracy of the approach

used.

An important aspect to mention when KS band gaps are

compared to experiment is the distinction between the

optical and the fundamental (or electronic) gap. This

basically goes back to a distinction between different

methods of measuring the energy gap. The optical gap

consists in measuring the optical absorption as a function

of wavelength and is equivalent to use an excitation

spectroscopy: the charge state of the material does not

change during the process. The fundamental band gap, on

the contrary, is obtained by measuring the position of the

VB and CB via electron spectroscopy, direct photoemis-

sion for the VB and inverse photoemission for the CB.

Sometimes, using STM one can measure both, but this

method is only possible with conducting supports like thin

oxide films on metals [49]. Therefore, in common mea-

surements of the fundamental band gap an extra electron is

either injected into or taken out of the solid during the

process. In order to be able to get that extra electron in, one

has to overcome the Coulomb repulsion caused by all the

other electrons. For this reason, the fundamental or elec-

tronic gap is usually larger than the optical gap. In solids

with rather delocalized states, this effect is small, but in

systems with high spatial localization of the valence and

conduction states, as in several oxides, it can be large. In a

photocatalyst the only important value is the optical gap,

because one excites by photons and then separate electrons

and holes. In a device like a light-emitting diode, however,

one needs to apply a bias corresponding to the electronic

gap, because one first has to inject electrons and holes into

the system before they recombine to emit a photon. When

one wants to compare computed and experimental band

gaps one should not forget to mention which kind of gap

has been measured. Dealing with insulators there is an

additional problem, i.e. the formation of excitons when

photons are adsorbed, and polarons when electrons are

injected or holes are created.

There is no reason to expect that the HOMO–LUMO

gap of the Kohn–Sham orbitals would have a physical

meaning; it has to be considered as an empirical attempt

that allows a rapid screening of the validity of the

approach. In this spirit it is discussed below.

The ‘‘band-gap problem’’ in DFT is associated with the

widely employed (semi)local approximations to the

exchange–correlation energy. As we mentioned in § 2, a

practical and efficient solution to the problem that allows to

treat systems of interest is the use of hybrid functionals. This is

well illustrated by a direct comparison of experimental and

theoretical KS band gaps for a wide series of semiconductors

and insulators as obtained with the semilocal PBE and the

hybrid PBE0 functionals, Fig. 1. While significant deviations

still exist between experiment and theory at the PBE0 level,

the improvement with respect to the standard PBE approach is

apparent [50].

The use of semilocal functionals, such as PBE, not only

results in too small band gaps, but also leads to an incorrect

positioning of the VB and CB edges and of the energy

levels associated to defect states (intrinsic or extrinsic

defects) in the band gap. Since impurity atoms introduced

on purpose or by simple contamination or intrinsic defects

(e.g. vacancies) can have energy levels at positions similar

to the HOMO and LUMO levels of adsorbed species, an

incorrect description of their position can lead to ambigu-

ous predictions on the chemical reactivity and on the

charge transfer from the oxide surface to the adsorbed

species or vice versa.

The correct description of these phenomena ultimately

depends on the positions of the band-edge levels. In fact,

the position of defect levels can be determined reliably

once the host band edges are correctly aligned with respect

to an adopted reference or to the vacuum level. Many-body

perturbation theory in the GW approximation can be used

to determine band structures, and can be considered as a

reference method for electronic structure calculations of

solids (in a similar was as full CI [51] or coupled cluster

[52] calculations represent a benchmark of other quantum

chemical approaches where various approximations are

Fig. 1 Calculated versus measured single-particle KS band gaps for

15 different materials. PBE: open circles, PBE0: filled circles.

Reproduced with permission from Ref. [50]
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included). Notice that GW represents a theoretical bench-

mark in the sense that it provides a solution at higher

theoretical level than other approaches; still, also in GW

calculations there are several approximations and the real

benchmark should be done with clean experimental data

(provided that they are available). In the GW approach the

electron self-energy is given by the product of the Green’s

function G and of the screened Coulomb interaction

W. The quasiparticle energies that are solutions of the

Dyson equation give the ionization potentials (IPs) and

electron affinities (EAs), and hence the fundamental IP-EA

gap of the system. Using GW, one can calculate a band gap

directly comparable to that obtained from photoemission/

inverse photoemission experiments. Solving the Bethe–

Salpeter equation (BSE) [53, 54] subsequent to the GW

calculation accounts for electron–hole interactions, and can

be used to calculate optical spectra of materials. The GW

approximation can also be used to determine band-offsets

and defect states, with the major drawback that it has an

extremely high computational cost. This limits the use of

GW to simple systems (the same holds true for full CI or

coupled cluster calculations in molecular chemistry). Fur-

thermore, due to their numerical cost, GW calculations are

mostly performed perturbatively (one-shot G0W0) on a set

of single particle orbitals and eigenvalues obtained from a

preceding DFT calculation. As an alternative, one can

iterate the Dyson equation to self-consistency. We will

come back to this point below, when we will discuss the

band alignment in TiO2/CH3OH interfaces.

In a recent work, Chen and Pasquarello [55] systemat-

ically investigated the band-edge levels in a variety of

materials as obtained within the most common hybrid

functional schemes and compared them with those

obtained within the GW approximation. The materials

considered (Si, GaAs, AlAs, AlP, GaN, SiC, diamond,

AlN, HfO2, MgO, SiO2, LiCl, NaF, and LiF) span a large

interval of band gaps and show bonding characteristics

ranging from purely covalent to highly ionic. Figure 2

reports the CBM and the VBM expressed as band-edge

shifts with respect to corresponding levels obtained at the

PBE level. In hybrid-functional calculations, the shift in

band-edge is typical of the functional but an additional

variable is represented by the value chosen for the mixing

parameter a which in principle can be ‘‘tuned’’ to fit

experimental or more accurate results. Staying with the

standard formulation of hybrid functionals, compared to

PBE0, HSE systematically reduces the gap by shifting in a

symmetric way the CBM and the VBM by 0.3 to 0.4 eV.

By increasing the ionicity of the material, the downward

shift of the VBM gradually becomes more pronounced than

the upward shift of the CBM, Fig. 2.

The results indicate that, in general, the band-edge

positions obtained with hybrid functionals do not coincide

with those derived from GW calculations. The agreement is

very good for sp-bonded materials with band edges coin-

ciding within 0.1 eV when HSE and G0W0 results are

compared. On the contrary, the presence of more con-

tracted d orbitals or the increase of the ionicity lead to

deviations up to 1 eV. The conclusion is that while hybrid

functionals considerably improve the description with

respect to standard GGA calculations, the band edge

positions might change significantly, in particular for sys-

tems with very high band gap including some oxides like

MgO and SiO2 [55].

In a subsequent paper, Chen and Pasquarello [56] have

proposed a different approach to the use of hybrid func-

tionals aimed, beyond the KS band gap determination, to

obtain a correct position of defect states in the gap from

transition energy levels. Transition energy levels represent

a useful tool to estimate excitation and emission energies in

defective semiconductors [57–59]. They allow to locate the

position of the electronic levels associated to the defects in

the band gap of the material, and to go beyond the use of

one-electron KS eigenvalues. The definition of transition

energy level (e) is ‘‘the Fermi level at which two different

charge states (q and q0 = q ? 1e-) of a defect (D) have the

same energy’’. To determine the value of e(q/q0), one

should start from the formation energies of the defect D in

the charge state q, ED
form(q), and q’, ED

form(q0), defined with

respect to the energy of the bulk host, EH, the chemical

potential of the species involved in creating the defect, and

the Fermi level, EF:

ED
form q or q0ð Þðl;EFÞ ¼ ED;q or q0 � EH þ

X
nili

þ q or q0ð Þ � Ev þ EF½ � ð1Þ

Fig. 2 The valence band maximum (VBM) and conduction band

minimum (CBM) levels of semiconductors and insulators as obtained

with hybrid-functionals (PBE0 and HSE) and G0W0 schemes. The

VBM and the CBM are given as shifts, DEVBM and DECBM, with

respect to the corresponding PBE levels. Green: PBE0; Blue: HSE;

Red: G0W0. Reproduced with permission from Ref. [55]
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However, since ED
form(q) and ED

form(q0) are equal when

EF = e(q/q0), some cancellation effects take place which

lead to the following simple expression for a transition

energy level:

eðq=q0Þ ¼ ED;q0 � ED;q

q� q0
� Ev ð2Þ

If the top of the VB (Ev) is set as the zero reference for

the Fermi level, the transition energy level for an electronic

transition involving one charge is simply the difference

between the total energy of the defective model in the

charge state q0 (ED,q0) and that of the defective model in

charge state q (ED,q). With this approach optical transition

levels, eopt(q/q0), can be computed at fixed atomic positions

(vertical transitions) and can be compared with observed

features in the UPS and EELS spectra. If atomic rear-

rangements are taken into account, thermodynamic or

adiabatic transition energy levels, etherm(q/q0), can be

obtained:

ethermðq=q0Þ ¼ eoptðq=q0Þ � Erel ð3Þ

where Erel is the relaxation energy in absolute value, as

computed from total energies difference between the

charged state q’ and q in their respective relaxed configu-

ration. These values can be compared to themolumines-

cence and thermally stimulated current experiments.

Chen and Pasquarello [56] have shown that the G0W0

quasiparticle energy levels of localized defects are very

close to the charge transition levels obtained by total-

energy differences using hybrid DFT, provided that the a
parameter entering in the definition of the hybrid functional

is chosen so as to reproduce the G0W0 quasiparticle gap.

For example, the band gap in SiO2 computed at the G0W0

level is 8.77 eV (8.90 eV is the experimental value [60]).

At the PBE0 level the gap is 8.21 eV, and even smaller is

the prediction using the HSE functional, 7.48 eV. The

fraction of Fock exchange a required to reproduce the

G0W0 value is 0.31 (PBE0) and 0.43 (HSE), i.e. consider-

ably higher than in the original formulation (a = 0.25).

Using these ‘‘ad hoc’’ hybrid functionals the charge tran-

sition levels have been determined for various systems and

are very close to the defect states obtained with the G0W0

approach. This is shown, for instance, in Fig. 3 for the case

of a neutral F0 center in LiF.

It is clear that in this way a different a is used for

different materials, introducing a certain level of empiri-

cism in the formulation of the exchange–correlation func-

tional. On the other hand, the a value is obtained from

‘‘first principles’’, i.e. fitting the KS band gap in the hybrid

calculation on the value obtained from G0W0 quasiparticle

gap. This is conceptually important since often experi-

mental measurements of band gaps are affected by accu-

racy problems, problems related to the exact composition

of the material, formation of excitons, etc. The G0W0 cal-

culation provides a benchmark for the electronic structure

of a perfect, stoichiometric solid and as such represents a

good starting point to obtain hybrid functionals with

‘‘G0W0
00 accuracy at the cost of a normal hybrid DFT

calculation.

A different approach to the calculation of the band gaps

with hybrid functionals has been recently followed by Galli

and coworkers [61]. As we have seen before, one can use a
as an adjustable parameter to reproduce the experimental

band gap of solids or the band gap obtained from G0W0

calculations. For insulating systems the screening of the

long-range tail of the Coulomb interaction is proportional

to the inverse of the static dielectric constant (1/e?). Galli

and coworkers [61] have proposed a full-range, nonem-

pirical hybrid functional where the mixing parameter a is

determined self-consistently from the evaluation of the

inverse static electronic dielectric constant (1/e?). This

idea has been originally proposed by Alkauskas et al. [50]

and by Marques et al. [62]. The dielectric constant is

computed by including the full response of the electronic

density to the perturbing external electric field. In this way

dielectric constants, electronic gaps, and lattice constants

of a broad class of solids have been determined [61]. The

results are in considerably better agreement with experi-

ments than those obtained with the semilocal PBE and the

hybrid PBE0 functionals, Table 1.

A similar approach has been followed by Conesa with

the aim of properly aligning the VB and CB edges of two

interfaced semiconducting oxides, specifically anatase

TiO2 and ZnO [63]. In this approach the mixing parameter

a has been fitted to the experimental dielectric constant

(a = 1/e?) of the two materials. Next, the calculated

Fig. 3 Vertical charge transition levels for a fluorine vacancy (F0

center) in LiF calculated within PBE, G0W0, PBE0, and HSE. The

G0W0 and hybrid-functional calculations reproduce the experimental

band gap (14.2 eV). The energy levels are aligned with respect to the

electrostatic potential of the pristine bulk. Energies are in eV.

Reproduced with permission from Ref. [56]
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electrostatic potential inside each slab was used as a ref-

erence for the alignment of the band-edge energies. In this

way, not only the band gaps of the two oxides have been

properly reproduced, but it was also possible to find that the

conduction and valence bands of ZnO will lie ca. 0.3 eV

lower in energy than those of anatase, influencing the way

in which photogenerated electrons and holes will be routed

in photocatalytic systems which include interfaces between

these two oxides [63].

What is probably the most detailed and extended ana-

lysis of the band alignment problem for an oxide semi-

conductor has been recently reported by Migani et al. for

the case of methanol adsorption on rutile TiO2(110) [64,

65]. Methanol is chosen because of the potential interest in

photocatalysis. The interest of this study is that beside

using a variety of computational techniques, the results

have been directly compared to experimental measure-

ments and in particular ultraviolet photoemission spec-

troscopy (UPS) [66] to measure the position of occupied

states, two photon photoemission spectroscopy (2PP) [67]

to probe the unoccupied molecular levels, and metastable

impact electron spectroscopy (MIES) to measure the work

function of the system [68]. On the theory side, the

methods used are DFT with the PBE and the hybrid HSE

functionals, and quasiparticle approaches based on G0W0

[69] and the self-consistent scQPGW [70, 71], scQPGW1

[64], scQPGW0 and scQPGWTCTC [72] methods. These

latter are variants of the self-consistent GW approach

where a semiempirical procedure has been adopted (the

reader is referred to Ref. [65] for further details; sc stays

for self-consistent, QP stays for quasiparticle, TCTC stays

for test charge/test charge).

Figure 4 shows the VBM and CBM energies for a bare

TiO2(110) surface from DFT (PBE and HSE), G0W0, and

various self-consistent GW approaches using PBE and HSE

functionals. It is clear that all self-consistent GW tech-

niques describe the VBM level alignment consistently with

the experiment. This is true also for the hybrid HSE

functional. On the other hand, there is a regular overesti-

mation of the band gap in self-consistent GW methods due

to a too high value of the CBM, Fig. 4. Notice that the DFT

HSE approach provides an excellent estimate also of the

position of the CBM, hence of the entire band gap. For the

property of interest it is by far the best method. This shows,

once more, the validity of this approach for practical uses.

Table 1 Kohn–Sham (KS) energy gaps (eV) evaluated with the dielectric-dependent hybrid functionals (adapted from Ref. [61])

PBE PBE0 Hybrida Hybridb Hybridc Exp.d

a = 0 a = 0.25 a = 1/e?
PBE a = 1/e?

PBE0 a = 1/sc-e?

CoO 0.00 4.53 – 4.01 3.62 2.5

TiO2 (rutile) 1.81 3.92 2.83 3.18 3.05 3.3

WO3 (monoc.) 1.92 3.79 3.24 3.50 3.47 3.38

ZnO 1.07 3.41 3.06 3.73 3.78 3.44

MnO 1.12 3.87 2.55 3.66 3.60 3.9

NiO 0.97 5.28 2.00 4.61 4.11 4.3

HfO2 4.32 6.65 6.38 6.68 6.68 5.84

MgO 4.80 7.25 7.97 8.24 8.33 7.83

H2O 5.57 8.05 11.19 11.44 11.71 10.9

a a is derived from the dielectric constant computed at the PBE level
b a is derived from the dielectric constant computed at the PBE0 level
c a is derived from the dielectric constant in a self-consistent way (see Ref. [61])
d see Ref. [61]

Fig. 4 Valence band maximum (VBM) and conduction band mini-

mum (CBM) energies (eVBM and eCBM, respectively, given in eV) for

a bare rutile TiO2(110) surface, relative to the vacuum level Evac from

DFT PBE, DFT HSE, G0W0, scQPGW1, scQPGW, scQPGW0, and

scQPGWTCTC. Gray regions denote VBM and CBM energies derived

from the experimental results. Reproduced with permission from Ref.

[65]
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In the same way, the level alignment has been consid-

ered for the case of a monolayer of methanol adsorbed on

the rutile TiO2(110) surface, Fig. 5. To this end the CH3OH

PDOS and wet DOS computed with PBE DFT, HSE DFT,

PBE G0W0, HSE G0W0, PBE scQPGW1, PBE scQPGW,

and PBE scQPGW0, have been compared with UPS and

2PP spectra for a CH3OH monolayer on TiO2(110). UPS

data show that the higher energy occupied molecular levels

(HOMOs) are composed of nonbonding O 2p orbitals of

the CH3OH molecules; similarly, 2PP experiments have

probed the unoccupied molecular levels for methanol on

TiO2(110). These unoccupied levels have a primarily r*

character associated with the methanol C–H bond.

Figure 5 shows that the PBE HOMO levels are closer to

the VBM than those of HSE. On the other hand, PBE over-

binds the unoccupied wet levels while HSE underbinds them.

G0W0 shifts the PBE energies of the empty levels up and the

occupied molecular levels down, giving nearly quantitative

agreement with the 2PP and UPS results. G0W0 shifts the

HSE energies of both the unoccupied and occupied molec-

ular levels downward, relative to the VBM, giving better

agreement with the 2PP and UPS results. The PBE scQPGW1

spectra shown in Fig. 5 agree even better than PBE G0W0

with the UPS and 2PP measurements. Overall, PBE G0W0

and PBE scQPGW1 provide the correct level alignment for

methanol on TiO2(110), while the other methods show some

deviation from the UPS or 2PP spectra.

The work by Migani et al. [64, 65] provides an excellent

benchmark of theoretical approaches to determine the band

alignment in liquid/oxide interfaces. Still, the use of qua-

siparticle approaches is not affordable for cases of practical

interest due to the prohibitive computational costs. For this

purpose, one has to make use of approximate DFT func-

tionals. Hybrid functionals, and in particular the HSE one,

offer an excellent alternative to GW calculations.

What remains to be investigated is if ‘‘ad hoc’’ hybrid

functionals where the parameter a has been fitted to the

experimental dielectric constant or to the GW band gap do

also provide good results in terms of surface reactivity and

thermochemistry of oxide materials.

4 The Thermochemistry Problem

Oxides are used in catalysis either as inert supports for

metal nanoparticles or directly as active catalysts. A sub-

stantial fraction of industrial catalysis is dealing with oxi-

dation reactions or oxidative dehydrogenation processes

where the catalyst is an active oxide. The most common

mechanism is that described by Mars and van Krevelen

[73] where an organic substrate reacts with specific sites

and in particular with more reactive oxygen atoms located

at low-coordinated sites at the oxide surface; an O atom is

added to the reactant leaving behind an oxygen vacancy,

thus altering the stoichiometry of the starting material. The

reaction occurs under oxygen pressure, and gas-phase O2

can interact with the surface, dissociate, and fill the

vacancy created in the oxidative process thus restoring the

original stoichiometry and composition of the catalyst.

Using isotopically labeled oxygen it has been demonstrated

that the oxygen atom incorporated in the organic reactant

does not come from the gas phase but directly from the

oxide surface [74]. Clearly, the cost of removing an oxygen

atom from the surface of the catalyst with formation of an

oxygen vacancy is an essential parameter in determining

both the kinetics and the thermodynamics of the reaction

[75].

Given the role that oxygen release has on the surface

chemistry and catalysis of oxides, it is not at all surprising

that several attempts have been made to chemically modify

the cost for oxygen removal from an oxide by, for instance,

doping the material with heteroatoms [76]. Doping oxides

by heteroatoms has been studied recently both experi-

mentally and theoretically with the hope to produce better

catalytic materials, in particular for oxidation reactions

[76–78]. Clearly, the number of possibilities is extremely

large, since in principle all atoms of the periodic table can

be used to replace a metal cation (or the oxide anion) in an

oxide. The field has been recently reviewed by McFarland

and Metiu [79].

The replacement of a metal cation in an oxide of MxOy

formula with a dopant D, opens several possibilities to

Fig. 5 Total unoccupied (maroon), CH3OH projected (blue), and wet

(green) DOS computed with PBE DFT, HSE DFT, PBE G0W0, HSE

G0W0, PBE scQPGW1, PBE scQPGW, PBE scQPGW0 for a methanol

monolayer on TiO2(110) and the experimental UPS (black) and 2PP

spectra (red). Filling denotes occupied levels. Energies are relative to

the VBM (eVBM). Gray shaded regions denote levels above the

vacuum level Evac, while black/red dashed vertical lines denote the

UPS/2PP highest and lowest energy peaks, respectively. Reproduced

with permission from Ref. [65]

First Principles Calculations on Oxide-Based Heterogeneous Catalysts and Photocatalysts 87

123



selectively modify the electronic structure of the oxide. If

the doping heteroatom D has the same valency of the metal

cation M the changes are mostly related to the different

size of the two cations and to the different strength of the

M–O and D-O bonds. However, if the D dopant has a

different number of valence electrons several possibilities

exist to compensate the charge. This opens a complex

scenario of defects that can more easily form and appear in

the material, also as a function of the preparation condi-

tions. This effect has been studied in detail for the case of

Cr, Mo, and Nb-doped MgO and CaO surfaces [80–82].

The transition metal (TM) elements introduce new states in

the gap of CaO or MgO that change the reactivity of the

oxide surface. In particular, the TM atom can donate some

of its valence electrons to other defects present in the

structure or to adsorbed species like Au atoms and clusters

or O2 molecules with formation of negatively charged

adsorbates [80–83]. The position of the defect states in the

band gap of the ionic oxide (CaO or MgO) could critically

depend on the level of theoretical treatment used, as dis-

cussed above. However, comparison of GGA and hybrid

DFT calculations has shown unambiguously that while the

use of the hybrid functional results in a larger band gap of

the oxide, the relative position of the d states of the TM

impurity with respect to the acceptor levels of the adsorbed

species do not change with the method, so that the occur-

rence and the direction of the charge transfer are inde-

pendent of the level of treatment [84]. The absolute values

of the adsorption energies, on the contrary, change signif-

icantly, showing that while the energetics of the process is

critically dependent on the method used to describe the

system, the physical mechanism is not [84].

The shortcomings of approximate exchange–correlation

functionals become obvious when modeling complex oxi-

des such as defective CeO2, a widely studied oxide with

DFT methods [85]. In the stoichiometric material all Ce

ions are in a ?4 oxidation state so that their 4f orbitals are

empty. The material belongs to the class of f0 compounds,

and the only problem in the description at the DFT level is

that of the band gap discussed above. No unpaired elec-

trons are present in the ground state of the non-defective

system.

The problem appears when the material is in a reduced

form and Ce4? ions trap an electron to form Ce3?. This

corresponds to the formation of very localized, atom-like 4f

orbitals whose corresponding energy levels fall in the gap

of the material. The complications arise from the self-

interaction error intrinsic to semilocal functionals dis-

cussed above. The self-interaction error, being responsible

for too low band gaps, also results in an underestimation of

the energetic cost to occupy the CB, and in turn can affect

the energy cost for removing an oxygen atom. In particular,

it can result in too low defect formation energies [86]. In

fact, removing oxygen corresponds to reduce the material,

and the extra electrons that remain in the system can be

transferred to empty CB states. If these states are ener-

getically too low, the process is artificially favored.

We already mentioned that the two currently adopted

approaches to circumvent the problem are DFT ? U and

hybrid functionals. Many studies caution against inherent

problems to the DFT ? U approach, in particular the rather

strong dependence of band gap, lattice constant, etc., on the

U value. The problem is that different values of U are

required for different properties. For instance, if one wants

to reproduce the electronic structure and the band gap of

CeO2 one needs U values between 4.5 and 6 eV [87, 88].

On the contrary, in order to fit the experimentally deter-

mined adsorption energy of CO on CeO2 one needs to set

U = 2 [89]. A single U value is not able to provide a good

description of both properties.

Even more surprising are the results reported by Branda

et al. [90] who found that the oxidation state of Au on

CeO2(111) critically depends on the value chosen for

U. Depending on the U value the lattice constant of ceria

changes and with it the ability of an adsorbed Au atom to

transfer electrons to the support. Therefore, different

U values not only result in changes in absolute adsorption

energies, with a quantitative effect, but may even produce a

qualitatively different description of the interaction, going

from a situation where the bonding has charge transfer

character to one where this is no longer present [90].

An alternative to DFT ? U is the use of hybrid func-

tionals. Recently, Graciani et al. [91] have studied in detail

the performance of various hybrid functionals for the

description of cell parameters, band gaps, and reaction

energies of ceria, Table 2. In particular, they considered

two different chemical reductions of ceria:

2CeO2 ! Ce2O3 þ 1=2O2 ð4aÞ

2CeO2 þ H2 ! Ce2O3 þ H2O ð4bÞ

Table 2 Lattice parameters, a0 and c0 in Å, and reaction energies,

DE in kJ/mol, for the reduction of CeO2 to Ce2O3 according to

reactions (4a) and (4b) (adapted from Ref. [85])

CeO2 Ce2O3 DE

a0 c0 a0 Reaction

(4a)

Reaction

(4b)

Exp. 3.89 6.06 5.41 388 149

PBE ? U (U = 4.5) 3.92 6.18 5.49 221 -20

HSE 3.87 6.08 5.40 305 53

PBE0 3.87 6.07 5.39 303 51

HSE ? D 3.85 6.08 5.39 327 75

PBE0 ? D 3.86 6.07 5.39 327 75

PBE 3.83 6.08 5.47 403 162

88 G. Pacchioni

123



Both reactions involve the formation of Ce3? ions

starting from Ce4?, but the detailed mechanism is clearly

different. Since DFT has problems in describing the bind-

ing energy of the O2 molecule involved in reaction (4a)

(see above), the second reaction (4b) should remove this

problem. This case has been discussed in detail also by

Sauer and coworkers in a recent extensive review [85].

Different functionals have been applied for the study of

chemical reduction of ceria, according to reactions (4a) and

(4b), Table 2 [85]. At the PBE ? U level with U = 4.5 eV

the lattice constants of CeO2 and Ce2O3 are overestimated,

while the bulk reduction energy of CeO2 is severely

underestimated, Table 2. This reflects the low value of the

CB in DFT ? U. The PBE0 and HSE hybrid functionals

give significantly better results but still underestimate the

experimental values by about 80 kJ/mol, Table 2 (here a

note of caution is necessary: the measurement of reaction

energies is not without problems for solid systems). Adding

a dispersion term to the hybrid functionals (PBE0 ? D and

HSE ? D) improves the reduction energies by about 20 kJ/

mol, but the values are still far from the experimental ones.

Furthermore, reaction (4b), where the reference is a water

molecule instead of O2, does not improve the results

compared to 1/2 O2 as reference. Surprisingly, the con-

ventional PBE functional seems to perform well, with

reaction energies that are only 15 and 13 kJ/mol larger than

the experimental values for reactions (4a) and (4b),

respectively. However, according to Sauer et al. [85], this

result is due to a fortuitous cancellation of errors that is

seen when the energies of formation of Ce2O3 and CeO2

are considered.

Another example of the problematic description of

chemical reactions at oxide surfaces comes from a recent

study on the oxygen reduction reaction (ORR), a process

relevant in electrochemical energy conversion, on the

surface of perovskites [92]. Recent experiments show that

perovskite transition-metal oxides can exhibit high elec-

trocatalytic activity for ORR in alkaline electrolytes [93].

ORR on perovskites has been studied in the past using first

principles approaches based on DFT [94, 95]. In general,

these studies considered atomic and molecular oxygen

adsorption on the LaXO3 surface (where X is a TM cation).

However, the ORR involves a more complicated reaction

pathway and various surface intermediates such as

hydroxides and peroxides are involved. In a recent study

Wang and Cheng [92] reported a comparative theoretical

analysis of ORR activity on LaXO3 (X = Mn, Fe, Cr)

perovskite oxide surfaces using GGA, GGA?U, and

hybrid functionals. The structures of OO, O, HO, and HOO

intermediates on the surface of LaXO3 perovskites have

been optimized at the PBE, PBE ? U (U = 4 (Mn), 4 (Fe),

and 3.5 (Cr)), and at the HSE levels, see Table 3 and

Fig. 6.

Among the four ORR intermediates, the O binding

energy shows the strongest dependence of the calculating

method. Taking LaMnO3 as an example, the PBE binding

energy is about 170 kJ/mol larger than that of PBE ? U,

and is about 240 kJ/mol larger than the HSE value,

Table 3. For the other fragments considered the oscillations

are only slightly less pronounced. For the OO adsorption

even the sign of the adsorption energy changes, Table 3. It

should be noted that while the binding energies show such

a strong oscillation, the nature of the bonding and the

atomic charge on the fragments are basically the same with

the various methods, indicating once more that DFT

approaches are quite solid in terms of bond description and

that the major limitation is presently the accuracy in the

calculated energies. Not surprisingly, when the adsorption

energies are converted into Gibbs free energies by adding

entropic and zero-point energy corrections to the ORR

intermediates, quite different thermodynamic results are

found depending on the level of theory used [92].

The question becomes therefore which of the methods

provides the better description of the ORR processes. The

results calculated from the hybrid-functional method suggest

that the order of ORR activity is LaMnO3 [ LaCrO3 [
LaFeO3. This is in considerably better agreement with

recent experimental observation in ref [93] than those from

the PBE or PBE ? U methods. The PBE results yields

similar free energy diagrams and ORR activities for

LaMnO3 and LaFeO3, while the PBE ? U data suggest

that LaCrO3 has the lowest ORR overpotential. In neither

case does the obtained order of ORR activity agree with the

experiment [92]. It should be mentioned that that the effect

of liquid water was not taken into account in the calcula-

tions, making a direct comparison with experiments

delicate.

The results discussed above for CeO2 and LaXO3 show

how difficult is the calculation of reaction energies

Table 3 Binding energy, DE in kJ/mola, of various ORR interme-

diates on LaXO3 surfaces at the PBE, PBE ? U and HSE levels

DEOH DEOO DEOOH DEO

LaMnO3 PBE 282.5 63.6 137.4 362.3

PBE ? U 203.3 19.8 69.9 191.7

HSE 158.9 -15.6 46.5 123.3

LaFeO3 PBE 259.2 47.4 118.1 333.6

PBE ? U 220.7 19.2 76.6 205.9

HSE 171.6 -31.6 2.7 132.0

LaCrO3 PBE 316.1 89.8 172.3 481.1

PBE ? U 243.4 16.6 97.8 339.2

HSE 179.3 -29.4 65.4 286.8

a DFT binding energy calculated as DE = E(LaXO3) ? E(adsorbate) -

E(LaXO3/adsorbate)
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involving reducible transition metal or rare-earth oxides.

The use of hybrid functionals remains preferable since they

are consistently applied to all atomic species of a system as

well as to all orbitals, contrary to DFT ? U, where U is

applied to orbitals of a certain angular momentum of a

particular atomic species only. Of course, hybrid func-

tionals contain parameters that fix the amount of Fock

exchange and the computational results will depend on

these parameters, as we have seen above for the calculation

of band gaps. In general, GGA?U provides the proper

electron localization but describes energy differences only

qualitatively right. Hybrid functionals are therefore a better

choice and represent at the moment the best practical

solution to the problem.

Of course, there are also drawbacks. One is the already

mentioned high computational cost when plane wave codes

are used in combination with hybrid functionals; the other

is that hybrid functionals do not work so well for metallic

systems, although also in this case there are differences (for

instance, the HSE functional seems to perform better for

metals than other hybrid functionals [25, 96]). This prob-

lem is particularly relevant when one is interested in metal/

oxide interfaces (supported oxide films on metals, metal

nanoparticles deposited on an oxide support, etc.). In this

case, the use of hybrid functionals can lead to an

improvement of the description of the insulating phase at

the expense of a less accurate description of the metallic

phase. Here the use of GGA?U approaches represents a

reasonable compromise, as this allows to correct the defi-

ciencies of standard DFT for those specific atoms involved

in the insulating phase, treating the rest of the metallic

component at the pure GGA level.

A step forward in the search of accurate functionals for

reactions at oxide surfaces is represented by the already

mentioned M06-L and related meta-GGA functionals of Zhao

and Truhlar [46–48] which include not only the density and its

first derivative, but also the kinetic energy density. A properly

constructed meta-GGA functional can detect and correct for

electron over-delocalization without including non-local HF-

like exchange. Indeed, the M06-L functional contains a

kinetic energy density-based term in its correlation functional

that exactly removes the self-interaction error for a one-

electron system. In addition, since the M06-L functional

makes use of 35 adjustable parameters introduced in its con-

struction, it should provide superior accuracy over PBE and

RPBE, which contain no such empirical parameters.

The performance of M06-L functional in the reactivity

of oxides has been recently discussed by Getsoian and Bell

[97] who have studied the reaction of hydrogen abstraction

from propene over a Bi2Mo3O12 catalyst and compared the

reaction profile obtained using the meta-GGA M06-L

functional, with a standard GGA functional (RPBE) and a

DFT ? U approach (RPBE ? U with U = 8.6 eV), Fig. 7.

Significant differences have been found both in the

structure of the transition states and in the energy profiles,

depending on the method used. For instance, in the M06-L

reaction path the propene molecule sits over a bismuth

atom while the RPBE ? U calculation captures essentially

no dispersive interactions and thus orients the propene into

a sterically uncrowded site with no specific surface–

adsorbate interactions. Also the energy barriers are very

different in M06-L and RPBE, while are comparable in

M06-L and RPBE ? U, Fig. 7. However, the transition

state structure predicted by the M06-L functional provides

better agreement with experimental trends than that

obtained with RPBE ? U functional. The general conclu-

sion of Ref. [97] is that while DFT calculations carried out

with the M06-L functional are computationally more

expensive than those performed with DFT ? U (by a factor

5), they provide sensible results for all properties investi-

gated, and avoid the somewhat arbitrary choice of the

U term in DFT ? U.

5 Role of Dispersion for Adsorption on Oxide Surfaces

A brief comment on the role of dispersion for the

description of thermochemistry at oxide surfaces is in

order. In the past decade, many efforts have been made to

include van der Waals interactions in DFT calculations

[98]. These bonding contributions have been entirely

neglected in DFT calculations until it was finally recog-

nized that their role is by no means negligible (but never-

theless, very often ‘‘good agreement’’ with experiment has

Fig. 6 Optimized geometry of (a) bare LaMnO3 (001) surface and

(b–e) surfaces with adsorbed OO (b), O (c), OH (d), and OOH

(e) intermediates. The dashed lines are the boundaries of the

supercell. Reproduced with permission from Ref. [92]
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been claimed despite the fact that these bonding contri-

butions were completely neglected). The role of dispersion

is obvious when one is interested in molecular crystals or

weakly interacting systems, but also adsorption at surfaces

is significantly affected by these terms, in particular when

large molecules are considered.

Oxide surfaces are no exception. An example is pro-

vided by a recent study on the adsorption of bromobenzene

and aniline on the Cu2O(110) and (111) surfaces [99]. The

calculations have been performed using the revPBE func-

tional [100] and the vdW-DF approach of Lundqvist and co

workers [101]. In the first case dispersion forces are not

included, differently from vdW-DF. In Fig. 8 some illus-

trative results are reported for bromobenzene adsorbed on

various sites of the two Cu2O surfaces (in Fig. 8 T-0–T-120

indicate the tilt angle of the molecule with respect to a

crystallographic direction). The interaction with the (110)

surface is dominated by dispersion. In fact, at the revPBE

level the organic molecule is virtually unbound, while at

the vdW-DF level the adsorption energy is of about 0.5 eV.

Also the geometry is clearly affected with vertical dis-

tances from the surface which are reduced by up to 0.7 Å.

Furthermore, the angle formed by the molecule with the

surface is completely different in the two cases [99]. On the

(111) surface, on the contrary, the interaction is stronger

also due to the presence of coordinatively unsaturated Cu

sites. The binding energy, which goes from 0.6 to 1.1 eV at

the revPBE level, increases by 0.2–0.3 eV only when vdW

forces are included and becomes 0.9-1.3 eV, depending on

the orientation of the molecule. Quite relevant is the role of

dispersion on the adsorption geometries: substantial

changes are found both in the surface-to-molecule distance

and in the tilt angle upon inclusion of dispersion, Fig. 8.

These results clearly show that, not surprisingly, for

chemisorption on oxide surfaces dispersion modifies the

absolute values of the adsorption energies without chang-

ing the general picture; for physisorption interactions, on

the contrary, a completely different picture emerges when

vdW forces are included.

6 Summary and Outlook

The use of DFT studies to complement work in heteroge-

neous catalysis is continuously expanding. DFT calcula-

tions can be used to interpret experimental data, in

particular results coming from specific spectroscopies or

microscopies, or to provide data that are difficult to obtain

experimentally, like for instance structures of intermedi-

ates, reaction barriers and mechanisms.

In the last decades we assisted to a continuous evolution

in the field, and methods and approaches are becoming

more sophisticated and complex in order to provide solid

and reliable results. In 2008 we published a review paper

on a similar subject with the title: ‘‘Modeling doped and

defective oxides in catalysis with DFT methods: room for

improvements’’ [102]. Since then, significant improve-

ments have become reality. New methods and approaches

have been implemented in electronic structure codes and

have entered into the arsenal of computational tools

available to mimic reactions and processes at oxide

surfaces.

Fig. 7 Left transition states for hydrogen abstraction from propene

calculated using RPBE ? U (U = 8.6 eV) (a) and M06-L (b).

Distances are in Å. Right activation barriers for hydrogen abstraction

from propene over Bi2Mo3O12 calculated using M06-L, RPBE, and

RPBE ? U (8.6 eV). The singlet spin states are indicated by long

dashes, the triplet spin states by short dots, and the spin-coupled

reaction paths by solid lines. The zero of energy (gray line) is set by

the energy of the bare slab and gas phase propene taken separately.

Reproduced with permission from Ref. [97]
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On the side of the description of the band gap of

semiconducting and insulating oxides, two important

advances have to be mentioned. The first one is that it is

now generally accepted that hybrid functionals provide an

efficient cure to the self-interaction problem (it has not

been so for quite some time, mainly due to the success of

semilocal functionals in the description of metallic sys-

tems); the consequence of this is that hybrid functionals

have been implemented in several plane wave codes and

their use is now widespread. The second important advance

is that many-body calculations based on the GW approxi-

mation have become available. Their cost is still prohibi-

tive and GW calculations cannot be used directly to study

surface adsorption and reactions. However, GW calcula-

tions provide in principle a well defined benchmark for the

band gap of ideal, stoichiometric, non defective materials.

The band gaps derived from GW calculations can be used

to fit the amount of exact exchange to be used in hybrid

functionals. These, in turns, represent from a pragmatic

point of view the best approaches for the theoretical study

of band gaps in photocatalytic materials and their defect

states. The cost of hybrid functionals remains very high

when codes based on plane waves are used, while it is

affordable with codes using atomic orbital basis sets or

other localized functions. Hybrid functionals can also be

parametrized using the dielectric constant of the solid to

study or the theoretical GW band gap. This provides good

results in terms of band gap and band alignment, but the

validity of this approach for surface reactions still needs to

be explored.

More complex is the problem of the description of the

thermochemistry and of the stability of oxide materials.

Here the most important advance is probably represented

by the introduction of the meta-GGA functionals. While

more expensive than the hybrid functionals, these methods

seem to offer a good compromise between accuracy and

computational cost.

The third advance in the last decade has been the

development of various methods to include dispersion

forces in DFT calculations. These contributions are by no

means negligible, and should be included in every study of

adsorption and reactivity at oxide surfaces. Of course, the

role of dispersion is minor when strong chemical bonds are

formed, but is rather important in the description of how

molecules interact and diffuse on a surface.

These specific advances, associated to the continuous

development of electronic structure codes and to the

increasing computer power, open a bright perspective for

practitioners interested in modeling reactions at oxide

surfaces including heterogeneous catalysis and photoca-

talysis. It should be stressed, however, that it is very

important to be able to identify which method is the most

appropriate for a given problem, and that the quality of the

results critically depends on this specific capability. At the

moment, there is no single universal solution for every

chemical or physical problem. The choice of the most

appropriate theoretical method to address a specific prob-

lem in catalysis or photocatalysis is the necessary pre-

requisite for a successful modeling of these complex

systems.

Fig. 8 Optimized structures

and adsorption energies of

bromobenzene on Cu2O (110)

and (111) surfaces. A negative

DE indicates a bound complex.

Reproduced with permission

from Ref. [99]
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A final comment is in order. So far we have concen-

trated on the problem of properly describing the electronic

structure of a solid crystalline material with well defined

composition and without imperfections. Unfortunately, to

model real catalytic systems one has to include many of the

complexities that make a real catalyst working: presence of

low coordinated sites, morphological irregularities, defects

and impurities, not to talk of the dynamic aspects of the

problem (under catalytic conditions the surface is not a

rigid object but rather evolves and undergoes modifications

depending on external parameters like temperature and

pressure). Therefore, in order to model catalysis at oxide

surfaces one has to be aware of the limitations inherent to

the choice of regular, non-defective single crystal surfaces.

Without taking into account this aspect, the understanding

of catalytic systems and processes relying on accurate

electronic structure calculations on incorrect models will

be insufficient or even erroneous. Theory has done enor-

mous progresses in the description of these systems, but the

way towards a comprehensive description of real catalysts

from first principles is still quite long.
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