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Abstract. This survey paper considers index structures for fast similarity search for objects

represented by real-valued vectors. Index structures based on locality-sensitive hashing and their

modifications are discussed. The ideas of specific algorithms, including the recently proposed ones,

are stated. Their interrelations and some theoretical aspects are discussed.
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INTRODUCTION

Similarity search is a variant of information search in which objects from some base (set) of objects relevant to a query

object are determined based on values of some measures (functions) of similarity or dissimilarity (distance) between

representations of objects.

We consider that the object representations and distance/similarity measure underlain a search are given. Similarity search

is most simply implemented by computing the similarity values of a query object and all N base objects and returning the objects

meeting the query conditions. This “linear” (or “sequential”) search frequently turns out to be inadmissibly slow, especially for

large bases, complicated multicomponent object representations, and computationally intensive similarity measures.

An approach to accelerating linear similarity search is to quickly (though approximately) estimate values of all

distances/similarities (see [1, 2]). Another approach consists of constructing a data structure (index structure, IS) constructed

from the base and such that its use in implementing a similarity search query would allow one to reduce the number of

computations of the similarity between the query object and other objects in comparison with linear search (sublinear search

with respect to N ). Note that algorithms of both approaches often accelerate search at the expense of obtaining results that

do not completely coincide with the results of (exact) linear similarity search, i.e., provide an approximate similarity search.

A review of ISs that are developed within the second approach and do not require explicit access to object

representations except for computing distances/similarities is presented in [3]. In [4], ISs are considered for similarity search

for objects that are binary vectors. The present article considers main types of ISs for fast similarity search for objects

represented by real-valued vectors (their components are real numbers). Such vectors are widely used, for example,

for representing texts, images, etc. [5–9]. Though ISs from [3] can be used for vectors, vectors provide more tools for

indexing owing to the possibilities of accessing their components and their subsets, explicitly specifying boundaries of

domains of a vector space, applying specialized operations and algorithms (averaging and clustering), etc.

This survey consists of two parts, and this paper is its first part. The ISs are mainly considered that are practically

implemented or that have a perspective of such an implementation and are constructed without information from

a teacher. In this part of the survey paper, ISs are discussed that are destined for approximate similarity search based on

hashing preserving similarity (Sec. 2). An introduction to the problematic of similarity search is presented to Sec. 1.
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1. BASIC CONCEPTS

For distances and similarities used in ISs, we will consider the definitions of types of similarity search queries,

problems of exact search, and the need for the transition to approximate search to fast execute queries and also the

principles of construction and application of such ISs.

1.1. Distances and similarities. To estimate similarities between objects, distance, i.e., “dissimilarity,” is used.

To large similarity values correspond small distance values. Many distances are metrics, i.e., submit to metric axioms

such as the triangle inequality, etc. For real-valued vectors a and b of dimension D, Minkowski distances Ls of different

orders s: | | | | | |
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) are most widespread. When 0 1
 
s , fractional distances are

obtained that are not metrics.

For similarities, large values correspond to more similar objects. One of similarity measures for vectors
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. The angle between a and b determines the distance dist arccos

ang
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The vectors of the Euclidean unit norm (| | | |a
2

1� ) are also called the vectors of the (Euclidean) unit sphere, which is

denoted by S
D�1

. The ordering of such vectors in ascending order of the Euclidean distance (or angle) is equivalent

to their ordering in descending order of the scalar product or the cosine of the angle. For binary vectors, the Hamming

distance dist { }
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is widely used, where { }� is an indicator function. The complexity (time) of

computation of the mentioned distances/similarities amounts to O D( ).

1.2. Exact and approximate similarity search and query types.

1.2.1. Exact similarity search queries. The base objects that represent the answer to a concrete similarity search

query are determined by the type of a query and its parameters (specified by its query object, distance/similarity measure,

etc.). Query objects do not necessarily belong to the base. In the present review, objects are real-valued vectors.

A range query is denoted by rNN. It returns base objects whose distances from the query object (according to the

distance measure specified in the query) do not exceed the query radius r. For some r, the result of a range query can

be the empty set of objects or all the objects of a concrete base. In the latter case, the acceleration of executing an rNN

query in comparison with linear search is impossible in principle. Any object that is an answer to a range query is called

an r-near neighbor and is denoted by rNN1. An rNN1 query returns such an object if it is present in the base.

A query of k nearest neighbors (a kNN query) returns k base objects nearest to the query object. A query of one

nearest neighbor and also the object that is the nearest neighbor is denoted by NN.

rNN and kNN queries with their definitions given above are queries of exact similarity search. The definitions of

types of queries in terms of similarity rather than distance are similar. Other types of queries of exact similarity search are

not considered in this survey.

1.2.2. Problems of exact search and approximate similarity search. The execution time of similarity search

queries using linear search in a base consisting of N objects-vectors for distance/similarity measures with computation

time O D( ) amounts to O ND( ) .

For data of dimension D �1 (each object is represented by one number), it is easy to fast execute exact similarity

search queries. N numbers representing N base objects are sorted and stored. An NN query is executed by binary search.

For such an IS, memory cost amounts to O N( ) and search time amounts to O N(log ) in the worst case [3].

A similar IS for D � 2 constructs a Voronoi diagram, i.e., divides spaces into N domains each of which

corresponds to a base object and consists of points that are nearer to it than to the other base objects. Unfortunately,

memory cost for storing a Voronoi diagram amounts toO N
D

( )

/� �2
[10]. The best well-known algorithm of this class for

NN search, although it provides the execution time of a queryO D N
O

( log )

( )1

[11, 12], requires N
O D( )

memory, which

is unrealistic for bases of moderate size N even with small D . For algorithms with memory cost close to linear, the time

for a random query object amounts (at the average) to min ( , )

( )

2

O D
DN [12]. Therefore, for bases with attainable N ,

exact search degenerates into linear even for not too large D , which is also confirmed in practice [13].
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The analysis of all well-known algorithms of exact execution of an NN query with a subliner time with respect to N

shows that time or memory cost grows exponentially with respect to D [12]. According to the curse of dimensionality [12],

this dependence is inevitable in exact similarity search for worst-case data (for query objects and base objects that require

the most query execution time). For some algorithms, an exponential dependence manifests itself in terms of an “intrinsic

dimension” (see references in [3]) that can be smaller than the “external” dimension D .

It is possible to overcome (or more exactly, to bypass) the curse of dimensionality by transition from exact to

a faster but approximate search admitting a distinction of its results from those of exact search. The reduction of some

other problems to the approximate near neighbor problem is described in [12].

1.2.3. Approximate similarity search queries. Let us consider widespread types of approximate similarity search

queries [14–16, 12].

Denote by ( , )c � -rNN1 a randomized c-approximate r-near neighbor query; with probability no smaller than 1� �,

it returns any base object whose distance from the query object does not exceed cr (c�1) if there is a base object whose

distance from the query object does not exceed r. If such an object is absent, then an object is returned whose distance

does not exceed cr or the answer “no.”

Denote by ( )c -rNN1 a ( , )c � -rNN1 query with � � 0 (the deterministic version).

Denote by ( )� -rNN an all randomized r-near neighbors query; it returns all base objects whose distance from the

query object does not exceed r with probability no smaller than 1� � for each such an object.

Denote by c-NN a c-approximate nearest neighbor query; it returns a base object whose distance from the query

object is no more than by a factor of c�1 longer than the distance to the exact nearest neighbor.

The execution of a c( )1� � -NN query (for some � � 0) can be reduced [16, 12] to a sequence of ( )c -rNN1 queries

with different radiuses. Let � be the finite (bounded) ratio of the largest to the smallest distances between the base

objects (including the query), and let the smallest distance be equal to 1. We construct O (log )

1� � � IS instances for

( )c -rNN1 with radiuses r assuming values 0 5 1. ( )� �
i
for i � 0 1, ,� . After arriving a query and performing binary search

in these ISs (i.e., after executingO(log log )

1� � � ( )c -rNN1 queries with different r), we find an answer to a c( )1� � -NN

query as the object returned for the smallest value of r. For arbitrary metric spaces (with unlimited �), a more efficient

(but impractical) reduction based on an IS is proposed in [16] for a ( , )c � -rNN1 query. To avoid the increase in memory

cost in searching for an approximate NN, other ISs without specified theoretical guarantees are frequently used (their

quality is checked on bases).

Note that the notation NN in ( )c -rNN1, ( , )c � -rNN1, and ( )� -rNN queries is used for a near neighbor and that in NN,

kNN, c-NN, and c( )1� � -NN queries is used for the nearest neighbor. Practical ISs executing some randomized queries, which

are described in this subsection, with guarantees for execution time for worst-case data are considered in Sec. 2.

1.2.4. Quality measures of similarity search. Approximate similarity search is required in practice since, for

many applications, it suffices to obtain even approximate results but quickly.

For algorithms of approximate search with quantitative guarantees, two types of distinctions of their results from the

results of exact search are considered. In the case of deterministic approximation algorithms, the distance to the found objects

no more than by a given multiplier exceeds the distance to the objects that are the exact answer to the query. In the case of

randomized Monte Carlo algorithms, false negatives are allowed, namely, an algorithm does not necessarily return objects that

are answers to the query (but the probability of this over all implementations of the algorithm and its search time in analysis

are not bounded for worst-case data). Monte Carlo algorithms executing randomized approximate queries can give both

distinctions. Randomized Las Vegas algorithms are performed without false negatives and, in analysis, restrict the search time

averaged over all implementations of an algorithm for worst-case case (rather than for the average as was stated in [4]).

In practice, users are frequently interested not in theoretical guarantees but in the execution time of queries

in experiments on concrete bases. This time usually depends on the choice of IS parameters. For exact search, the best is

IS providing the smallest time cost. For approximate search, the choice of IS parameters usually makes it possible

to achieve a trade-off between the quality of search results (the degree of their distinction from the results of exact

search) and search time. Therefore, ISs for approximate search are compared by (averaged) query execution time for

a fixed search quality or by the value of a search quality measure for the same search time. An important characteristic

also is IS memory cost (quadratic cost is unacceptable).

The following well-known measures [17–19] of the quality of executing a concrete query are often used: recall

equal to n n1 2/ and precision equal to n n1 3/ , where n1 is the number of returned objects that coincide with base objects
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relevant to the query, n2 is the number of base objects relevant to the query, and n3 is the number of returned base

objects. For a kNN query, n n k2 3� � , and, therefore, precision is equal to recall. As relevant objects, the objects are

used that are returned by exact search queries or are specified by an expert. “Good” neighbors can be not only exact

neighbors but also base objects close to exact neighbors. Therefore, search quality is also measured by the ratio of

the sum (or the average) of the distances of the query object to the returned objects to the corresponding value for the

reference result (distance ratio metric), etc. [19].

When executing many queries, the quality measure values obtained for individual queries are averaged.

In particular, for an NN query, recall (equal to precision) is measured as the percentage of the queries for which the

reference NN [20] is returned.

1.3. General principles of construction and applications of index structures. In both parts of this survey

(Part II is being prepared for publication), ISs are mainly considered in construction of which the set of base objects is

somehow divided into subsets (in some types of ISs, they do not intersect and, in others, their intersection is possible).

Some types of ISs store and use information on domains to which belong these subsets in the space of objects.

Sometimes, several ISs with different partitions into subsets are constructed for one base.

There are static and dynamic ISs. In static ones, the algorithm for constructing an IS presumes the presence of the

whole base of objects. Dynamic ISs are constructed by operations of inserting objects in the process of arriving of data.

When executing a query, procedures are used that may be considered as variants of the two-stage filter-and-refine

(F&R) strategy. At the first stage, candidate objects are quickly selected. The results of the first stage are refined at

the second stage (usually using linear search among candidate objects based on the distance/similarity specified in the

query). The F&R strategy is sometimes applied repeatedly in executing one query. If the total number of candidate

objects is less than the number of base objects N and they are rather quickly selected, then an acceleration of executing

a query with respect to linear search can be obtained (sublinear search).

For exact search in executing a query, candidates are chosen so that they guaranteedly contain an answer to

an exact search query. Many ISs of exact similarity search use varieties of the branch and bound (B&B) method (see [3]).

However, sublinear execution time of exact search queries is not guaranteed and not observed in practice (Sec. 1.2.2).

In the basic version of IS for approximate similarity search based on hashing preserving similarity, the hash values are

associated with objects such that the probability of coincidence of hashes of similar objects is higher than that of hashes of

dissimilar objects. Objects with identical hash values form subsets in IS. In executing a query, candidate objects are subsets

with the same hash value as the query object. This provides the retrieval of candidate objects similar to the query object and

guarantees sublinear execution time for some types of randomized approximate search queries (in particular, ( , )c � -rNN1).

2. INDEX STRUCTURES BASED ON HASHING PRESERVING SIMILARITY

In locality-sensitive hashing (LSH), unlike the usual one, LSH functions generate hash-values so that the probability

of their coincidence for similar objects is higher than for dissimilar ones ([15, 16, 2, 4]). Objects with the same hash form

a bucket. When a query object arrives, its LSH hash is generated, base objects are extracted from the corresponding bucket,

and they are used as candidates for linear search based on the initial distance. The hash-values of similar objects generated

by one LSH function can turn out to be different and, hence, to increase the probability of finding objects close to the query

object, lists of candidates from buckets of several independent LSH functions are united by analogy with forests of trees

(see, for example, [20]). LSH-based index structures are among the few practically implemented ones for some types of

approximate randomized similarity search queries with guarantees of sublinear time in the worst case.

2.1. Index LSH structure for approximate similarity search.

2.1.1. LSH functions. The family F of hash functions h is ( , , , )r r p p
1 2 1 2

-sensitive for any objects a and b

under the following conditions: if dist ( , )a b r�
1

, then Pr { }F h a h b p( ) ( )� �
1

, and if dist ( , )a b r�
2

, then

Pr { }F h a h b p( ) ( )� �
2

[15, 16], where the probability Pr corresponds to a random uniform choice of hash functions h

from the family. For a useful LSH family, r r
1 2


 and p p
1 2

� . This definition of LSH is based on the gap of distances

between similar and dissimilar objects. By analogy, LSH can be defined based on the gap of similarities [21].

In another definition of LSH based on the monotonicity of the similarity value [22], Pr { } simF h a h b a b( ) ( ) ( , )� �

must hold, where sim is the similarity measure of objects that assumes values in [ , ]0 1 . Note that sim can also be

a monotonically increasing function (with its values in [ , ]0 1 ) of some other similarity function [21]. There also is a similar

definition for distances. The definition of LSH based on monotonicity implies a gap-based definition [21]. We mention
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the generalization of LSH of the form Pr { }F h a h b
1 2

( ) ( )� � f a b( ( , ))dist , where f ( ) is not necessarily a decreasing

function of dist [23].

Example of an LSH function. For an angle � between vectors, the following family SimHash [22] of LSH

functions is widely used: hr a r a( ) ( , )� � �sign , r is a random vector of length D with components that are independent

and identically distributed (i.i.d.) random quantities (r.q.) from the Gaussian distribution ( ~ ( , )r 0 INorm D ), sign(z) �1

when z � 0, and sign(z) � �1 when z
 0. For this LSH function, Pr { )}h h( ) ( ( , ) /a b a b� � �1 � �. Other examples of

LSH are considered in Sec. 2.2.

2.1.2. Basic index LSH structure. When constructing an LSH-based IS, L LSH functions g are created and

stored, each of which is the concatenation of m LSH functions h randomly chosen from the corresponding LSH family.

A function g is ( , , , )r r p p
m m

1 2

1 2

-sensitive. (In analyzing an ( , )c � -rNN1 query, it is assumed that r r
1

� and r cr
2

� .) For

each of L functions g , its own hash table is constructed. Each base object y is placed in one bucket of each of L hash

tables (the bucket that corresponds to its hash g y( ) for this table). Thus, the objects with the same values of g are placed

in one bucket. Since the majority of cells of tables are empty when N
m



 2 , usual hashing is additionally applied to

LSH hashes. Other features of implementing the basic LSH IS are described in [24].

To execute a query, the F&R strategy is used in LSH IS. Hashes of query object are generated by the same LSH

functions that are used for constructing IS. Candidate objects are extracted from the buckets whose hashes coincide with

the hashes of the query object (a collision). To execute a ( , )c � -rNN1 query, a fixed number of objects are taken from

these buckets, for example, 3L, including duplicates (“Strategy 1” [15]). For a ( )� -rNN query, all objects from these

buckets are used (”Strategy 2” [15]). The final result is obtained by linear search in the list of candidates by the

distance/similarity measure of the query.

Using � � � �log / / log / log / log ( , )1 1 0 1

1 2 1 2

p p p p , we can write L N�

�
. We obtain the following memory

cost for an LSH structure consisting of L tables and the base: O DN N( )�

�1 �
. The search time consists of the time of

computation of hash functions O Lm O N N( ) ( log )�

�
and the time of computation of distances to candidates

O LD O N D( ) ( )�

�
. Strategy 1 guarantees the mentioned search time since the number of candidates is bounded. Thus,

�
 1 (sensitivity) characterizes the “quality” of LSH functions (the acceleration of search with respect to linear search

and memory cost). Usually, � �1 for c �1 and � � 0 as c � � .

When calculating the parameters for Strategy 2 (a ( )� -rNN query), L p
m

� �� �log / log( )� 1

1

is chosen [24], and the

value of m that minimizes query time is determined in experiments. B [25], L is chosen proceeding from existing

memory, and m p
L

� �� �log( ) / log

/

1

1

1

� .

2.2. Examples of LSH functions. The calculation of LSH IS for a concrete distance/similarity measure requires

the presence of an LSH family for it (with known characteristics that do not depend on a concrete collection of base

objects). An arsenal of LSH families is considered in [15, 26, 2, 27]. Most LSH families are developed for vectors (but

see [28, 29] for kernel similarities).

For spaces Ls, s�( , ]0 2 , LSH families [24] are proposed that use vectors r with components, i.i.d. r.q., from

s-stable distributions h U w( ) ( , ) /a r a� � � �� � , where w is the parameter determining the size a hash bucket and U is

an i.i.d. r.q. from a uniform distribution in [ , ]0 w : U w~ , )Unif (0 . Examples of s-stable distributions are the Cauchy

distribution for s �1 and Gaussian distribution for s � 2. For these families, � � �max / , / ( ){ }1 1 1c c o
s

. Denote LSH

functions of this family by L2LSH for L
2

and L1LSH for L
1

.

In [30], for L
2

, � � �1 1

2

/ ( )c o is obtained, which is an optimal value. Initial vectors are first projected randomly

(see [1]) into vectors of reduced dimension, and then a set of random vectors is chosen. The value of an LSH hash is the

identifier of the first random vector whose spherical neighborhood with a given radius contains the vector being hashed.

In more practical versions, the hash value is the nearest lattice point [30, 31].

In order for a distance have a family of LSH functions, it is necessary (but not sufficient) that it be metric [22] and

have an isometric embedding into L
1

[32]. If each of two similarities has an LSH function, then their product also has it.

A necessary and sufficient condition of preserving the LSH property for a function of transformation of similarity is its

membership in the class of (scaled) probability generating functions. In [33], similarities that do not have LSH are
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considered, and the concept of a distortion is introduced to characterize the approximation of these similarities by

similarities that have LSH. Dense upper and lower bounds of distortion are shown and confirmed by experiments

for well-known similarities without LSH.

Note that the presence of LSH families for L
1

makes it possible in principle to use LSH IS for approximate search

based on representations of objects and their distances that can be transformed into L
1

with some distortion (for example,

edit distance, the earth mover’s distance, etc. [34, 16, 35, 1]). LSH functions can also be used for the formation of binary

or integer-valued components of vectors (sketches) to estimate distances/similarities (corresponding to LSH functions)

between initial objects from the empirical probability of the coincidence of hashes (dist

Ham

/ D of sketches [2])

according to the definition of LSH based on monotonicity.

As an example LSH, we will consider recently appeared LSH functions for a unit sphere.

2.2.1. LSH functions and implementation of search based on the Euclidean distance of unit vectors.

An optimal and efficiently implementable family of LSH functions for the Euclidean distance of vectors on a unit sphere

is analyzed in [36]. Its applicability to searching based on some other measures follows from the relations presented in

Sec. 1.1. The family uses randomly rotated hyperoctahedrons (unit spheres in L
1

) [37, 38]. To obtain the value of the

LSH hash of a vector, it is multiplied by a random i.i.d. Gaussian matrix R D D( )� , which is specific for each LSH

function, and the result is normalized to unit norm. Then the hyperoctahedron vertex nearest to the obtained vector

(maximum vector component) is found, and it is its number that is the hash value. This is computationally efficient since

the distance is equivalent to the scalar product, and there is only one nonzero component in vectors of vertices.

For the complete range of distances 0 2
 
 
r cr , the dependence � � � � �( / )( ) / ( ) ( )1 4 4 1

2 2 2 2

c c r r o is

obtained, where o ( )1 0� as D � � . When r c� 2 / and rc � 2, this LSH reaches its optimal value � � �1 2 1

2

/ ( )c

as well as LSH dependent on data for L
2

[39] (which, however, are practically not realizable because of a large

computation time, Sec. 2.6.3). The lower bound � is also given for different relations p
1

and p
2

, which shows that

the hyperoctahedral LSH is close to optimal.

To accelerate hashing (without theoretical guarantees) [36], the hashing tricks of dimensionality reduction and

high-speed multiplication by an orthogonal matrix pipeline (see [1]) and also a specialized multi-probe LSH (Sec. 2.3.1)

are used. For a number of bases, a software implementation of FALCONN accelerates an NN query in comparison with

SimHash by a factor of 4–10 for large N [36] (though the obtaining of the value of a hash requires more time). However,

note that SimHash can also be accelerated by using fast matrix pipelines [2].

In [40], a hypercube LSH is investigated in which a partition into domains is created by orthogonal hyperplanes

(Voronoi domains around hypercube vertices). A random rotation of the vector being hashed is preliminary executed

(for fast pseudorandom rotation, theoretical guarantees can also be obtained [41]). For hypercube LSH, � is located

between SimHash and hyperoctahedral one, but some applications faster operate with hypercube LSH [40].

2.3. Improvements of basic LSH IS.

2.3.1. Multi-probe LSH. A great number L of LSH tables requires considerable memory cost. To decrease L (with

preservation of search quality), it is proposed in [42, 43] to change the procedure of executing a query so that to extract

candidates not only from one bucket of the table corresponding to the LSH hash of the query but also from other buckets

“close” to the query object. This “multi-probe” LSH uses both modifications of the query vector [42] and (faster)

modifications of the LSH hash of the query [43]. The scheme of generation of modifications and sequence order of

traversal of buckets is constructed in such a way that it is computationally efficient and, first of all, provides visits to the

most “promising” buckets for a concrete query object. In [43], the same precision and time of a kNN query are obtained

as for the basic LSH with decreasing L by a factor of larger than 10.

Experimental investigations of versions of modifying the hash code of a query [44, 45] showed good results.

In experiments [36] on searching for an (exact) NN with the same1� � and L, the query time for the multi-probe variant

has decreased more than 10 times (at the cost of a larger optimal value ofm providing a smaller number of candidates).

Multi-probe LSH is also used in theoretical works. In [46], it is applied to obtaining a smooth trade-off between

memory cost and search time. For the multi-probe variant of adaptive LSH IS [47] (and Sec. 2.3.3), for a ( )� -rNN query,

not only an economy of memory but also an acceleration of executing a query are theoretically proved.

For an rNN query (without false negatives) in Ls, s� �[ , ]1 , a family of LSH functions of the form

h rDs

s
( ) , / ( )

– /

x x r� � �� �1 1

is proposed [48], where r is the radius of a query and r is a vector of an i.i.d. r.q. from
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a bounded centered distribution, � � �1 1ri , E{ }ri � 0. Here, as candidates for a query x, it is required to return all base

objects y for which | | ( ) ( ) | |g gx y� �
�

1. To this end, it is proposed to use 3

m
modifications of the hash of a query or 3

m

modifications of the hash of each base object. Unfortunately, candidates can be objects with a long distance to the query

(up to cr, c D D
s

� max ,

/ – /

{ }

1 2 1 1

). The acceleration of a query is considered in [49].

2.3.2. Models and choosing parameters of LSH IS for a concrete base. Taking into account features of data of

a concrete base, it is possible to improve characteristics of search in LSH IS (see also Sec. 2.6.3). In [24], parameters are

chosen by an exhaustive search of their combinations on a software implementation of a real LSH structure. This is

a computationally intensive problem even if a subset of a base is processed. To solve this problem [50, 45], statistical

models of LSH IS are proposed for L2LSH and randomized (k)NN queries. The models use distributions of distances

between a query and (k)NN and also between base objects.

In the multi-probe LSH model from [50], to maximize the recall of search, the maximum L is chosen proceeding

from available memory. With a given average recall value of search on the base, w in h U w( ) ( ,a r a� � � �� �) / and the

number of m concatenated functions are offline adjusted to minimizing the query time (the average percentage of

candidates among base objects). For a concrete query object based on distances to the current kNNs, the number

of modifications of the query is adjusted to achieve the prescribed recall of search. A detailed model from [45] minimizes

the average time of searching for the prescribed probability of an error smaller than � (with a simplified query

modification without adaptation to the query) and can be used for adjusting parameters to different types of queries.

2.3.3. Adaptation to a concrete query. Adaptation to a concrete vector query was considered in the model

of multi-probe LSH from [50]. In [31], it is proposed to improve the trade-off between the search speed and accuracy

(in L
2

) by choosing the LSH tables out of their existing collection in which the vector query with the highest probability

will be placed into one bucket with the nearest neighbor when executing the query. The relevance criterion of a hash

bucket, which is based on the query distance to the center of the bucket, is used.

In [47], a ( )� -rNN query is considered. For the basic LSH IS and “difficult” queries, the average number of

candidates can amount to O nL( ), where n is the number of base objects that are answers to the query. To solve this

problem in multilevel adaptive LSH [47], collections (levels) of LSH tables are constructed for different combinations of

m and L (L increases with increasing m). When executing a query in this IS, the average number of candidates

� ( ( ) )n N n/
�

is always less than N , and the IS variant with a query modification brings it closer to the lower bound

O N n( )

�
� . Large memory cost is required to implement this approach.

In the practical algorithm from [25], for a ( )� -rNN query, LSH IS is constructed for a fixed L by choosing

m p
L

� �� �log( ) / log

/

1

1

1

� (see Sec. 2.1.2, Strategy 2). In order to choose the use of the basic LSH IS or linear search

in executing a concrete query, it is proposed to quickly estimate the query time for this LSH. To this end, in HybridLSH [25],

a Hyperloglog structure [51] is associated with each hash bucket, which makes it possible to approximate the number of

objects without duplicates in L buckets chosen by the query hash.

2.3.4. Excluding candidates based on LSH hashes. The probability estimates for the coincidence of LSH hashes

of objects can be used for fast processing of candidates to exclude the candidates for which the probability that the

similarity excesses a threshold value is small [52]. A decision on the exclusion can be made after estimating a small part

of hashes out of their total number. For example, if there are 1000 hashes and only 10 out of the first 100 ones coincide,

then it is very improbable that the similarity of objects exceeds 0.8. Moreover, the magnitude itself of similarity can be

estimated with the precision preassigned by the user. The probability distribution functions for the similarity value that

are required under the condition of the coincidence of the preassigned percentage of hash-values are obtained in [52] for

LSH MinHash [27] (Jaccard similarity) and SimHash [22] (with a modification for cosine similarity). An application to

(normalized) kernel similarity functions is considered in [52].

2.4. Searching for approximate nearest neighbors in LSH index structures. A theoretically substantiated basic

LSH IS for a ( , )c � -rNN1 query requires the construction of a collection of tables with their parameters for each

collection of r and c. When executing a randomized c-NN query by a sequence of ( , )c � -rNN1 queries with different

radiuses (see Sec. 1.2.3), this leads to large memory cost. To save memory, algorithms are proposed that emulate queries

with different radiuses in one IS based on LSH.

In an LSH forest [53], the number m of the functions h being concatenated is a variable such that base objects should

assume different values of LSH hashes. Instead of hash tables, an experimentally chosen number L of prefix trees is used in

which to objects correspond leaf nodes. The increase in the radius of a query is emulated by the choice of candidate objects
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whose hashes partially coincide with the query hash. The leaf with the largest prefix coinciding with the query in each tree is first

found. Then a synchronous level-by-level traversal of L trees is performed from the lowermost level to the root with extracting

leaves-descendants of parent nodes until the number of candidates reaches the preassigned one. Among the candidates,

k candidates nearest to the query are chosen. The theoretical analysis in [54] considers an LSH forest variety as practical version

of LSH (Sec. 2.6.3) dependent on data for a ( , )c � -rNN1 query (with a smaller value of � than for LSH independent of data).

In the LSB tree [55] for searching in L
2

, dimension is first reduced by randomly projecting using a Gaussian i.i.d.

matrix. Vectors are transformed into values of Z-order [56], and base vectors index a B-tree [57]. A single tree or a forest

of trees is used. The execution of a series of queries with an increasing radius is emulated by the retrieval of vectors from

leaf nodes in decreasing order of the number of coinciding more significant bits of Z-values.

SKLSH [58] uses keys that are concatenation of values of L2LSH hashes. The metric distance between keys is

proposed (based on the coincidence of prefixes and distinction in the next component) whose value reflects the distance

L
2

between vectors. This allows one to order keys in constructing IS so that keys of base vectors close to the query

vector are stored nearby in memory. Using B+tree [57] allows one to first extract (during searching) all the objects whose

keys are closer to the key of the query object. An advantage over LSB tree and C2LSH (see below) is reached owing to

extracting a larger number of candidate objects using a much smaller number of random input-output operations. In [59],

early stopping of SKLSH is used for acceleration.

In [60], it is proposed to rank candidates by the frequency of their occurrence in the list of candidates. In FBLSH [61]

and C2LSH [62], as candidates, the base objects are chosen for which the number of coincidences of individual LSH

hashes h with LSH hashes of the query exceeds a threshold value. A similar selection is used in [63, 64].

In C2LSH [62], the increase in search radiuses { }1

2

, , ,c c � is used with the help of modifications of hash

functions in the capacity of which an L2LSH version is used. The modification is carried out as� �h c( ) /� , where h( )� is the

value of the hash function for the previous radius.

In LazyLSH [63], queries are executed for distances Ls, s�[ / , ]1 2 1 , with using a C2LSH version for L1LSH. The

radius r for Ls, s�[ / , ]1 2 1 , is approximated through the radius r for L
1

. In contrast to C2LSH where the increase in r leads

to the increase in the size of buckets that is independent of the query object, buckets adjacent to the bucket of the query

object are combined in LazyLSH, which increases the probability of the coincidence of hashes for base vectors close to

the query. When simultaneously executing a query for Ls with different s, it is possible to optimize the total time

of extracting candidates. This approach can also be used with other ISs for L
1

.

In QALSH [64], in constructing IS for L
2

, a partition into buckets is not used, but the values of projection of

� �y r, base vectors y onto random directions of r are indexed with the help of B+tree. With arriving a query x , base

objects in a virtual bucket are searched for in B+tree in the range [ , / , , / ]� � � � � �x r x rwr wr2 2 . Owing to the absence

of a fixed partition into buckets, queries with radiuses r from { }1

2

, , ,c c � can be executed with any c�1. In experiments,

QALSH exceeds C2LSH and LSB forest.

In [65], candidate objects are extracted in increasing order of dist

Ham

of their binary LSH hashes from the hashes

of the query object (up to the achievement of the number of candidates that is empirically determined for a problem and

for k). To search by dist

Ham

, the MIH structure [66] is used (executing queries with increasing radius). Binary values of

L2LSH hashes are obtained by choosing the parameter w in h U w( ) ( ,a r a� � � �� �) / . This BLSH returns more precise

kNNs for a less time than LSB, C2LSH, and SKLSH, especially for data of higher dimension (D �192).

In contrast with the considered approaches, it is proposed in Selective Hashing [67] to construct a collection of

LSH ISs for each of search radius from { }r cr c r, , ,

2

� , however, to place an object only into the table bucket for one

of radiuses. Base objects from space domains of high density are placed into smaller buckets (corresponding to smaller

radiuses of the query). This can be considered as fine tuning of IS locally to each base object. When executing a query,

candidates are extracted from tables starting with a small radius until the remained ISs still can include potential kNNs.

Since the stop condition takes into account the position of the query object with respect to base objects, adaptation to the

query takes place. This practical approach provides memory cost at the level of the basic LSH IS for one radius and

the recall of kNN search at the level of LSH IS for a set of (increasing) radiuses.

2.5. Locality-sensitive filtering and time/memory trade-off. The basic LSH IS operates in the following

symmetric mode: the value of � (see Sec. 2.1.2) is the same for both query time and memory cost (and the time of

insertion/deletion of objects). However, some applications require the asymmetric mode with different trade-offs between

the increase in memory cost and decrease in query execution time. A smooth time/memory trade-off providing sublinear

search time in L
2

in the worst case for any c�1 and improving results [46] for all c is obtained in [68] based on the

locality-sensitive filtering (LSF) approach [69].
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LSH ISs associate a bucket with each LSH function value and thereby provide the following exhaustive partition

of the space of objects: each object is placed into one of buckets. An LSF filter differs in that only a part of input objects

passes through it. Similar objects have a higher probability to pass through an LSF filter than dissimilar ones. LSF filters

can be used individually or can be combined sequentially and in parallel. In [70], to fast emulate a large number of LSF

filters, it is proposed to obtain objects at the output of some set of basic filters, and then to find the result at the output of

one emulated filter by the intersection of the objects of the subset of basic objects that corresponds to it.

A bucket stores the objects remained after passing an LSF filter or their collections on the path to the bucket.

The same object can belong to different buckets. In executing a query, objects from the buckets into which the query

object has passed become candidates. Parameters of filters in constructing an IS and in executing a query can differ,

which provides the mentioned trade-off.

When creating LSF filters for searching on the unit sphere S
D�1

, the idea of partitioning the sphere into domains

by a large number of small spherical segments (spherical caps (SCs)) is used. A vector a belongs to an SC ( , )r t if

� � �r a, t , where r is a random Gaussian vector or a random vector with S
D�1

. (Note that a similar transformation is

used for obtaining sparse binary/ternary vectors in [71–74].) A threshold tu used in constructing IS can differ from tq

used in processing a query.

If the number of SCs is large, then the determination of the SCs to which a vector belongs is computationally

intensive. To solve this problem, to each domain-bucket corresponds the intersection of several SCs in [68]. To determine

the bucket to which an object belongs, a tree with A �1 levels is used in which each node corresponds to an SC.

The coefficient of branching does not exceed M and, therefore, at the Ath level, there are no more than M
A
leaves. Each

node stores one random i.i.d. vector from Norm ( , )0 I . When constructing IS, the set of vectors-objects of some node is

divided by its sons into M (possibly, intersecting) subsets each of which is determined from � � �r y, tu . For nodes with

a nonempty set of objects, the partition is repeated until the Ath level of the tree is reached.

The processing of a vector query begins with the root and proceeds to the sons for which � � �r x, tq . Candidates

are vectors from nodes of the Ath level reached by the vector query. The choice of the parameters A, M , tu , and tq

depends on r and c and also on �u and �q . If t tu q� then �u= �q and the LSH mode is obtained. This IS is not

implemented in practice.

In [69], an implemented algorithm is proposed. To a leaf corresponds a spherical segment, but the vector

determining it consists of A D� �(log ) vector parts of dimension D A/ . For each part, M vectors with S
D�1

are

randomly generated and are normalized to provide the unit norm of the full vector. Out of vector parts, M
A

different

vectors r of dimension D that correspond to buckets can be composed. It is shown that the probability of placing vectors

into a bucket with a compound r is close to the probability for a random r with S
D�1

.

To fast determine the bucket containing the input vector, IS is constructed in the form of an A-level tree with

branching coefficient M in which a random vector part corresponds to each node. For each of A parts of the input vector,

M scalar products with vectors of nodes are computed, which makes it possible to quickly determine buckets

(corresponding to leaves) that contain the input vector (the complexity of computations is A times the number of buckets

that contain the vector). The values of tu and tq can differ.

In the symmetric mode � �u q� , such an IS allows one to obtain smaller values of � than those for spherical

and hyperoctahedral LSHs (see Sec. 2.2.1) for data with D O N� (log ) . For the worst case, these ISs independent of data allow

one to reach a flexible time/memory trade-off ( )c q

2

1� �� ( )c cu

2

1 2� �� . The extension from S
D�1

to the entire L
2

(Sec. 2.6.1) allows one, for all c�1, r � 0, and �u and �q related to this expression, to obtain IS for a ( , )c � -rNN1 query in

L
2

with memory cost N u o1 1� �� ( )

and query time N DN
q o o� �

�

( )

( )

1

1

. For �u= �q , we obtain � � 1

2

/ c . The extension

to other Ls is considered in Sec. 2.6.1. ISs dependent on data allow one to improve characteristics (Sec. 2.6.3).

2.6. Some theoretical aspects and adaptation to data.

2.6.1. Extensions to Ls . The results of analysis of ISs for searching in S
D�1

are extended to the entire Euclidean

space using the reduction of L
2

to S
D�1

[75] that preserves the ratio of L
2

distances (with a multiplicative distortion).

To extend the results obtained for L
2

to Ls, a deterministic component-wise embedding [76] (with multiplicative

and additive distortions) from Ls ( 1 2� 
s ) into L
s

2

2/

is used (with the corresponding change in r). The extensions of the

basic LSH IS in L
2

for which � � �1 1

2

/ ( )c o (see [30] and Sec. 2.2) to Ls give the value of � � �1 1/ ( )c o
s

for Ls [12].
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To extend the results of analysis of ISs for approximate search by the scalar product of vectors from S
D�1

(which is

equivalent to the search by the Euclidean distance, see Sec. 1.1) to Ls (0 2
 �s ), it is proposed [70] to use an approximate

embedding of the kernel similarity of D-dimensional vectors �( ) exp ( | | | | )a b a b� � � � s

s
, 0 2
 �s , into the scalar product

of vectors on S
D�1

([77] and [1, 2]). Then the execution of a ( , )c � -rNN1 query in Ls is equivalent to the execution of

a similar query by sim

dot

for vectors with S
D�1

with similarity value exp ( )� r
s
(adjusted for a distortion of the embedding).

Note that the reductions of this section are absent in practical ISs.

2.6.2. Boundaries. An analysis of the proposed similarity search algorithms (that are not always realizable in practice)

allows one to obtain upper bounds for memory cost and query time. Lower bounds for real-valued vectors with distance Ls are

usually obtained through proved (for some “difficult” data distributions) lower bounds for searching for binary vectors { }0 1,

D

by dist

Ham

using dist

Ham

( , ) | | | |a b a b� � s

s
. The use of Ls

s
instead of dist

Ham

transforms c into c
s
in the expression for � [12].

For a more general case of real-valued vectors, the lower bound cannot be smaller than for binary ones.

For the basic LSH, the lower bound for the Hamming distance � � �1 1/ ( )c oD [78] implies � � �1 1/ ( )c o
s

D for Ls.

For a wide class of data-independent ISs “list-of-points” (which includes both LSH and LSF), for binary vectors with

D N� �(log ), the lower bound is shown [68] for the entire range of �u , �q : c c cq u� �� � � �( )1 2 1 with replacing

c by c
s
for 1 2� �s . Accurate within addends o( )1 , this lower bound � corresponds to the upper bound for the partitions

dependent on data (Sec. 2.6.3). For �u= �q and L
1

, we obtain � � �1 2 1/ ( )c , and, for L
2

, we have � � �1 2 1

2

/ ( )c , which

also corresponds to lower bounds for LSH dependent on data. An analysis of the lower bound for s� 2 is absent at present.

2.6.3. Adaptation to data. In practice, index structures that adapt to data of a base often exceed ISs designed

independently of data though mainly do not give worst-case guarantees. This is also true for similarity search by representations

created by learning. Reviews of ISs and formation of representations with learning are presented in [26, 79–81].

In [82], a theoretical analysis of decreasing query time in comparison with the worst case and the choice of

parameters for LSH that is independent of data and manipulates with well-dispersed data or with data of a low intrinsic

dimension is presented.

The adaptation of IS to data of a base, which makes it possible to improve characteristics of IS for worst-case data

is considered in [83, 39, 68, 54]. It turns out that, for some (“pseudorandom”) configurations (arrangements) of base

objects, ISs independent of data can be constructed with some � smaller than for worst-case data. The objects of the

worst-case base are divided into subsets that are reduced to such configurations.

In [83], an improvement of � for LSH for L
2

is obtained for sufficiently large c, and, in [39], the results are improved

up to the theoretically optimal [84] � � � �1 2 1 1

2

/ ( ) ( )c o for all c. In [68], the following trade-off is obtained (optimal for a

wide class of ISs) between �u and �q : c c cq u

2 2 2

1 2 1� �� � � �( ) . Unfortunately, as a result of the complexity of

reducing worst-case data to “pseudorandom” configurations, the methods from [83, 39, 68] are not implemented in practice. In

[54], an analysis of a practical scheme (a modification of an LSH-forest) is presented whose characteristics for worst-case data

exceed those of LSH independent of data (though they are inferior to optimal bounds [39]).

CONCLUSIONS

An advantage of the ISs and their modifications considered in this article and based on locality-sensitive hashing

consists of a theoretically substantiated choice of IS parameters, which allows one to guarantee the execution time

sublinear with respect to the number of base objects for some types of queries of worst-case approximate similarity

search. The second part of this survey paper will discuss and compare this approach with ISs based on the explicit use

of domains (treelike, etc.), neighborhood graphs [3], transformations of initial (real-valued vector) representations of

objects, and autoassociative memory [85]. Note that the well-parallelized algorithm FLASH [86] specialized for the

Jaccard similarity between binary sparse vectors of very high dimension (a modified version of LSH IS using MinHash

with one permutation for obtaining a large number of hash-values [87], a bucket of bounded size due to samplings,

common buckets for different LSH tables, and ranking of candidate objects by the frequency of their occurrence without

computing initial distances/similarities to the query object) has showed an advantage over all other ISs.

The author is grateful to Alex Andoni for explanations of some aspects of his investigations.
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