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STOCHASTIC OPTIMAL CONTROL OF RISK

PROCESSES WITH LIPSCHITZ PAYOFF FUNCTIONS

B. V. Norkin UDC 519.21

Abstract. This paper studies the stochastic optimal control problem of finding optimal dividend

policies of an insurance company in discrete time with the use of general Lipschitz payoff functions

involving indicators of profitability and risk. To construct positional optimal controls and to evaluate

the performance indicators, the dynamic programming method is validated. The convergence rate of

the successive approximation method in finding generally unbounded Bellman functions is estimated.

The Pareto-optimal set of the problem is numerically approximated by so-called barrier-proportional

control strategies.
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INTRODUCTION

This work investigates the optimal control problem of finding optimal dividend policies of an insurance company in

discrete time with the use of general Lipschitz payoff functions involving profitability and risk indicators. The functioning of

such an insurance company is described by a discrete-time stochastic risk process with dividend subtraction. Conceptually,

this problem is considered as the following two-criterion problem: maximize the expected profitability indicator (the average

total discounted dividends) and minimize the risk (probability) of ruin over a given planning horizon. The objective of this

work consists of the construction of Pareto-optimal boundaries in the space of the control quality indicators

“profitability–risk.”

In a one-criterion statement of the problem on an infinite time interval, the problem of finding optimal dividends was

studied in [1–4] and in other works (reviews [5, 6]). In the capacity of the main optimization criterium, average total

discounted dividends were used. In particular, the following paradox (de Finetti paradox) is described in [1]: using an

optimal control strategy (on an infinite time interval), an insurance company ruins itself with probability one (see also

a discussion of the paradox in [2–6]). This result shows that this problem statement is not completely satisfactory. It is

desirable to find an efficient dividend strategy under which the probability of ruin is small. Note that a ruin can occur in the

very distant future and, hence, it is expedient to consider the process on a finite time interval. Moreover, it is important to

explicitly take into account risk indicators in the problem statement.

Special cases of the problem of optimization of a dividend strategy with allowance for risk indicators (the probability of

ruin, lifetime of a process, or final state of a process) were studied in [8–17]. In [18–20], this problem was solved by the

optimization of the aggregation of profitability and risk indicators. However, in the general case, the problem of multicriterion

optimization of dividend strategies for various profitability and risk criteria neither theoretically nor practically (numerically) is

not completely solved. The difficulty arises from the fact that the optimal value of the functional of the problem is not

a uniformly bounded above function on the set of initial states of the risk process. This does not allow one to use the standard
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sup-norm for Bellman functions and the principle of contracting mappings for finding a solution. Moreover, the construction

of a Pareto-optimal set presumes the computation of various profitability and risk indicators for some collection of controls

or other, which requires the solution of a large number of integral equations and is not a simple problem.

In principle, a Pareto-optimal boundary can be found as the envelope of the set of all possible pairs “average

dividends–probability of ruin” that correspond to all admissible control strategies. The set of such strategies is infinite and,

therefore, it is important to exaustively search only for “good” (efficient) strategies. As is mentioned in [1–4], the following

barrier (threshold) strategies are optimal for a one-criterion statement: if the current capital is less that some barrier, then

dividends are not paid and, otherwise, the amount of the increase in the capital value over the threshold is paid. Thus, in the

barrier control strategy, the process does not exceed some barrier. However, it is easy to see that, under the barrier strategy,

the probability of ruin tends to one with increasing the planning horizon [1] (see also [4]). Therefore, it is also expedient to

consider other types of strategies under which the risk process can be not bounded. One of them is the proportional strategy

when a definite share of the excess of the capital value over a given threshold (barrier) is paid in the capacity of dividends.

In [3], optimal nonlinear barrier strategies are studied in which barrier parameters are optimized. A combination of barrier

and proportional strategies can also be used. A review of results on optimal dividend strategies in one-criterion problems is

presented in [5–7].

One more possibility of construction of efficient control strategies consists of the solution of the stochastic optimal

control problem for the aggregation of some criteria. In [18, 19], the aggregation of average discounted dividends (with

a varied coefficient) and the average discounted lifetime (this indicator was also considered in [2, 16]) were investigated.

Discounting means that, in making current decisions, a year of life in the distant future is less significant than a year of life in

the near future. Discounting also allows one to avoid the formal problem of a possible infinite average lifetime. In [20], the

aggregation of average discounted dividends and the average discounted borrowed capital necessary for the prevention of

ruin was considered. It is shown in [18–20] that, for simple aggregations of criteria and a simple set of admissible controls,

for the obtained aggregated optimal control problems, the principle of dynamic programming is valid, Bellman equations are

satisfied, and there are positional optimal dividend control strategies. However, these results are not valid for general integral

Lipschitz risk process control criteria and require a generalization. This article present new linear estimates for Bellman

functions and new estimates of the convergence rate for the successive approximation method for solving Bellman

equations. New conditions of existence and uniqueness of solutions of Bellman equations are obtained that are based on not

the general principle of contracting mappings but on the use of the specificity of a problem.

When a dividend policy (control) is already determined, it is still necessary to compute the corresponding indicators of

profitability (expected total dividends) and risk (probability of ruin and average capital deficit). The question of efficiency of

computation of these complicated indicators becomes basic. They can be found by solving some integral equations [2, 21, 22]

or by estimating with the help of the Monte Carlo method [23]. This article shows that arising integral equations are

efficiently solved by the successive approximation method.

MODEL OF A CONTROLLED RISK PROCESS WITH DIVIDEND SUBTRACTION

A risk process describes a stochastic evolution of reserves of an insurance company that are destined for satisfying

insurance claims. A mathematical model of the evolution of reserves in discrete time t � �0 1, , is of the form [1–7]
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where { }Yt � 0 are equally distributed (as some random quantity Y ) independent random quantities (aggregate premiums

minus claims) with a common distribution function F; Ut are dividends subtracted from an admissible set

U( ) [ , ]X Xt t� 0 ; x is the initial state of process (1). We denote by � � � �

 �

sup{ }t X
k t

k
0 0

0

: min (� � 0 when X
0

0� ) the

ruin time of the process and by U U X tt t� � �{ }U( ), , ,0 1 � a sequence of admissible controls. We assume that a

mapping x x� �U( ) [ , ]0 x is compact-valued and upper semicontinuous.
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Trajectories of risk process (1), (2) are estimated from payoff and risk indicators. In the capacity of payoff indicators,

for example, the average life time of a process, average total discounted dividends, average discounted capital value at the

ruin time, etc. can be used. In the capacity of risk indicators, the probability of ruin, average capital deficit along a trajectory

or at the ruin time, etc. are used.

We denote by r x u y( , , ) a function of reward per one time step (by definition, r x u y( , , ) � 0 when x � 0). For example,
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where 1
{ }�

is an indicator function of an event in braces (it is equal to one if the condition in braces is fulfilled and is

equal to zero otherwise). The discounted payoff function during ( )t � 1 periods under a control U U tt� �{ }, , ,0 1 � and

with the initial state x is of the form
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where � is a discounting factor, 0 1� � . In particular, the following indicators are of interest: average total discounted

dividends (before a moment min ,{ }t � �1)
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the average discounted capital deficit at the ruin time
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the probability (discounted when � � 1) of ruin in time t
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Comment 1. The average life time E� is not a very convenient risk indicator since it can be equal to infinity.

Therefore, along with E�, the following so-called average discounted life time (5) is considered in [2, 24]:

V x Ut

t1 1

1 1 1 1( , ) ( ) / ( ) / ( )

min ,

� � �  �

�
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�{ }

. It is obvious that 0

1

V x U
T

( , )  E�. Discounting can be interpreted as the

presence of some (binomially distributed) random factor that can stop a risk process irrespective of its current state [25].

We define (Bellman) payoff functions as follows:
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PROPERTIES OF BELLMAN FUNCTIONS

If the function of reward per time period r x u y( , , ) is uniformly bounded, i.e., r x u y A( , , )  � �� for all ( , , )x u y , then

it is obvious that functions (3) and (8) are also uniformly bounded,

V x U V x A tt t( , ) ( ) ( )  � 1 , � � 1,

V x U V x At t( , ) ( ) / ( )  �1 � , 0 1� �� .

Otherwise, for example, when r x u y u
0

( , , ) � , the boundedness and finiteness of Bellman functions should be proved.

LEMMA 1 (boundaries for values of payoff functions (4)–(7)). Assume that U( ) [ , ]x x� 0 , Emax ,{ }0 Y � ��,
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Comment 2. Together with functions V x Ut
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In this case, lower and upper estimates for the Bellman function V xt ( ) �supU tV x U( , ) are easily obtained from estimates

(10)–(13) for constituent functions V x Ut

i
( , ) . For example,
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Similarly, taking into account that Emin , / ( ) ( , ){ }0 1 0

2

Y V x Ut�  � , we obtain
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Let the following assumptions be valid:

(1) E| |Y � � for a random quantity Y distributed in exactly the same way as all { }Yk ;

(2) a mapping U( ) [ , ]x x� 0 is closed-valued and upper semicontinuous;

(3) a function r x u r x u Y( , ) ( , , )� E is upper semicontinuous with respect to ( , )x u ;

(4) | ( , , )| | |r x u y C C y C u C x � � �
0 1 2 3

for some numbers C C C C
0 1 2 3

0, , , � and all ( , ( ) [ , ], )x u x x y� � �0 0U .

Note that condition 3 is fulfilled for a function r x u y( , , ) that is upper semicontinuous with respect to ( , )x u and

satisfies Assumptions 1 and 4. Condition 4 is fulfilled for Lipschitz functions r x u y( , , ) .

LEMMA 2 (boundary for common payoff functions (8)). If Assumptions 1–4 are valid, then we have
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Let us consider the (Bellman) recurrence relations
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The following lemma establishes boundaries for functions

~

( )V xt .

LEMMA 3. Let Assumptions 1–4 be valid. Then functions

~

( )V xt (15) satisfy the following inequalities:
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We prove the lemma by induction. For t � 0, the statement of the lemma is true,
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which is what had to be proved.

The following theorem formulates sufficient conditions for the coincidence of functions V xt ( ) (8) and

~

( )V xt (15).

THEOREM 1 (properties of functions (15) and the existence of optimal controls over a finite time horizon T � �).
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are correctly defined and Borel measurable and are optimal controls (solutions) for problems (8).

Proof. Under Assumptions 3 and 4, the function Er x u Y( , , ) is upper semicontinuous with respect to ( , )x u by virtue of
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Assumption 4 and Lemma 2,

~

( ' ) 'V x A B xt t t� � �

 �
1 1 1

, where At�

�
1

0 and Bt�

�
1

0 , are some constants, and, hence,

~

( ) max ,V x u y A B x u yt t t� � �

� �  � � �
1 1 1

0{ }

 � � �
� � � �

A B x u B yt t u x t1 1 1

0 0max , inf max ,

( )

{ } { }U ,

E EU

~

( ) max , inf ma

( )

V x u Y A B x u Bt t t u x t� � � � �

� �  � � �
1 1 1 1

0{ } x ,{ }0 Y .

By virtue of the Fatou lemma [29, Ch. II, Sec. 6, Theorem 2(b)], the function E
~

( )V x u Yt�

� �
1

is upper

semicontinuous with respect to ( , )x u . This implies [28, Ch. 3, Sec. 1, sentence 21] that the maximum function

~

( ) ( , , )

~

( )

( )

V x r x u Y V x u Yt u x t� � � �
� �

sup { }U E E�
1

is upper semicontinuous with respect to x, the mapping

U x r x u Y V x u Yt u x t

*

( )

( ) max ( , , )

~

( )� � � �
� �

arg { }U E E�
1
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is closed-valued and measurable, and the function u x u U xt t
*

*

( ) max ( )� �{ } is Borel measurable (which follows from the

statements [30, Sec. 14.3, 14.31, 14.32, and 14.37]). Hence, according to [4, Corollary 1.2], functions V xt ( ) (8)

coincide with functions

~

( )V xt (15) and the sequence U u X t TT t t

*

*

( ),�  
�

{ }0 is an optimal control for problems (8),

V x V x U r x u X Yt t

k

T t k kk
( ) ( , ) ( , ( ), )

*

*

*

� �
�

�

�

�
E �

�

0

1

, 0  t T,

where �
*

is the ruin time of process (2) with U U u Xk T t k

* *

*

( )� �
�

{ }.

The theorem is proved.

We will investigate the case of an infinite time horizon T � �. Let us consider the (Bellman) equation

V x r x u Y V f x u Yu x( ) ( , , ) ( ( , , ))

( )

� �
�

sup { }U E E� � � � �
�

sup { }u x r x u Y V x u YU E E
( )

( , , ) ( )� . (17)

The following statements establish the existence and uniqueness of a linearly bounded upper semicontinuous solution

V ( )� to Bellman equation (17) and also the existence of optimal positional controls u x
*

( ) for the case when the reward

function r x u y( , , ) and the Bellman function V x( ) itself are not uniformly but linearly bounded. Then the standard norm

| | | | ( )V V xx� � � �
�

sup

0

becomes pointless and fixed point theorems in the Banach space of bounded functions are

inapplicable to the substantiation of the existence and uniqueness of a solution to Eq. (17).

Equation (17) is usually solved by successive approximation method (15), and, therefore, we first note in the lemma

formulated below that a sequence { }

~

( )Vk � converges to some functionV ( )� and then, in the next theorem (about properties of

a Bellman function), show that this limiting function is the unique solution to Eq. (17).

LEMMA 4. Under Assumptions 1–4, sequence (15) uniformly converges on each interval [ , ]

max

0 x to some function

V x( ) , and the following estimates take place:

supx x tV x V x
C C Y C C x

�

� 

� � �

�

[ , ]

max

max

| ( )

~

( )|

| | ( )

0

0 1 2 3

1

E

�

�
t�1

�

� � � �

�

�
( ) max , ( ( )( ))

( )

C C Y t t2 3

2

1

0 1 1

1

E { } � �

�

� . (18)

Proof. In fact, under the conditions of Theorem 1, by virtue of the optimality of controls, we have

~

( ) max ( , , )

~

( )

( )

V x r x u Y V x u Yt u x t� �

� � � �
1 U E E{ }�

� � � �
� �

E Er x u x Y V x u x Yt t t( , ( ), )

~

( ( ) )

* *

1 1

� ,

~

( ) max ( , , )

~

( )

( )

V x r x u Y V x u Yt u x t� � � �
� �U E E{ }�

1

� � � �
� � �

E Er x u x Y V x u x Yt t t( , ( ), )

~

( ( ) )

* *

1 1 1

� ;

therefore,

~

( )

~

( ) [

~

( ( ) )

~

(

* *V x V x V x u x Y V x ut t t t t t� � � �

�  � � � �
1 1 1 1

�E ( ) )]x Y�

  �  

   � �

�Esup

0 0 1x x Y t tV x V x
max { , }

|

~

( )

~

( )| .

Similarly, we have

~

( ) max ( , , )

~

( )

( )

V x r x u Y V x u Yt u x t� �

� � � �
1 U E E{ }�

� � � �E Er x u x Y V x u x Yt t t( , ( ), )

~

( ( ) )

* *

� ,

~

( ) max ( , , )

~

( )

( )

V x r x u Y V x u Yt u x t� � � �
� �U E E{ }�

1

� � � �
�

E Er x u x Y V x u x Yt t t( , ( ), )

~

( ( ) )

* *

�
1

;

hence,

~

( )

~

( ) [

~

( ( ) )

~

( ( )

* *V x V x V x u x Y V x u xt t t t t t� �

� � � � � � �
1 1

�E Y )] � �  �  

   � �

�Esup

{ }0 0 1x x Y t tV x V x
max ,

|

~

( )

~

( )| .
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Therefore,

|

~

( )

~

( )| |

~

( )

~

max { , }

V x V x V x Vt t x x Y t t�    �

�   �
1 0 0

�Esup

�

 

1

( )|x

and, iterating with respect to t, we obtain the estimate

|

~

( )

~

( )| |

~

' ( ) max ,

V x V x Vt t

t

x x t Y�

�

  � �

� 
1

1

0 1 0 0

� Esup

{ }

( )|
 x .

Recall that |

~

( )| | ( , , )| | | ( )V x r x u Y C C Y C C x
0 0 1 2 3

 �  � � �  E E and, hence,

|

~

( )

~

( )| ( | | ( )( ( ) mV x V x C C Y C C x tt t

t

�

�

�  � � � � �
1

1

0 1 2 3

1� E E ax , )){ }0 Y .

Thus, the sequence { }

~

( )V xt is fundamental, converges to some limitV x( ), and the following estimate takes place:

| ( )

~

( )| |

~

( )

~

( )|V x V x V x V xt k kk t
�  �

�
�

�

� 1

 � � � � �

�

�

�

�
�

k

k t
C C Y C C x k Y

1

0 1 2 3

1 0( | | ( )( ( ) max , ))E E { }



� � �

�

� � �

�
C C Y C C x

C C Y k
t k0 1 2 3 1

2 3

1

0 1

E
E

| | ( )

( ) max , ( )

�

� �{ }

�

�

�

�

1

k t
.

Taking into account that ( )

( )

k
tk

k t

t
� �

�

�

�

�

�

�

�

�

�

�

�

�

�

�

�
�

�
1

1

1

1

1

2

1

�

�

� �

� , we finally obtain the estimate

| ( )

~

( )|

| | ( )

V x V x
C C Y C C x

t

t
� 

� � �

�

�0 1 2 3 1

1

E

�

� � �

�

�

�

�

�

�

�

�

�

�

�

�

�

( ) max ,

( )

C C Y
t t

2 3

2

1

0

1

1

1

E { }

�

� �

�

�

� � �

�

�

� � �
�

C C Y C C x C C Yt0 1 2 3 1 2 3

1

0 1E E| | ( ) ( ) max , ( (

�

�

� �{ } )( ))

( )

t t�

�

�
1

1

2

1

�

� ,

which implies uniform estimate (18). The lemma is proved.

THEOREM 2 (properties of a Bellman function and the existence of optimal controls in the case of an infinite time

horizon T � �). Under Assumptions 1–4, the limit of V x V xt t( ) lim

~

( )�
��

exists, where

~

( )V xt are defined in relations (15),

and is an upper semicontinuous function. The function V x( ) is the unique upper semicontinuous solution to Eq. (17); it

satisfies the condition | ( )|V x A Bx � for all x � 0 , where A B� �0 0, are arbitrary constants. The function

�x u V x u Y( ) ( )� � �E is upper semicontinuous, the extremal mapping

U x r x u Y V x u Yu x

*

( )

( ) max ( , , ) ( )� � � �
�

arg { }U E E� (19)

is upper semicontinuous, and the function

u x u U x*

*

( ) max ( )� �{ } (20)

is correctly defined, Borel measurable, and is a solution to optimal control problem (9).

Proof. We prove that V x( ) is upper semicontinuous. By virtue of Lemma 4, the sequence of functions { }

~

( )Vt �

uniformly converges on each compact to some limiting function V ( )� . Since, according to Theorem 1, all functions

~

( )Vt �

are upper semicontinuous, their uniform limit V ( )� is also an upper semicontinuous function.

Let us show that the limitV ( )� satisfies Bellman equation (17). For each fixed x, we consider the following functions;

v u r x u Y V x u Yt x t� �

� � � �
1 1,

( ) ( , , )

~

( )E E� , u x�U( ) ,

v u r x u Y V x u Yx ( ) ( , , ) ( )� � � �E E� , u x�U( ) .
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By virtue of Theorems 1, the functions v ut x�1,

( ) are upper semicontinuous with respect to u. Moreover, they

uniformly converge to the (upper semicontinuous) function v ux ( ) on the compact U( )x , namely, by virtue of estimates (18),

for u x�U( ), we have

| ( ) ( )| | ( )

~

( )|

,

v u v u V x u Y V x u Yx t x t�  � � � � �
� �1 1

�E 

� � � �

�

�
C C Y C C x Y t0 1 2 3 1

0

1

E E| | ( )( max , ){ }

�

�

�

� � � �

�

�
( ) max , ( ( )( ))

( )

C C Y t t2 3

2

1

0 1 1

1

E { } � �

�

� ;

therefore,

V x V x v ut t t u x t x u( ) lim

~

( ) lim ( )

( ) , (

� � �
�� �� � � �

sup supU U1 x t t xv u
) ,

lim ( )

�� �1

� � � � �
� �

sup supu x x u xv u r x u Y V x u YU U E E
( ) ( )

( ) [ ( , , ) ( )]� .

Thus, the upper semicontinuous function V x( ) satisfies Bellman equation (17) and there is measurable [30, Sec. 14]

function u x*

( ) (20).

Let us prove the uniqueness of the constructed solution V x( ) to Eq. (17). Assume that there are one more solution

~

( )V � such that |

~

( )|V x A Bx � and the corresponding optimal control

~

( )u � . We have

V x r x u Y V x u Yu x( ) ( , , ) ( )

( )

� � � �
�

sup { }U E E
0 0

� � � � �E Er x u x Y V x u x Y( , ( ), ) ( ( ) )

* *

0 0

� ,

~

( ) ( , , )

~

( )

( )

V x r x u Y V x u Yu x� � � �
�

sup { }U E E
0 0

� � � � �E Er x u x Y V x u x Y( ,

~

( ), )

~

(

~

( ) )

0 0

� .

From this we obtain

V x V x V x u x Y V x u x Y( )

~

( ) ( ( ( ) )

~

( ( ) ))

* *

�  � � � � ��E
0 0

  �  

   �

�Esup

{ }0 0

0

x x Y V x V x
max ,

| ( )

~

( )| ,

~

( ) ( ) (

~

(

~

( ) ) (

~

( ) ))V x V x V x u x Y V x u x Y�  � � � � ��E
0 0

  �  

   �

�Esup

{ }0 0

0

x x Y V x V x
max ,

|

~

( ) ( )| ,

| ( )

~

( )| | ( )

~

( )|

max ,

V x V x V x V xx x Y�   �  

   �

�Esup

{ }0 0

0

.

For any t, we have

| ( )

~

( )| | ( )

~

( )|

max ,

V x V x V x V xx x Y�   �  

   �

�Esup

{ }0 0

0



�

 �  

   �

�

�
�

t

x x Ykk

t V x V xEsup

{ }0 0

0

1

max ,

| ( )

~

( )|



�

�

  �  

�

�
� �

t

x x Y

t

x xkk

t V xE Esup sup

{ }0 0 0

0

1

' max , '

| ( ' )|

�

�

�

�
max ,

|

~

( ' )|

{ }0

0

1

Ykk

t V x .

Taking into account that, according to Lemma 3, we have

| ( ' )| ( | | ( )( max , )) / ( )V x C C Y C C x Y � � �  � �
0 1 2 3

0 1E E { } �

� � �( ) max , / ( )C C Y
2 3

2

0 1� �E { } ,

and, under the Assumption, |

~

( )|V x A Bx  �  
, we obtain

| ( ) ( )| ( | | ( )( max , )) / (V x V x C C Y C C x t Y
t

�   � � � ��
0 1 2 3

0E E { } 1� � )

� � � � � � �� � � �
t t

C C Y A B x t Y( ) max , / ( ) ( ( max , ))

2 3

2

0 1 0E E{ } { } 0 ,

which is what had to be proved.
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Note that, for any control
 �  �U U xt{ }U( ) and the corresponding trajectory {

 �  �  �  �
� �

X X U Y X xt t t t1 1 0

, ,

 �  �
� �

U X tt t1 1

0U( ), }, for conditional expectations r X U r X U Y X Uk k k k k k k( , ) ( , , )| ,
  �     E{ }, the following condition

[4, (1.3), Corollary 1.3] is satisfied: lim | ( , )|t U k k

k

k t
r X U

��  
�

�

  �
�

sup E � 0 .

In fact,

sup { } sup

 
�

�

      

�U k k k k k

k

k t Ur X U Y X U rE E E| ( , , )| , | | (

'

� X U Yk k k

k

k t
, , )|

 

�

�

�
�

�   �   

 
�

�

 
�

sup supU k k k

k

k t

t

U k kr X U Y r X UE E| ( , , )| | ( ,� �
� 1

, )|Ykk t

k t

�

�
�

�

�

�
1

 � �  �  

 
�

�
�

�
� �

�t

U k k kk t

k t
C C Y C U C Xsup E ( | | )

0 1 2 3

1

 � � �  

 
�

�
�

�
� �

�t

U k kk t

k t
C C Y C C Xsup E ( | | ( ) )

0 1 2 3

1

 � � �  �

 
�

�

�
�

t

U k t ss

k
C C Y C C X Ysup { }E ( | | ( )( max , ))

0 1 2 3

0

1

0
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�
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�
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�
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�

�
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�

�

�

�

C C Y
C C X

t t

U t

k t

k t

0 1

2 3

1

E
E

| |

( )

�

� � �sup � � 

�

�

�

�

�
( ) max ,

| |

C C Y k
C C Yk

k t

t

2 3

0 1

0

1

E
E

{ } �

�

�

�

� �

�

� �

�

( )( max , )

( ) max ,

C C x t Y
C C Y k

t k

k t

2 3

2 3

0

1

0

E
E

{ }

{ }

�

� �
�

�
� 0 .

Therefore, by virtue of [4, Corollary 1.3], u x*

( ) is an optimal control of problem (9), and this control is such that

V x V x U V x U r X u XU U X

t

t tk k
( ) ( , ) ( , ) ( , (

: ( )

* *

*

*

� � �
�

sup

{ }U E � ), )

*

Ytt�

�

�
0

1�

,

where { }X X u X Y X x tt t t t�

� � � �  �
1 0

0

* *

*

* *

*

( ) , , � and �
*

is the ruin time of this process.

The theorem is proved.

OTHER (NON-DIVIDEND) BELLMAN PAYOFF FUNCTIONS

In [1–4], the barrier type of optimal controls is established for optimal dividend control problem (4), i.e.,

u x x b
*

( ) max ,� �{ }0 for some b � 0 . Note that, under the condition Pr{ }Y � �0 0, for any barrier strategy

~

( ) max ,u x x b� �{ }0 ,

the probability of ruin of a process { }

~ ~ ~

(

~

) ,

~

[ , ]x x u x Y x bt t t t�

� � � �
1 0

0 is equal to one. Therefore, along with a barrier

strategy, it is expedient to consider other types of strategies, for example, barrier-proportional strategies

~

( ) max , ( )u x x b� �{ }0 � , where b � 0 and 0 1� � . In this case, the trajectory { }X t does not exceed the piecewise-linear

barrier B x b x b x( , , ) min , ( )� � �� � �{ }1 . In [31, 32], a nonlinear dividend barrier B x( ) corresponding to the control

u x x B x( ) max , ( )� �{ }0 is considered. However, in the general case, optimal dividend strategies can have a more complicated

structure (a sequence of barriers and others [5, Sec. 1.5; 6]). If the parametric form of a dividend barrier is chosen, then the

problem can consist of searching for optimal parameters of the barrier.

For any fixed continuous control

~

( ) ( ) [ , ]u x x x� �U 0 , the corresponding values of average discounted dividends

~

( )V x
0

� E �
� t

tt
u x
~

( )

~

�

�

�
0

1

and the average discounted lifetime

~

( )V x
1

� E E� � �
� �t

y

x x

�

�

�
� � �

0

1

1 1

~

( )

~

( )

( ) / ( ) can be found from

the following equations by virtue of Theorems 2:

~

( )

~

( )

~

( ( ,

~

( ), ))

~

( )

~

(

~

(V x u x V f x u x Y u x V x u
0 0 0

� � � � �� �E E x Y) )� ,

(21)

~

( )

~

( ( ,

~

( ), ))

~

(

~

( ) )V x V f x u x Y V x u x Y
1 1 1

1 1� � � � � �� �E E . (22)

One more risk indicator for an insurance company is the average (discounted) reserve deficit at the time of ruin,

~

( ) (

~

,

~

(

~

), ) min ,

~

( )

V x r x u x Y
k

k k kk

x k2

2

0

1

0� � �

�

�

�
E E� �

�

{

~ ~

(

~

)

~

( )

x u x Yk k kk

x
� �

�

�

�
}

0

1�

.
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When u x x( )  , we have 0 0

2

 � � � � r x u x Y x u x Yk k k k(

~

,

~

(

~

), ) min ,

~ ~

(

~

){ } � min ,{ }0 Y . This indicator satisfies the

following equation (when Emin ,{ }0 Y � ��):

~

( ) ( min ,

~

( ) )

~

(

~

( ) )V x x u x Y V x u x Y
2 2

0� � � � � � �E E{ } � .

(23)

An important indicator of the performance of an insurance company is the (discounted when � � 1) probability of ruin

~

( )

{

~ ~

(

~

)

~

}

~

V x
k

x u x xk k k k

3

0

0

1

�
� � �

�

�

�
E 1�

�

considered as a function of the initial capital x under controls

~

( )u � , where

{ }

~ ~ ~

(

~

) ,

~

, , , ,

~

( )x x u x Y x x t xt t t t� � � � �
� �1 1 0

0 1 � � ,

~

( ) sup{ [ , ): min

~

� x t xt t t� � � �
  �  

0 0

0

}.

The function

~

( )V x
3

satisfies the equation

~

( )

~

(

~

( ) )

{

~

( ) }

V x V x u x Yx u x Y

3

0

3

� � � �
� � �

E1 E� . (24)

If a process is considered on a finite time interval, then functions

~

( )V xt

3

of probability of ruin in t time intervals

should be introduced at the initial state of the process x. These functions are connected by the relationships

~

( )

~

(

~

( ) )

{

~

( ) }

V x V x u x Yt x u x Y t

3

0

1

3

� � � �
� � �

�

E1 E� ,

~

( )V x
�

�

1

3

0, t � 0 1, ,� .

Since the stochastic optimal dividend control problem being considered is multicriterion, for this x, it is expedient to

construct sets of points { }(

~

( , ),

~

( , )),V x V x
i0

0� � � � , i � 1 2 3, , , in the “profitability–risk” coordinates, where the parameter �

plays the role of the weight coefficient of aggregation of criteria in aggregates (14). To this end, for each � � 0, it is

necessary to solve integral Bellman equation (17) with r x u y u r x u yi( , , ) ( , , )� � � and to find the corresponding optimal

control function

~

( , )u x � (20); then, for the found control

~

( , )u x � , to solve integral equations for dividends

~

( )V x
0

(21), lifetime

~

( )V x
1

(22), deficit at the ruin time

~

( )V x
2

(23), and probability of ruin

~

( )V x
3

(24). To implement this plan, integral equations

(17) and (21)–(24) should be efficiently solved.

SUCCESSIVE APPROXIMATION METHOD FOR SOLVING BELLMAN EQUATIONS

Approximate numerical methods for solving one-criterion stochastic optimal control problems (with bounded

Bellman functions) are studied in [33].

Equations (17) and (21)–(23) can be solved numerically by the successive approximation method

V x r x u Y V x u Yk u x k( ) max ( , , ) ( )

( )

� � � �
� �U E E{ }�

1

, V x
�

�
1

0( ) , k � 0 1, , ,� (25)

V x u x V x u x Y
k k

0

1

0

( )

~

( ) (

~

( ) )� � � �

�

�E , V x
�

�

1

0

0( ) , k � 0 1, ,� ,

(26)

V x V x u x Y
k k

1

1

1

1( ) (

~

( ) )� � � �

�

�E , V x
�

�

1

1

0( ) , k � 0 1, ,� , (27)

V x x u x Y V x u x Y
k k

2

1

2

0( ) ( min ,

~

( ) ) (

~

( ) )� � � � � � �

�

E E{ } � ,

V x
�

�

1

2

0( ) , k � 0 1, ,� ,

(28)

~

( )

~

(

~

( ) )

{

~

( ) }

V x V x u x Yt x u x Y t

3

0

1

3

� � � �
� � �

�

E1 E� , V x
�

�

1

3

0( ) , k � 0 1, ,� . (29)

Under conditions 1–4 and � � 1, iterative method (25) converges by virtue of Theorem 2 and estimate (18) of Lemma 4.

Similar estimates and uniform convergence when � � 1take place on any finite interval of values x x�[ , ]

max

0 for sequences

{V x
k

i
( ) , k � 0 1, , }� , i � 0 1 2 3, , , (see (26)–(29)), for any fixed continuous control

~

( ) [ , ]u x x� 0 by virtue of Theorems 2 (for

U( )

~

( )x u x� ).
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When � � 1, sequences { }V tt

i
( ), , ,� � 0 1 � , i � 2 3, , are bounded and monotonically converge to their limits { }V

i
( )� ,

but the convergence can be slower than that with estimates (18) and nonuniform. In this case, the investigation of

convergence requires a more close analysis [21, 22] since operators in the right side of recurrence relations (28) and (29) are

not necessarily contracting.

The following lemma establishes the uniform convergence of the sequence of controls (16) to extremal mapping (19).

LEMMA 5 (convergence of a sequence of controls). Under the conditions of Theorem 2, the sequence of controls (16)

uniformly converges to extremal mapping (19), namely, for any sequence of points {x xt � , t � 0 1, ,�}, the set of all limiting

points of the sequence { }u x tt t( ), , ,� 0 1 � belongs to U x
*

( ) .

Proof. We denote

v x u r x u Y V x u Yt t� �

� � � �
1 1

( , ) ( , , )

~

( )E E� , v x u r x u Y V x u Y( , ) ( , , ) ( )� � � �E E� .

As has been noted in the proof of Theorem 2, functions v x ut�1

( , ),

~

( )V xt uniformly converge to functions v x u( , ) and

V x( ), respectively. Let { }x xt � , and let { }u x u kt tk k
( ) , , ,...� � 1 2 . Since u x U xt t t tk k k k

( ) ( )

*

� , we have u x xt t tk k k
( ) [ , ]� 0 and

~

( ) ( , )V x v x ut t t t tk k k k k
�

�1

. By virtue of uniform convergence properties, we obtain from this that u x�[ , ]0 and

~

( ) ( , )V x v x ut�
�1

, i.e., u U x�

*

( ) , which is what had to be proved.

APPROXIMATION OF PARETO-OPTIMAL SETS IN THE DIVIDEND

OPTIMIZATION PROBLEM

This section presents some results of numerical experiments on the approximation of the Pareto-optimal set of the

optimal dividend control problem with respect to the profitability–risk criteria. The structure of optimal controls of problems

(8) and (9) was first investigated experimentally by the successive approximation method for the aggregation of criteria (14).

It turned out that, in a wide range of changing the parameters 0 100 � and 0 5 1. � �� , optimal controls are of barrier type.

Then approximations of Pareto-optimal boundaries for the sets { }( ( ,

~

) / ( ), ( ,

~

) /V x u ñT V x u T
T T

0 1

and {( ( ,

~

) / ( ),V x u cT
T

0

V x u
T

3

( ,

~

))} were constructed, where controls are of the barrier-proportional form

~

( )u x � � max ,{ }0 x b� , � � �( , ], [ , ]0 1 0b x ,

with some fixed initial capital x and a planning horizon T. Here, the normalizing factor cT signifies the total insurance

premium obtained in a time T. The quantities V x u
T

0

( ,

~

) , V x u
T

1

( ,

~

) , and V x u
T

3

( ,

~

) are iteratively found according to relations

(26), (27), and (29), respectively. Figure 1 presents computational results for the initial capital x � 10, planning horizon

T � 100, insurance premium c � 1, and random requirements Y � �{ }1 1, with the probabilities { }0 6 04. , . . Questions of

constructing the distribution of the random quantity Y from data of insurance statistics are considered in [23, 34].
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Fig. 1. Plots of approximation of Pareto-optimal sets.
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Computational experiments were performed with the help of the Matlab 8.2 system on a PC with Intel Core i5 3570K

(3.4 GHz) and 8Gb of RAM. Plotting required no more than several seconds.

In Fig. 1, examples of approximation of Pareto-optimal sets are presented in the planes “normalized life time

V T
T

1

/ –normalized dividendsV cT
T

0

/ ” (Fig. 1a) and “probability of ruin V
T

3

–normalized dividendsV cT
T

0

/ ” (Fig. 1b).

Numerical experiments show that, on a finite time interval in the presence of a discounting factor, barrier strategies

u x x b( ) max ,� �{ }0 dominate over barrier-proportional strategies u x x b( ) max ,� �� { }0 when � � 1, but, in the absence of

discounting, barrier-proportional strategies can dominate over barrier strategies.

CONCLUSIONS

This article considers the stochastic optimal control problem of finding dividend policies of an insurance company

with integral criteria uniting profitability and risk indicators. Applicability conditions for the method of dynamic

programming are established and estimates for the convergence rate of the successive approximation method (15) for solving

the problem are obtained. Numerical experiments revealed that optimal controls in the aggregated one-criterion problem are

of the form of a barrier strategy. For constructing an approximation of a Pareto-optimal set, barrier-proportional control

strategies are used. Numerical experiments showed that, on a finite time interval in the presence of the discounting factor,

barrier strategies dominate over barrier-proportional strategies, but, in the absence of discounting, barrier-proportional

strategies can dominate over purely barrier strategies.
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