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Abstract Genetic instability is invoked in explaining the
cell phenotype changes that take place during cancer pro-
gression. However, the coexistence of a vast diversity of
distinct clones, most prominently visible in the form of non-
clonal chromosomal aberrations, suggests that Darwinian
selection of mutant cells is not operating at maximal effica-
cy. Conversely, non-genetic instability of cancer cells must
also be considered. Such mutation-independent instability of
cell states is most prosaically manifest in the phenotypic
heterogeneity within clonal cell populations or in the revers-
ible switching between immature “cancer stem cell-like”
and more differentiated states. How are genetic and non-
genetic instability related to each other? Here, we review
basic theoretical foundations and offer a dynamical systems
perspective in which cancer is the inevitable pathological
manifestation of modes of malfunction that are immanent to
the complex gene regulatory network of the genome. We
explain in an accessible, qualitative, and permissively sim-
plified manner the mathematical basis for the “epigenetic
landscape” and how the latter relates to the better known
“fitness landscape.” We show that these two classical met-
aphors have a formal basis. By combining these two land-
scape concepts, we unite development and somatic
evolution as the drivers of the relentless increase in malig-
nancy. Herein, the cancer cells are pushed toward cancer
attractors in the evolutionarily unused regions of the epige-
netic landscape that encode more and more “dedifferentiated”
states as a consequence of both genetic (mutagenic) and non-
genetic (regulatory) perturbations—including therapy. This
would explain why for the cancer cell, the principle of
“What does not kill me makes me stronger” is as much a

driving force in tumor progression and development of drug
resistance as the simple principle of “survival of the fittest.”
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1 Introduction

“Instability” of the genome in tumor cells has long been
associated with cancer progression—both as a cause and a
consequence [1]—and provides the basis for the idea that
tumor progression is driven by the somatic evolution of cells
that follows the Darwinian scheme of mutation and selection
[2–5]. Genetic instability is now joined by non-genetic insta-
bility in view of the growing acceptance of the “plasticity” [6]
of the cancer cell, as most lucidly epitomized by the rapid and
reversible switching between the “cancer stem cell” (CSC)
state and the more mature states of cancer cells within a tumor
[7–12]. Such dynamical transitions between phenotypic states
have more in common with developmental changes driven by
regulatory pathways than with evolutionary changes driven by
genetic mutations [13]. Neoplastic cells often fail to adhere to
the cellular phenotype [14] to which cells are committed
through the normal paths of differentiation and are prone to
transdifferentiate [15]—supporting Virchows’s old idea that
cancer is a disease of development [16].

Thus, both genetic and non-genetic instabilities obvious-
ly contribute to the phenotype instability and versatility of
cancer cells. Yet, many cancer researchers fail to explicitly
make this distinction—mostly because of a tacit denial of
non-genetic cell state dynamics and the comfortable expla-
nation for phenotypic changes afforded by the concept of
genetic mutations. But when considering short timescales of
hours or days in which the mutations barely spread in a cell
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population, it is clear that non-genetic instability dominates
in accounting for the ubiquitous heterogeneity of cancer cell
populations. Non-genetic heterogeneity is at full display in
the rapid, spontaneous phenotypic diversification of a clonal
(isogenic) cell population within a homogenous environ-
ment and has recently attracted much attention. If genetic
instability is readily acknowledged because of the tangible
nature of DNA mutations and chromosome aberrations,
non-genetic instability is more evasive. What is the basis
for non-genetic instability? How are these two connected?
What is “instability” in the first place?

Often, we take for granted the meaning of a technical
term, using it without considering that it evokes a different
imagery and conceptualization than intended when it arrives
in the mind of our conversation partner. “Instability” means
different things to a psychiatrist than to an engineer. The
meaning of a word depends on the context of personal
experience, worldview, and mental occupation of the recip-
ient [17]. Hence, the intended meaning is often “lost in
translation” even in scientific communication within the
same language (English) because in the increasingly
multidisciplinary, fragmented life science research, we ac-
tually often speak different dialects that separate even a cell
biologist from a geneticist. Terms, such as “instability,”
“epigenetic,” or “network” [18], with which we are
concerned here, are among those that have most suffered
from semantic mistreatment and, hence, have caused mis-
communication and misunderstanding. The lack of a com-
mon precise definition of concepts behind these terms has,
unbeknownst to many cancer biologists, hampered cancer
research. The problem is magnified as new discoveries are
communicated using these terms.

The concept of “instability,” both of the “genetic” but,
mostly, “non-genetic” type, must take center stage if we are
to frame the problem of tumor progression in a formal way.
Thus, the goals of this article are to help clarify and
delineate the “true” meaning of “instability” and its relation-
ship to gene regulatory networks and to epigenetics and to
explain the underlying fundamental principles of dynamical
systems as applied to integrated gene regulation and cell
phenotype control. This will hopefully expose to all practi-
tioners of cancer biology the importance of non-genetic insta-
bility in the evasiveness of tumors which accounts for therapy
failure. We will end by offering a formal and molecular
explanation for the plausible, widely suspected possibility that
has been too outlandish to articulate: namely, that cancer
therapy itself may in fact render a portion of cancer cells more
malignant—at a rate that is much faster than can be explained
by selection for the more resilient and malignant mutant cells
in a Darwinian manner.

To achieve this, we will start with discussing the distinc-
tion between genetic and non-genetic instability, both of
which are often, if explicitly differentiated at all, treated

separately. But even before we can talk about instability,
we need to first establish a technically precise notion of
“stability.” We will thus offer a unifying conceptual frame-
work that is rooted in the first principles of systems
dynamics—applied to gene regulatory networks. The theory
will be presented in a qualitative and accessible yet concep-
tually accurate manner. This will involve an excursion in
quite general and abstract matters, but without use of equa-
tions, and lead to an integration of the metaphors of the
”fitness landscape,” used in evolutionary biology, and the
“epigenetic landscape,” used in cell and developmental bi-
ology. In the second part, we will apply the general concepts
to tumor progression which involves these two types of
change: evolution and development. We hope that the can-
cer biologist who espouses specific, tangible, proximate
explanations in terms of molecular mechanisms but eschews
the abstract, generic, integrative concepts will be willing to
endure the theory. In doing so, she will be rewarded with a
novel type of reasoning that allows her to explain without
hand waving, why it is only natural that therapeutic inter-
ventions in principle must make those cancer cells that
escape the cytotoxic attack more malignant.

2 Phenomenology: genetic and non-genetic instability

Before we enter the more profound deliberations on
(in)stability and its formal foundations, let us quickly review
what is generally meant when cancer biologists talk about
“genetic instability” and its less well-known complement,
“non-genetic instability” of tumor cells.

2.1 Genetic instability of cancer cells

The term “genetic instability” (or, more concretely, genomic
instability when emphasizing its material substrate) is used
to refer to the simple observation that cancer cells are
defective in the fidelity of replicating DNA and its proper
partitioning to the daughter cells during cell division—be it
at the level of single nucleotides (leading to point mutations)
to entire chromosomes (leading to chromosome aberrations
and karyotype anomalies) [1, 19, 20]. This is due to defects
in DNA mismatch repair, in various check points of the cell
cycle, in the proper function of mitotic spindle, etc., and the
impaired ability to send cells with DNA and chromosomal
damage into apoptosis due to defects in the p53 pathway
[20]. As we will see, genome instability is both a conse-
quence and a cause of tumor progression.

The immediate consequence of an instable genome is the
“mutator” phenotype—a cell with dramatically increased
mutation rate [21, 22]. Whether the mutator phenotype is
necessary for tumorigenesis and progression or not has been
the subject of an intense and interesting debate in the past
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two decades and will not be discussed here, for such dis-
cussion was framed by the narrow concept of Darwinian
(somatic) evolution of cancer (selection of random mutant
cells). We will later argue that this scheme of evolution
plays a limited role [13].

The concept of genetic instability is particularly attractive
because the consequences of a mutation can be understood
in molecular terms, namely, in the following two ways: (1) a
mutation can simply affect an effector gene, for instance,
inactivate a cell cycle suppressor gene or an apoptosis gene
(e.g., p16INK4 or Bcl2) or render the activity of a protein of
a mitogenic pathway constitutive (e.g., point mutation in
ras, amplification of EGFR); (2) the mutation may have
less obvious effects when it affects components of the
regulatory core, such as signaling or transcription factors,
which often can possess opposite effects on cell growth,
as is the case with myc, ras, etc., such that depending on
the cellular context, they can promote apoptosis, differen-
tiation, or senescence or enhance cell proliferation (see
[23] for a review). The immediate effect in promoting
cancer progression is often not readily explained in this
second group. But with the formalism of gene regulatory
networks (GRN) and attractors, we can make the general
statement that mutations of this second type that affect
regulators but not effectors essentially rewire the GRN.
The rewiring of the GRN topology will be of central
importance below when we introduce formal arguments
on how a rewired network distorts the epigenetic land-
scape and thereby alter cell state dynamics.

2.2 Non-genetic instability

Instability of the phenotype that does not depend on muta-
tions, that is, the drift of phenotype without alteration of the
genotype, is what we refer to as “non-genetic.” We introduce
this term here to describe the dramatic versatility of the tumor
cell phenotype that is manifest in the ubiquitous heterogeneity
of tumor cell populations in vivo as well as in the cell culture
where it is inevitable even in clonal (isogenic) populations of
cells [24, 25]. Hence, a large proportion of the apparent
phenotypic instability is non-genetic in its origin. Non-
genetic heterogeneity will be at the center of our discussion.
The observation that cancer cells can dynamically switch their
phenotype, as most prominently epitomized in the reversible
transition between the cancer stem cell state and the more
differentiated state [7, 8, 11, 12, 26] or during epithelial–
mesenchymal transition (EMT) [27, 28] and its inverse
(MET), has also led to the concept of “plasticity”—notably
in conjunction with stem cells [29–33]. “Plasticity” deserves
brief discussion because it is again an ad hoc label adopted
more in a metaphorical manner without deeper reflection.
Below, we will delineate the difference between plasticity
and instability in terms of principles of dynamical systems.

In this phenomenological introduction, it suffices to raise
the following point: if the tendency of cancer cells to drift
away from some “ideal phenotype” defined by the lineage
a cell has committed to [14] is non-genetic, i.e., not
driven by mutations, this will by necessity require that
one genotype (one stable invariant genome) does not
map uniquely into one phenotype but can produce many
distinct stable phenotypes. This one-to-many mapping is
of course a fundamental property of metazoan since
each of the diverse cell types in the body is produced by
(essentially) the same genome. The ability of the regulatory
control structures of a system to produce more than one stable
system state is called multi-stability. This central concept
will be discussed later. While consciously, that is, when
explicitly confronted, no biologist would admit that she
entertains the one-genotype-one phenotype view, in realty, the
paradigm of such a 1:1 mapping subliminally still reigns
in our minds and commands much of our thinking about
cancer. In cancer research, this has prevented non-genetic
instability from being placed on equal footing as genomic
instability—whose material embodiment in DNA mutations
makes it easy to comprehend.

Nowhere is the dominance of the mindset of a 1:1 map-
ping between genotype and phenotype as evident as in the
unquestioned search for THE genetic mutation to explain
every newly observed malignant phenotype in tumorigene-
sis: the acquisition of a single malignant trait by a neoplastic
cell, such as its invasive capacity or autonomy of prolifera-
tion, is by default explained by a mutation [34, 35]. And
nowhere is the myopia of such a view as evident as in the
surprise evoked by the failure of cancer genome sequencing
projects to identify universal, readily explained “driver
mutations.”

To be able to maintain the 1:1 genotype–phenotype map-
ping principle when explaining tumor progression, one ob-
viously also has to suppress the notion that the very same
genome normally produces an unfathomable yet taken-for-
granted diversity of stable, discrete cellular phenotypes: the
variety of cell types in the metazoan body, as diverse as liver
cells, neurons, muscle fibers, etc. Non-genetic instability is
required to allow the genetic program in our genome to
unfold and diversify and robustly commit the undifferentiated
zygote to produce the thousands of distinct, stable, and self-
reproducing cell types that behave akin to species in a bal-
anced ecosystem that is our body. Who would still explain the
transformation of an immature multipotent stem cell in higher
mammals into one of the highly specialized post-mitotic cell
with genetic mutations? Can such mutation-independent
“plasticity” of cell phenotype be harnessed by the cancer cell?
Are all cancer cell behaviors, such as migration, stimulation of
angiogenesis, and other features that one likes to call “hall-
marks” [36], really that abnormal and specific to cancer? Or
are they rather déjà vu programs of development, reactivated
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in a new context? How does the non-genetic instability that
drives normal development accelerate the acquisition of these
hallmarks?

3 Dynamical systems formalism: stability vs. instability

3.1 Natural notion of stability

Before we enter the formal discourse on instability, it is obvi-
ously essential to first define “stability” (see Fig. 1a). A state of
a system that is stable is more than just stationary or in a steady
state. Simply not changing as time goes by (time-invariant)
does not qualify as “stable” because stability implies more than
stationarity: a stable system is resilient to perturbations in the
sense that after suffering an external influence that changes its
state, the system returns to its original state. Concretely, let us
consider an air-conditioned room designed to offer “stable”
temperature to its occupants, which is the set-point temperature
T* that we dial into the thermostat. After an externally imposed
change of the room temperature (“perturbation”), such as open-
ing a window or warming of the weather, the temperature in the
room will stay at the set point after a brief transient departure
from it due to the perturbation (Fig. 1b, top). The faster the

return back to the set point after the perturbation, the more
“stable” is a system. In biology, the body temperature, or, more
precisely, the state of a homeotherm organismwith respect to its
temperature, is stable: it also has a “set point”, namely, T*=
37 °C for humans, which is kept at constant level and resists
external influence—to some extent. A cell type is also a system
that can be assigned a stability—with respect to gene expres-
sion: in order tomaintain its type identity, the expression level xi
of each gene i in the genome, as can now be approximately
determined by measuring the transcriptome, also has to be
stable to perturbations, such as biochemical fluctuations of the
cellular environment and molecular noise in gene expression
machinery that alter expression of genes—the original cell type
identity defining gene expression profile will be reestablished
after perturbations. In brief, stable systems are not sensitive to
changes in environments—up to some limits. Thus, the stability
of a system in this formal definition is what biologists associate
with resilience, homeostasis, tolerance, or memory of its orig-
inal state.

3.2 Basic concepts from dynamical systems theory

To formalize, and thereby facilitate, our discussions on
stability, we now introduce the following concepts: a
“state,” a “state variable,” and the “state space.” Talking
about stability in the above sense, the “thing” that can lose
it and become unstable is the state S of a system. The state is
the entity to which we attach the attributes “stable” or
“unstable” (and not the system itself—which exhibits a
different type of stability to be discussed below). A state S
and its stability are defined with respect to a state variable:
x, such as the temperature in our examples above, or the
expression level of one or a set of genes in a cell. For
instance S(x=37 °C) is the set point and is a stable state S
of the system body, whereas a state at T=38 °C is unstable
because homeostasis (body temperature control) will return
it to 37 °C (see discussion of fever below).

In contrast to this one-dimensional state variable x=tem-
perature T, for the cell phenotype, a state S can be defined
(crudely, for the sake of argumentation) by the expression
levels of all the genes; hence, we have a high-dimensional
state: S=[x1, x2,… xn] that is defined by a set of variables, xi,
which, in this simplified definition of a cell phenotypic state,
is the cellular abundance of a protein i or the expression
level of gene i (Fig. 2).

All possible states of a system, that is, in the case of body
temperature, the continuum of all the temperature values,
constitute the “state space” of the system. It can be repre-
sented by a one-dimensional axis—from low (e.g., 0 °C) to
high (e.g., 100 °C) temperature. A given state is a point in
the state space (on this axis) and a change in temperature is
a displacement of that state. In the case of the cell pheno-
type, we have a higher dimensional state space. If a cell
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tion of a shift of the set point (attractor state S*) using the example of
body temperature
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contains only two genes, then their expression levels (activ-
ity of their encoded proteins), represented by x1 and x2,
jointly define the cellular state S=[x1, x2] (Fig. 3). The state

space will then be a two-dimensional plane in which a given
cellular state is a point. It contains the entire spectrum, that
is, all possible combinations of values of x1 and x2—all
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theoretically possible states that the two-gene cell can occupy.
Change in a cell phenotype involves alterations in x1 and x2,
thus, is a walk in this x1–x2 plane.

The concept of state space is of eminent importance for
understanding the rest of this piece. It converts the abstract
notion of a change of state (phenotype) into the more tangible
image of a motion: a change of state is a shift in position in
state space, a motion along a trajectory (Figs. 2c and 3). This
is particularly useful for higher dimensional states, such as cell
states that are determined by a gene expression profile of
thousands of genes (for a more detailed introduction, see
[37, 38]). In this state space description, stability then is
manifest as the spontaneous movement of unstable states to-
ward the stable state S*(x=37 °C) in state space, e.g., the states
S(x=36.0 °C) and S(x=38.5 °C) will, in healthy individuals,
eventually move toward the stable set point state S*(x=37°C):
the stable set point “attracts” neighboring states.

3.3 Attractors

For our purposes, here, we can say that a state is stable (with
respect to the variables x of interest) if (the relevant region of)
the state space spanned by these variables x contains an
attractor state S*. The attractor state is a stable steady state
and its “position” in state space is a characteristic of a system
(Figs. 1 and Fig. 2d, e): it is the “set point” to which the system
returns after perturbation. An attractor state “attracts” systems
in states that depart from it through “forces” that are inherent
to the system: If the room is below the set-point temperature,
the heater kicks in; if the room temperature is above the set
point, the air conditioning is turned on—both ensure the

movement of S in state space toward the attractor in response
to external perturbations. This behavior is a property of the
system and is encoded in its internal wiring: in the case of a
thermostat system, the wiring connects the sensor and feeds
room temperature information to a microprocessor that
operates the cooling and heater engines according to the
deviation from the attractor state (set point). The key charac-
teristics that ensure stable temperature in this wiring structure
are a negative feedback loop.

3.4 Cell types as attractors

The maintenance of a gene expression profile to ensure
homeostatic stability of a cell phenotype is very similar to
the example of maintaining system temperature, as
discussed above, although it constitutes a higher dimension-
al system because the attractor state is defined not by one
variable but a set of variables: the level of expression of all
the genes that define a gene expression profile that estab-
lishes the characteristic of a particular phenotypic state
(Fig. 2b). This self-stabilizing gene expression profile is
encoded by an attractor state of the gene regulatory network,
S*=[x1, x2,… xN]. This particular set of expression levels xi
obeys the intrinsic network constraints that dictate which
genome-wide configuration of gene expression is allowed
and stable. If for instance gene x1 is a suppressor of x2, then
any state with the configuration in which the expression
level x1 is very high and x2 is also very high would be
“forbidden” by the network’s regulatory rules and would
be very unlikely, i.e., “unstable”; states with such a configu-
ration would not be able to hold their position in state space,
but instead move away from it toward a stable attractor state.
Thus, attractor states ensure homeostatic stability of the gene
expression profiles.

Gene regulatory circuits of the genome-wide GRN
(Fig. 2a) are replete with feedback loops that produce stable
attractor states that the network (the cell) has to occupy. As
we will see below, when we introduce instability, a network
can produce multiple attractor states. Then, each distinct
phenotypic state of cell, such as a cell type, which is deter-
mined by a specific gene expression configuration across
the genome that must be stable, is naturally an attractor state
of the GRN (for an overview, see [38, 39]). This central
thesis is further discussed below in conjunction with “multi-
stability” and will play an important role in understanding
non-genetic (in)stability in cancer.

3.5 Regions in state space

The state space idea allows us to define regions in that
space, such as the domain or basin of attraction. For in-
stance, in living organisms, reducing the temperature will
trigger thermogenic activity to bring the body temperature

x2

S x , x ] 1 2= [1 

U
(

) 
S

U( ) S1 

x1

an attractor state

Fig. 3 Concept of the quasi-potential for a two-gene system. Axes
representing the expression levels of the two genes, x1 and x2, and
spanning the planar state space. The third vertical dimension can be
used to display the value of the quasi-potential U for each state S,
giving rise to a landscape. Example state S1 is shown, with its trajec-
tory (green arrow) representing its future state, the spontaneous change
of the state S toward an attractor state (local minimum on the land-
scape) driven by the stability-seeking behavior that originates in the
gene regulatory network, here the interaction between x1 and x2
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back to the set point. As long as such a response to the
perturbation occurs, the system is in the basin of attraction
of the attractor state S*=37 °C. But at a critical threshold
temperature, Tcrit, the system collapses: the organism enters
in system failure and the body temperature will further
decay until the organism dies and its temperature equilibrate
with the external temperature, which represents the death of
the organism. Tcrit is a critical point in the continuous state
space; in this example case, Tcrit marks the border of the
basin of attraction of the attractor state. Thus, the domain of
attraction is limited by precisely defined boundaries around
the attractor state.

Within these boundaries of the basin of attraction, all
states will eventually “end up” in the attractor. “Gene ex-
pression noise,” the random fluctuations in the abundance
level of proteins in the cell [40–42], translates into a wig-
gling movement, akin to a random walk, around the attractor
state if the fluctuations are not large enough to cross the
boundary of the basin of attraction. For a population of
nominally identical cells (Fig. 2e), every cell will be in the
same attractor, but a snapshot of the population will appear
as a cluster of points (“cloud”) in state space, around the
attractor state [43].

3.6 The quasi-potential landscape of a state space

The concept of a potential of states is central for understand-
ing why landscape metaphors are more than just metaphors
(Fig. 3). Thus, we now extend the state space representation
by another dimension to even more intuitively and tangibly
display the dynamical properties of a system with respect to
stability and instability and the “drive” of a system toward
the stable states and away from unstable states: let us as-
sume for the sake of visual imagination, again a two-
dimensional state space (Fig 3). We can now assign to each
state S(x1, x2) a quasi-potential value, U(S)=U(x1, x2) that
reflects the “relative instability” of that state S. Since the
state S will be attracted to the most stable state when seeking
stability, S moves in state space in the direction that de-
creases U most until it ends at the lowest value of U, which
is found at the attractor state S*. Plotted as “elevation” for
each point S in the x1–x2 plane, that is, as the third dimen-
sion in our two-dimensional state space, a landscape will
emerge: a topography over the x1–x2 state space, in which
the elevation represents the quasi-potential U(S) for each
theoretically possible state S(x1, x2). This third dimension
and the movements down the slopes of the landscape cap-
ture the intuition of spontaneous movement in state space
toward the most stable state that is accessible from a given
point.

This picture is of course reminiscent of a potential energy
landscape in classical physics. But we need to insert a big
caveat here: complex systems such as gene regulatory

networks, or wired control systems, are “non-conservative
systems” far away from the thermodynamic equilibrium,
and hence, the potential landscape picture is to be taken
with caution. In other words, the slopes of the landscape do
not represent “true” gradients as in classical physical sys-
tems (hence the prefix “quasi”). For instance, the gene
expression profile can actually “circle” in a flat region of
the landscape. For more formal, still accessible explanation
of the details of the computation of the quasi-potential
landscape for non-equilibrium system and associated prob-
lems, see [18, 44].

With a landscape picture, the “urge” toward the attractor
state can now be imagined as that of a ball that represents a
state S through its position projected onto the state
space—rolling down the valleys toward the lowest energy
point—the attractor state.

4 Integrating stability and instability

With the above minimal formal tools, we can now discuss
more interesting aspects of stability and instability that have
deep roots in the theory of dynamical systems. Below, we
define instability more formally, point to important distinc-
tions to be made between related phenomena, and examine
the relationships between stability and instability, but we
will focus on the practical consequences.

4.1 What is instability?

We finally can define “instability” as the specific opposite
stability as defined in the dynamical system formalism
discussed above. A stationary or steady state can either be
stable, as we noted above, or it can be instable (Fig. 1). Note
that a system that is not in an attractor state but on the way to it
is just “not stable”; it is a transient and not an unstable
stationary state in the strict sense because instability is a
property of a stationary state: in the absence of perturbations,
an unstable steady state S* does not change; however, the
tiniest perturbation will cause a system in such an unstable
steady state to move away from the unstable stationary state.

Thus, in the quasi-landscape picture, whereas a stable
steady state is represented by the bottom of a valley, the
unstable state is at a hill top (Fig. 1, bottom). It is also
locally flat and does not experience any intrinsic forces that
would displace it. However, when an unstable state S*
moves in any direction away from the point exactly on the
summit, it will inevitably encounter a downhill slope; thus,
that state will move away from the unstable steady state to
the next accessible attractor state.

Back, briefly, to our temperature control system: the
critical lower threshold temperature Tcrit for body heat gen-
eration represents an unstable state: if the system
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temperature has been lowered by a perturbation to a temper-
ature still higher than Tcrit, the body will generate heat to push
it back to the attractor temperature T*=37 °C: homeostasis
works. But if the system is slightly below Tcrit, the organism is
too cold for the thermostat to work. The control system
collapses and further cools down, as described above. At
exactly Tcrit, the organism displays instability: slight fluctua-
tions onto either side, T>Tcrit or T<Tcrit, can decide its fate. In
dynamical systems terminology, the system state at Tcrit is
unstable and sensitive to initial conditions (the point in state
space at time zero of observation, here the temperature)—it is
the “tipping point” or “hilltop” or “watershed” on the quasi-
potential landscape at which the states space trajectories
diverge.

Stability and instability, thus, are profoundly related in a
way that is graphically captured by the state space formal-
ism: both stable and instable states are stationary—they are
not on slopes of the quasi-potential landscape but at the
bottom of valleys or on hilltops. Stable attractor states
(valleys) are separated by instable stats (hilltops). Attractors
in multistable systems are disjoint but adjacent—separated by
unstable states. This will become clear when we discuss the
epigenetic landscape.

4.2 Beware of plasticity

In view of the versatile and dynamical phenotype of
stem and tumor cells, the term “plasticity” is often used
to describe their behavior [6, 29–32]. In the dynamical
systems terminology, “plasticity,” however, if used at
all, refers to a specific behavior, a weaker kind of
stability than what is captured by the concept of an
attractor state (“Lyapunov stability”): a system may,
after a transient perturbation, not return to the original
state (as in the case of an stable attractor), but also not
escape from it (as in the case of instability), but instead
it “tracks” the environmental change. There is neither
restoring nor repelling force. The system stays where
the perturbation leaves it, keeping the constellation that
external factors impart on it—akin to the deformation of
a plastic material where there is no recoil or elasticity.
The system has no memory of the original state—only
of the perturbed state. For instance, if the external
temperature suddenly increases by 10°C, the room
would “adapt” and its temperature rises by 10 °C. In the
picture of the quasi-potential landscape, plasticity thus is
represented by regions of flat panes where the ball can be
placed to any position in the state space and stays there
because it experiences no intrinsic force (Fig. 1).

As we will see, “genome instability” is, strictly speaking,
according to the above definitions, a misnomer—the mutat-
ing genome exhibits plasticity rather than instability (in the
genotype space).

4.3 Multistability

We now discuss more explicitly the concept of multi-stability
of dynamical systems theory that is central to its application to
biology. Given that stability and instability map into valleys
and hills, respectively, and that a quasi-potential landscape can
contain multiple valleys, a system can thus contain multiple
attractor states (Figs. 2 and 3). The coexistence of multiple
alternative stable attractor states within a single system is
called multi-stability and was first proposed as a principle that
affords a single biochemical network or gene regulatory net-
work the capacity to produce two distinct cellular states
(bistability) by Max Delbruck in 1949 and Monod and Jacob
in 1961 (for an overview and reference, see [38, 39]). This was
the first formal concept to explain the phenomenon of cell
differentiation. For details on the mathematical basis for how
certain interactions produce bistability, see, e.g. [45, 46]. With
multiple attractors, the question immediately arises as to
which state a system—which of course can be only in one
state at a time—will chose to be in.

The state space and its associated quasi-potential land-
scape U(S) represent the entire phenotypic repertoire of one
system, determined by its internal structure—the wiring of
sensors, processors, and actuators in the thermostat control
and the “wiring” diagram of the gene–gene regulatory in-
teractions in the genome. Again, since a system (e.g., a cell)
can only be at one place on the landscape at a time, the ball
that represents its state on the landscape can only be in one
valley at a time. Where on the landscape (relative to the
“watersheds”) it is placed initially (its initial state) will
determine in which attractor state it will “end up.” The set
of attractors thus represent alternative choices of system
states for a given system and under given conditions. The
“relative stability” of each attractor state S* is, crudely,
manifest in the relative size and depth of an attractor basin
(Fig. 3)—or valley of the quasi-potential landscape (other
details also matter) [44]: it is intuitively plausible that the
deeper and bigger the valley of a given attractor state S*, the
larger perturbations (=displacement of the system state from
the attractor state) can be tolerated without leaving the
valley and the more likely is it for a system to end up in
that valley after a random, massive displacement of the
system state across attractors.

4.4 Attractor transitions

The existence of multiple alternative attractor states within
one system now offers the possibility of choice between
attractors. If attractors correspond to a cell phenotype, so
is a state transition from one attractor to another a phenotype
switch, for instance, between the stem cell state and the
differentiated mature state or between the proliferative state,
a quiescent phenotype, or an apoptotic state.
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Regulatory signals, such as hormones or cytokines, that
switch cells between such phenotypic states do so by alter-
ing the expression status of a set of genes. Since attractors
represent the biologically realized system states, such tran-
sition between phenotypic states translates into the displace-
ment of the system state S from one attractor to another. The
need to cross boundaries of attractor basins, i.e., to jump
from one valley to another, is manifest in the switch-like
(quasi-discrete) nature of cell fate changes.

It is important to realize that because of the presence of
attractors, even an “unspecific” perturbation will be able
to trigger a switch-like transition into a specific attractor
state. This is in line with our everyday experience: nu-
merous nonspecific agents, such as DMSO, alcohols, so-
dium butyrate, pH, etc., can trigger the differentiation of
cells in culture (references in [47]). The profound idea,
which now can be comprehended in an intuitive way
using our formal framework of state space, can be put
as follows: cells always “have to go somewhere” when
they are pushed around on the quasi-potential landscape.
If they are forced to exit their current stable attractor state
(for reasons explained below), they will find their way to
the next accessible stable state—whatever gene expression
profile it encodes. We will reencounter this phenomenon
later when we discuss the response of cancer cell to
“nonspecific” cytotoxic agents.

The multi-attractor quasi-potential landscape thus cap-
tures in an intuitively plausible yet formally accurate fashion
how a cell’s gene regulatory network maps into its pheno-
typic behaviors in terms of phenotypic states, such as cell
types, and their dynamical relationships. But most impor-
tantly, it epitomizes the inevitable fact, so fundamental as it
is taken for granted, that one single genome, because of the
principle of multi-stability in networks of interactions, pro-
duces a large set of discretely distinct, stable phenotypes.
This is the reason for the necessary departure from a 1:1
mapping between genotypes and phenotypes discussed
above.

4.5 Structural stability and the parameter space

We now introduce a more abstract type of change in dy-
namical systems such as the GRN (see Fig. 4). While a
change of the cell phenotype is represented by a change of
the system state S, i.e., a movement of S on the epigenetic
landscape E1 that is generated by genome G1, we now
consider a change of the landscape topography itself and
thereby introduce an important concept. For this purpose,
we need for a moment to separate two timescales. One
timescale is the one in which the system state S moves in
state space (or on the landscape) toward the attractors. This
applies to cells reaching their destination attractor states as
they differentiate into cell types, thus pertaining to the

timescale of development. In contrast, the second timescale
is much slower. It is the one in which the structure of the
epigenetic landscape changes (Fig. 4a): a hill or valley may
flatten and disappear, which will affect the course of the
developmental trajectories. Such changes of the landscape
topography per se takes place in the timescale of evolution
because, since a genome G1 maps uniquely into a landscape
E1 (Figs. 5 and 7), a change in landscape topography will
require a mutation that changes the “wiring” diagram of the
underlying genomic network Gi which mathematically de-
termines the landscape Ei. For instance, the mutation that
affects how a gene A and gene B interact changes a param-
eter that characterizes that interaction and is part of the
network specification (Fig. 5c). This mutation alters the
GRN/genome Gi and may deepen or flatten a certain basin
of attraction in its epigenetic landscape. In dynamical sys-
tems theory parlance, such changes are implemented by
changes in the values of the control parameters.

Parameters can be used in models to represent the pres-
ence and the strength of interactions in the network. For
each set of parameters, that is, for each given network
structure, its associated dynamics can be simulated on a
computer and the landscape recomputed. Analogous to the
state space that contains all possible states S defined by the
values of the state variables xi, here, the space that contains
the entire range for the values of (a set of) parameter(s), and
hence all network structures defined by the combinations of
variations of these parameters, is the parameter space. Two
distinct GRNs (which are distinctly wired), Ga and Gb, are
thus two points in parameter space, much as two states S1
and S2 of the network/genome Ga are two points in its state
space or on its landscape Ea. Thus, the parameter space, or
the space of network structures/genomes, represents a hier-
archically more encompassing category.

At a more abstract level (Fig. 4a), a movement along one
axis in parameter space represents the change of the param-
eter value k, which, for instance, may specify the interaction
strength for how gene A inhibits gene B (which is encoded
in the genome). Such a shift in parameter space moves from
one network/genome to another and changes the associated
epigenetic landscape, which in turn may exhibit a shift in the
position of an attractor state, e.g., the shifting of the actual
set point to new values: in the case of fever, the set point of
37 °C is shifted to, e.g., 38 °C (Fig. 1b; see also more
below).

In contrast to such continuous change of the position of
attractors and their boundaries, one observes sudden, dis-
continuous events when traveling in parameter space: at
some critical values for the parameter points, an attractor
can disappear and be converted into a hilltop (Fig. 4). This is
equivalent to flipping a stable steady state S* into an instable
steady state, S′ (Fig. 4b). Such points in parameter space at
which a sudden, qualitative change of the landscape occurs
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are called bifurcations. An attractor state (or any structure of
the landscape of the state space) that persists in wide regions
of the parameter space without encountering bifurcations is
called structurally stable. (Do not confound bifurcation
points in parameter space with the boundaries of attractors
in state space (hilltops)—although both represent points of
discontinuity).

Taken together, we need to make the following funda-
mental distinction in terms of “stability”: the return follow-
ing (short-term) perturbations of a state S in a dynamical
system G1 (a specific GRN) to the attractor state (a cell type-
defining gene expression profile) discussed so far is associ-
ated with dynamical stability (of that state) and is typically
relevant at a timescale of the physiology and development
of that system. In contrast, the existence of a particular
attractor in a broad region of the parameter space is referred
to as structural stability (of a system in comparison to a
class of similar systems). Perturbations move a state in state
space (the quasi-potential landscape) and test the dynamical
stability of a state, whereas mutations move a network/
genome in parameter space and thus test structural stability.
The latter is lost if mutations change the control parameter
such that the system crosses a bifurcation (where an attractor
may disappear).

Let us apply this to a concrete example (Fig. 1b). A
change in the system’s structure may shift the position of
the attractor, which implies that the actual set point will
change. For instance, in the case of body temperature

control with the state variable “temperature T,” fever is not
simply an imposed rise in temperature (perturbation), for were
this the case, the body temperature homeostasis would imme-
diately reverse the rise temperature by dissipating more or
producing less heat. Instead, fever is caused by a shift in the
set point (attractor), e.g., from S*=37 °C to 38 °C. Suddenly,
the state S=37 °C is not an attractor state any more. It expe-
riences a force of change that causes to shift to a state at higher
temperature, the new set point S*2=38 °C, in order to mini-
mize the energy on the quasi-potential landscape. The need to
heat up is manifest in the fever chills in the early phase
of a flu, which reflects the body’s attempt to generate
heat through shivering in order to adjust the temperature
to the new set point caused by the flu. In contrast, at
resolution of the flue, the set point is set back to 37 °C
and the body temperature must be cooled down, as
manifest by sweating. Thus, fever is not a direct per-
turbation of the temperature state in state space but a
transient shift in parameter space which displaces the
attractor state for a while.

5 Two types of landscape—two types of instabilities

Equipped with the conceptual tools presented above,
notably the awareness of the dualism of dynamical
stability and structural stability, we now illustrate fun-
damental differences between these two and move on to
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contrast two widely used landscape metaphors that will
be critical to understand the complementary roles of non-

genetic and genetic instability in cancer progression: the epi-
genetic landscape and the fitness landscape (see Fig. 5).
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5.1 Waddington’s epigenetic landscape—non-genetic
instability

The multi-valley quasi-potential landscape U drawn over the
(high-dimensional) space of all theoretical possible gene ex-
pression states of a genome and its network is the formal
equivalent of Waddington’s famous epigenetic landscape
[18] (Fig. 2d). This becomes clear upon analysis of the reason
behind Waddington’s use of this elegant metaphor, which
evolved over several decades: he introduced the landscape
idea in the 1940s to explain the branching differentiation of
cells into a variety of preexisting, stable, discretely distinct cell
types. Figure 2d shows the best-known 1957 rendition [48].
Since this metaphor is a mathematical construction, it captures
the ontological property that stable states (attractors) must be
separated from instable states—simply because of the inevi-
table fact that neighboring valleys must be separated by hills.

The genomic regulatory network of metazoan is a com-
plex network containing interconnected genes (Fig. 2a) in
regulatory feedback control loops that produce a complex,
rugged landscape in which each valley, each attracting re-
gion, corresponds to a cell type, as first proposed in the
modern form by Stuart Kauffman in 1969 [38, 49]. Since
each point in this N-dimensional state space, where N is
≈1,000–10,000s (roughly the number of regulatory
“networked genes” in the genome, mostly transcription fac-
tors and signaling proteins and miRNAs), represents a net-
work state, it also represents a gene expression profile across
the genome, S=[x1, x2… xi,… xN] (Fig. 2b). The movement
of the cell state S in this landscape directly manifests the
constrained change of the gene expression profile: the land-
scape topography reflects the constraints imposed by the
wiring diagram of the GRN and thus dictates in which
direction a particular gene expression pattern can move
spontaneously and how it responds to perturbations. The
gene regulatory interactions in the wiring diagram of the
GRN of course are encoded by the genome (since they are
determined by the interaction domains of proteins and the
sequence motifs of promoter elements, etc.). In brief, the
genome encodes the shape of the epigenetic landscape, and
the latter is invariant within a lifetime and is unique to an
organism. Thus, remember (see Fig. 2): each genome Gi has
its unique GRN which uniquely maps into a landscape Ei

that contain a large multitude of attractor states S*—hence,
one genome encodes for many distinct phenotypes.

Let us briefly recapitulate here the formal basis of the
elevation U, the quasi-potential of the landscape (Figs. 2 and
3). To obtain the landscape, the high-dimensional state space
of the network’s dynamics can be thought of as “compressed”
(projected) onto a two-dimensional (x1, x2) plane for represen-
tation reasons (which is mathematically possible only to some
extent and involves loss of some information). In this planar
state space, every position (x1, x2) is a state S of the networkGi

(a gene expression profile of Gi) and the elevation in Z at a
given position S(x1, x2) is the quasi-potential U of that state S
that expresses its relative instability: the higher the altitude at a
given position, the higher is the “potential” and the less stable
is the gene expression profile S there, and, hence, the pheno-
type associated with it.

At this place, a brief note on the semantics may be neces-
sary to avoid a common confusion [18, 50]. Waddington’s
term “epigenetic” has little to do with its modern meaning
used to describe DNA methylation and covalent chromatin
modifications that modulate gene expression [51–53], al-
though a causal link can be constructed (Pisco et al., in
review). These molecular “epigenetic” modifications are not
so much the cause of gene activation, but rather reflect the
activation status of the gene locus as a consequence of the
action of the gene regulatory network and of external inputs.
In fact, the epigenetic status of a locus is reversible and often
highly dynamic [54, 55]. Since the enzymes that control the
epigenetic modification do not bind DNA, let alone recognize
specific regulatory sequences, they need to be recruited to the
gene locus by specific transcription factors. Thus, the
unfolding of information of the genome is performed by the
GRN—whose global dynamics can be formalized as the epi-
genetic landscape which reflects the action of a network. It is a
logical necessity that a distinct gene expression profile across
the genome can only arise if the activities at each locus are
orchestrated. This cannot be achieved solely by local change
of the epigenetic status, but require gene–gene coordination
which can only be achieved by locus-specific actions of trans-
acting factors which form the GRN [29, 56]. Epigenetic
modifications are rather the local controllers of the specific
gene activation kinetics [57], although such quantitative de-
tails can be essential.

5.2 The fitness landscape—genetic instability

If the epigenetic landscape represents an ensemble of all
combinatorically possible system states S and is the property
uniquely associated with one genome G1 and the GRN it
encodes, we now define a second type of landscape that
appears at a much grander scheme, so to speak, the landscape
of landscapes: the landscape, or space, that captures the en-
semble of all possible genomes Gi or, equivalently, of GRNs
(for a given size of genome; Fig. 5b). The alert reader will note
that this more encompassing space is essentially equivalent to
the parameter space discussed above in conjunction with
structural stability in that each position in it represents a
distinct wiring diagram Gi such that the landscape allows us
to compare a quasi-continuum of networks or genomes.

Thus, more generally, imagine a space of all gene net-
work structures, an all-encompassing parameter space,
where every point is a particular genome Gi (since each
network corresponds to one genome) and the neighboring
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points represent genomes that are just “one mutation away”
from each other or, equivalently, GRNs that have similar
wiring diagrams, differing from each other by the
presence/absence or strength of a particular regulatory inter-
action (Fig. 5c). This space of all genomes of some
(abstract) ensemble H of genomes is also referred to as the
genotype space. Again, we can now think of all points in
this space of all genomes as projected onto one plane,
preserving neighborhood relationships as best as we can.
Much as the quasi-potential landscape of the state space above
where the elevation represents the relative (in)stability U of a
phenotypic state S, we can now also utilize the elevation over
the plane of genomes as an additional axis, F, to represent a
quantity assigned to each genomeG in this parameter space of
all GRN architectures. But what is this quantity?

We are interested in comparing the phenotype repertoires,
or epigenetic landscapes E associated with every individual
genome Gi in an ensemble H of genomes that are separated
by mutations. Thus, we compare the relative fitness of the
organisms i which has genome Gi and whose cell phenotype
repertoire is captured in its landscape Ei with that of other
genotypes Gj. Such relative fitness in the tissue is relevant
for cancer, as can be seen in this concrete example: in a
population of cells that is genetically heterogeneous, as is
always the case in tumors, individual tumor cells i have their
own versions of GRN, Gi. Cells with an epigenetic land-
scape Ei in which in a given environment the attractor that
encodes robust proliferation of a progenitor state S*p is large
and deep, hence not easily perturbed, would be fitter than a
landscape in which the corresponding attractor for prolifer-
ation is less stable and surrounded by steep descents leading
down to the differentiated, non-proliferative state. In other
words, we compare the fitness F(Gi) of the individual net-
works (genomes) Gi and their associated epigenetic land-
scape Ei with respect to the robustness of their proliferative
state attractor under perturbations. We plot the fitness Fi

associated with each network (genome Gi) as the elevation
over the space of networks (genomes; Fig. 5b). In the
resulting landscape H, the elevation F(Gi) at location Gi is
the fitness landscape of the ensemble H of genomes Gi. H
may comprise all the organisms in an ecosystem or all the
cells in a tumor. Obviously, the shape of the fitness land-
scape depends on the nature of the selection pressure.

Since elevation F reflects fitness, the cells will, under
selection, tend to climb to the hilltops (=higher fitness). If
selection is strong and omnipresent and the population large
enough, mutating genomes always move uphill and cannot
actually move downhill—they would be outcompeted and
go extinct [58, 59]. Note that the trend to climb upward to
the hilltops rather than fall to the lowest points in the valleys
(as in the epigenetic landscape) is only a notational detail
due to the definition of the vertical (Z) axes where the
elevation corresponds to higher fitness but lower phenotypic

state stability. Yet, there are profound differences between
these two landscapes, as detailed below (Fig. 5b).

The concept of a fitness landscape mapped on top of the
space of all genotypes is older than Waddington’s epigenetic
landscape—it pertains to the realm of the older discipline of
evolution and macroscopic biology. It was first proposed by
Sewall Wright in 1931 [60], again as a metaphor, to illus-
trate the evolution of species in population genetics: muta-
tions drive the movement in genotype space and selection
imparts directionality toward the peak. This metaphor has
been utilized to illustrate many elementary properties and
problems in evolutionary theory, notably the problems of (i)
finding the global peak as opposed to getting stuck in
smaller local peaks and (ii) crossing valleys of low fitness
since the only guidance for the direction of the walk on the
landscape is to always walk uphill (in the steepest direction
at each point). In the 1970s, Stuart Kauffman proposed the
NK landscape which placed the metaphor onto formal foot-
ing by using a computational model ensemble of gene
networks with discrete (binary) valued genes as organisms
[61]. The fitness landscape has served many educational
purposes as much as it has drawn criticism and controversy,
but it remains a useful metaphor.

5.3 Differences between the epigenetic landscape E of each
genome and the fitness landscape F of a population
of genomes, H

The epigenetic landscape is described by the function U(S)
and is a property of one genome Gi, whereas the fitness
landscape is described by the function F(Gi) and is the
property of a genome ensemble H (Fig. 5). Obviously, these
two landscapes pertain to two entirely different scales of
view: the phenotypic repertoire (all states S) of an individual
system encoded by a network/genome G vs. the fitness of an
ensembles of all such possible systems. But there are more
fundamental differences. The engine that drives the move-
ment of a point in the epigenetic landscape from S1 to S2,
i.e., the change of a gene expression profile, is in the
intrinsic structure of the network which imposes the con-
straints that enforce coordinated change in gene activities.
The directionality of movement on the epigenetic landscape
is governed by the stability-seeking behavior and follows
trajectories preordained by the genome. External perturba-
tions (forceful shifting of S to any position with respect to
the underlying X–Y plane of the landscape) are resisted by
the internal dynamics manifest in the steepness of hills that
need to be climbed.

In contrast, in the fitness landscape, there is no intrinsic
stability, no intrinsic constraints and directionality: muta-
tions are the motor of displacement. Movement toward the
peaks (stable states) is imparted by the environment via
selection. Without it, locomotion occurs (almost entirely)
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at random. Mutations are (in general) independent from
each other. Thus, the driving force of locomotion on the
landscape and its directionality (toward the peaks) are
separable—unlike movement on the epigenetic landscape.
The change of position on the underlying X–Y plane is
primarily free in the absence of selection (which is equiva-
lent to flattening the landscape). Thus, the dynamics of
change of genotype is inherently plastic in the above sense.
There is no intrinsic recoil force; no homeostatic force
conveys “attraction” toward predefined positions of the
space of genotypes, as in the case of attractors in the state
space of GRNs. The directional movement in genotype
space (toward the peaks) comes from outside: selection.
Thus, stability of a distinct genotype Gi, or, in other words,
for a genotype to act akin to an attractor and reconstitute
itself after random mutations, a high and invariant selection
pressure and a high proliferation must be present.

One particular aspect for the walk on the landscape is the
“velocity,” which, if we follow our formalism, reflects the
mutation rate. The latter is not constant: the mutator pheno-
type of cancer cells increases the speed of the random walk
in genotype space, but in the absence of selection, such
apparent “genomic instability” is actually plasticity. Of note
is that the mutation rate can be tuned by external factors
such as stress on cells that via specific pathways interferes
with the function of the DNA repair system [62]. Many
stressors have been shown to increase mutation rates in
single-cell organisms—the potential evolutionary advantage
of which is obvious. This effect of externally imposed stress
must of course be distinguished from selection that biases
the direction of the walk because induced mutation is, from
all we know, still random with respect to the desired phe-
notype (although restricted in the range of its molecular
nature). In cancer cells, as discussed below, unfavorable
conditions also increase genomic instability.

Since the hills and valleys of the fitness landscape en-
countered in a walk in genotype space are not intrinsic to the
system but imparted by selection forces from the environ-
ment, the topography of the fitness landscape changes with
any change of the tissue microenvironment and the associ-
ated nature of selection pressure experienced by the individ-
ual, cancer cells (genotypes). A network Gi that is on a
hilltop may lose its fitness advantage when the nature of
selection pressure changes, thereby flattening that hill. In
contrast, the topography of the epigenetic landscape E1 of
the given genome G1 (at least in the way we parametrize a
network) changes if that network undergoes a structural
change, that is, moves on the fitness landscape from position
G1 to G2 due to mutations.

In the fitness landscape, the flat regions (Fig. 5b, right)
that allow a set genotypes (cancer cell clones) to “reach each
other” without incurring selection pressure represent the so-
called neutral space in which “mutations do not matter”:

here, the genomes, Gi and Gj, that are separated by a muta-
tion have networks that have the same fitness F(Gi)=F(Gj).
In such regions, the movement of the genome in any direc-
tion is equally likely.

In contrast, in the epigenetic landscape (due to a coun-
terintuitive property related to non-integrability in non-
equilibrium systems) [44], movement in the flat regions
between equally stable states still have to obey the con-
straints of the network that defines the landscape topogra-
phy. Movement on the epigenetic landscape may require,
even without changing elevation (ΔU=0), “effort,” a prop-
erty referred to as “path dependence.”

With respect to the formal notion of (in)stability, we can
summarize the difference between the two landscape repre-
sentations as follows: the epigenetic landscape visualizes
dynamical (in)stability, whereas the fitness landscape indi-
rectly manifests structural (in)stability that is exposed by the
selecting environment. However, the change of genotype in
the absence of selection pressure epitomizes plasticity rather
than instability. Thus, the term “genome instability,” is,
strictly speaking, a misnomer when used to describe a
dynamical system behavior and without invoking a specific
environment and associated selection.

5.4 Criticism of the fitness landscape

With these elementary properties of the fitness land-
scape, we can now address a central criticism of the
idea of the fitness landscape: it tacitly assumes a one-to-
one mapping between genotypes and phenotypes. It
assigns to each position in genome space (each geno-
type) Gi, a single phenotype that is characterized by a
single value—its fitness F(Gi) (in a given environment).
All evolutionary theories that use the fitness landscape
hence implicitly subscribe to this paradigm of a 1:1
mapping. The common error committed when using
the fitness landscape metaphor is the failure to appreci-
ate the fundamental phenomenon of multi-stability: the
ability of one genome to produce multiple stable phe-
notypic states (that are inherited over cell generations).

Thus, if we zoom in on the fitness landscape F to a single
point which represents a network G1 and magnify that single
point, we will see an epigenetic landscape E1 which displays
the entire behavioral repertoire of that network encoded by
genome Gi. And if we walk on the fitness landscape, still
looking through the magnifier, we will see how the epige-
netic landscape “morphs” as we proceed from one position
Gi to another, from genome to genome. This nested rela-
tionship between the two landscapes is shown in Fig. 5. It is
at the core of the integration of epigenetic and fitness land-
scape, hence of developmental and evolutionary instability
in cancer. This scheme of thought directly refutes the notion
of a 1:1 mapping between genotype and phenotype.
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6 Cancer on the fitness landscape and the epigenetic
landscape

What connects the two landscape concepts, the fitness land-
scape and the epigenetic landscape, to cancer and to cancer
progression?

6.1 Cancer as somatic evolution

The fitness landscape is widely used in explaining can-
cer progression because of the unquestioned paradigm
of the Darwinian somatic evolution of tumor cells [63].
Thus, random mutations, perhaps at accelerated rates
due to the mutator phenotype [21, 64], afford the cancer
cell the ability to explore the fitness landscape under
selection pressure that emanates from the tissue micro-
environment. The latter includes conditions such as
hypoxia, antitumor defense of the immune system, low
levels of growth factors, etc., and is thought to select
cells that express the “hallmarks” of malignancy. As
mentioned above, and extensively discussed elsewhere
[13], this paradigm of the Darwinian evolution as the
engine that promotes the increasing malignancy of the
cancerous phenotype has many hidden as well as obvi-
ous inconsistencies. A well-articulated inconsistency per-
tains to the acquisition of metastatic capacity, which,
according to the classical somatic evolution view [35,
65], is the result of a multistep process in which the
needed mutations are successively acquired by selection.

The fact that some tumors, as best studied in breast
cancer, often seed micro-metastasis early in the process of
malignancy [66] is one example of a fundamental property
that has exposed the first cracks in this paradigm of a
cumulative process running on the mutation/selection
scheme [67, 68]. In addition, much as such a scheme already
meets serious challenges in the macroscopic evolution of
species [69–74], in cancer development several phenomena
also challenge the Darwinian orthodoxy. For instance, the
principle of punctuated equilibria (“evolution by jerks”)
[75–77] may be at play and is most prominently manifest
in the coexistence of a vast diversity of non-clonal chromo-
somal aberrations [78] in a tumor, indicating the (temporal)
absence of clonal selection [79]. We will return to this later.

Thus, the entire picture of cancer progression cannot
be painted with the broad brush strokes of the elemen-
tary Darwinian scheme of adaption through selection,
which is in need of refinement in view of the complex-
ity phenotypes that defy explanation by a 1:1 genotype–
phenotype mapping. Along the same line is the even
more striking recent observation in leukemia that a
single chromothripsis event in which a chromosome is
chaotically rearranged can result in a sudden jerk of
progression to higher malignancy [80].

6.2 Cancer states are unused attractors—the developmental
aspect of tumorigenesis

Cancer, long viewed as a developmental disease by
Virchow, may now more precisely be seen as a disruption
of normal differentiation and misdifferentiation into abnor-
mal cell types that resemble those encountered in the early
stages of organismal development, or even of evolutionary
stage [81]. Indeed, it has been proposed that cancer is the
reactivation of an atavistic state used by evolutionary an-
cestors [82, 83]. If we recall the imagery of the epigenetic
landscape, notably the rugged topography, such models
become naturally plausible: in such a landscape concept,
each cell state, ranging from immature stem cells to the
mature post-mitotic cell type, is an attractor state of the
genomic GRN—a valley in Waddington’s epigenetic land-
scape. However, since the latter is a mathematical conse-
quence of a complex regulatory network, one can readily
show by computer simulations that there are many more
attractors (valleys) than actually used by the cells. In other
words, there are many more (meta)stable, distinct gene
expression configurations in the gene expression state space
of a genome—each encoding a theoretical cell phenotype
that would ensue from the combinatorial set of the expressed
but is never realized. In 1971, Stuart Kauffman had the deep
insight that such unused attractors may correspond to cancer
cells [84]. Since then this concept has been refined, as
summarized in [13, 81, 85].

Thus, if normal cell types are attractors, cancer cells are
abnormal cell types and are abnormal attractors (see cartoon
of Fig. 6). But what is the fundamental different between the
“normal” and the unoccupied cancer attractors? How do
cancer cells enter these unused attractors? The central idea
is that mutational change of the genome, which is equivalent
to a shift of position on the fitness landscape and to a
distortion of the epigenetic landscape, allows the normally
unoccupied attractors in side valleys to be accessed. These
unused attractors are, to some extent, shielded from main
developmental trajectories (Waddington’s “chreods”) on the
epigenetic landscape and, hence, are not visited during
normal development. But after the mutational distortion of
the epigenetic landscape and possible lowering of protective
hills that may have evolved to ensure normal development,
they can suddenly become accessible to the developing
cells, which may thus deviate from the normal path of
development.

Importantly, since the alternative cell states of the unused
attractors have never been expressed, the associated cell phe-
notypes have not been exposed to organismal evolution,
which would have tuned the gene expression profiles associ-
ated with these unused attractors to avert undue phenotypes
that may interfere with organismal fitness. Thus, developing
cells literally get stuck in such pathological, non-evolved
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attractors because their fate has never been harmonized with
the needs of the tissue by fine-tuning the access to differenti-
ation, senescence, or natural apoptosis [13, 85].

6.3 Large numbers of unused attractors are in state space
regions that encode immature phenotypes

Computational simulations of gene network evolution that
mimic the growth of the genome by gene duplication [86]
and the accompanying increase of the number of attractors
encoded by the genome reveal that during evolution, an im-
mense (still not precisely quantified) number of attractors are
produced that are never occupied but reside often in the
vicinity of existing used attractors [87]. Their location with
respect to the entire epigenetic landscape is of relevance: the
landscape has a global gradient since the newly added
attractors that turn out to be useful for the organism (new cell
type) must be accessible—they must have a lower quasi-
potential U than the existing ones. As a consequence, the
landscape grew during evolution “downwards” as the
attractors diversified, giving rise to hierarchical ordering:
attractors of embryonic cells at the mountain top and ontoge-
netically more mature and phylogenetically younger cells at
the bottom (Fig. 6) [81]. Now, the unused attractors can be
added as side products of evolution at any time during this
downward appositive growth of the epigenetic landscape, and
hence, they are necessarily more likely to be numerous in
older regions of the landscape, that is, near the mountain top
in regions of the state space whose gene expression profile
would encode for ontogenetically less mature and phyloge-
netically older phenotypes. If expressed, these unused
attractors would produce phenotypes that by necessity would
resemble those of immature cells. Specifically, they would
exhibit a strong proliferation because the cell cycle is a pri-
mordial cellular program [88] dating back to unicellular life.

6.4 Unused attractors did not have a chance to evolve the
encoding of social behavior and are genetically unstable

A fundamental property of unused attractors is that they do not
encode for healthy cellular phenotypes because they have not
been exposed tomacroevolution. These attractors offer neither
optimal stability for the cell itself nor a phenotypic behavior
that benefits the host as a society of cells, such as controlled
apoptosis [88, 89], access to terminally differentiated states,
etc. Regarding the former, these “unevolved cells” have no
optimized cell cycle with functioning checkpoints and a DNA
repair system, which jointly assure fidelity of DNA replication
to prevent passing mutated genomes to daughter cells.
Therefore, given the intrinsic complexity of the machineries
of DNA replication and cell division, they will inevitably
suffer from genomic instability in which the mutated genome
is passed on.

In fact, any experimental perturbation in the cell cycle ma-
chinery almost always increases the mutation rate [90, 91]. It
may even be that the sophisticated machinery that prevents the
spread of DNA sequence errors or chromosomal anomalies
through cell division evolved alongside with the evolutionary
growth and molding an increasingly complex epigenetic land-
scape and the ascendance of attractors for a variety of special-
ized cell types. Embryonic stem cells appear to tolerate
polyploidy, including polyploid mitosis; that is, they lack a
checkpoint-induced apoptosis [92]. The latter is activated upon
differentiation in that the polyploidy cells then undergo
programmed cell death [92]. This tolerance of chromosomal
aberrations in the normal immature cell states is consistent with
a large “neutral space”: flat regions in both the epigenetic
landscape (the high-altitude regions representing immature
phenotypes) as well as in the fitness landscape, and is in line
with Heng’s concepts of non-clonal chromosome aberrations
[78, 79].

Thus, ontogenetic immaturity may be inherently linked to
tolerance of genome instability. This can be understood from
the perspective of the evolutionary expansion of the epigenetic
landscape to produce the deep attractors at the low-altitude
bottom. These newest attractors encode mature, phenotypical-
ly and genetically stable cells which have lost tolerance to
genome instability. Phylogenetically, tolerance of polyploidy
has been implicated in the transition from unicellular to
multicellular organisms [93]. If true correct, this would repre-
sent a most extreme form of avatism in cancer.

7 The ease of developing malignancy and the “true” role
of mutations

Putting all together, we now propose a more encompassing
picture of tumor progression. The argumentation leading to it
can be traced back by the inquisitive reader in a logically con-
sistent fashion to the first principles of dynamical systems epit-
omized by the two types of landscapes explained in this article.

7.1 Non-genetic cancer: in principle possible, but unlikely

Since unused attractors are latently present, just inaccessible
in the normal tissue, tumorigenesis does not actually have to
create de novo a new cancerous gene expression program.
The developing cell can reach the unoccupied, potentially
neoplastic attractor by jumping the hills on the epigenetic
landscape. In molecular terms, a jump in state space across
hills, or barriers of the quasi-potential U, can, in principle,
be achieved by altering the expression of a distinct set of
multiple genes. Once the cells have left the chreods of
normal development, they are trapped in a side valley in
the rugged terrains of the epigenetic landscape that has not
been fine-sculpt by evolution to allow smooth flow down to
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the meaningful phenotypes [13, 81, 85]. Because evolution
has shaped the epigenetic landscape so as to prevent such
accidental deviation into the unevolved areas of the state
space, this would require an extraordinarily large and unusual
perturbation of GRN dynamics, were it to occur on a normal
epigenetic landscape. Thus, in principle, “mutationless tumor-
igenesis” is possible, but very unlikely, requiring particularly
large and repeated perturbations of the GRN. The tumor-
promoting effect of chronic exposure to non-mutagenic com-
pounds or tissue irritation may act via such perturbations.

Macroevolution of metazoan development has carved the
epigenetic landscape (by stepwise mutational rewiring of the
GRN) such that the chreods of normal development act like
highways to robustly and efficiently guide cells to the
attractors that encode the terminally differentiated, mature,
evolutionally optimized functional cell states—those that we
recognize as physiological cell types. This is achieved by
erecting steep hills around the valleys that contain the nor-
mal developmental trajectories and the cell type attractors,
thereby preventing the developing cells from veering away
from the “righteous paths” and getting stuck in an unused
attractor in the rugged regions of the epigenetic landscape
that encode the immature, instable phenotypes.

7.2 Tumorigenic mutations reshape the epigenetic landscape
and provide access to unused attractors

Enter mutations (see Fig. 7). As explained above (Fig. 5c), a
mutation formally shifts the position of a given epigenetic
landscape Ei in the space of all genomes; that is, it displaces

a network G from position G1 to G2 in the fitness landscape,
thereby altering the topography of the epigenetic landscape
from E1 to E1. This formally grounded picture represents the
creation of a new network (G2) that is similar to the previous
one (G1), but wired differently at some points. The new
epigenetic landscape E2 may lose its evolved optimal shape
(E1) such that the chreods in it have reduced depth and, thus,
diminished capacity to “canalize” (to use Waddington’s
metaphor) the developing cells to the correct destination
attractors. Once the evolutionarily optimized epigenetic
landscape is altered, deviation into the side valleys with
the unused attractors becomes more likely (Fig. 7), requiring
only slight (non-genetic) perturbations, or may even be
inevitable. With this predisposition, then, an abnormal tissue
environment (such as chronic inflammation) imparts addi-
tional non-genetic perturbations which can push some cells
into these unused attractors during development as they
descend toward the attractors encoding mature cell types.
The deviant cells are literally stuck in these unused attractor
states that represent immature or incompletely matured
stages and that have no (evolved) access to the chreods or
normal attractors. Given the geographic vicinity with the
normal embryonic cells at the mountain top, these cells will
exhibit gene expression profiles that are likely to resemble
those used in the past—both in the ontogenetic and phylo-
genetic past.

Computer simulations in artificial complex GRNs of up
to 100 genes [86] have shown that a class of molecular
network architectures that appear to be prevalent in living
systems [94, 95] are in general structurally robust. Mutations
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Fig. 6 Imaginary and cartoonish representation of the entire epigenetic
landscape of the genome of a higher metazoan with unused attractors=
cancer attractors. The horizontal axis represents the high-dimensional
state space—schematically as one dimension (as in Fig. 2e). The global
gradient—from mountain top to the low valleys—represents the axis of
development; hence, the higher the elevation, the more immature the
states. Note the trajectories (“chreods”) of normal development (green
broad arrows) which descend along the smooth (evolutionarily carved)
valleys, whereas the uncharted terrains, shown here on the sides of the

landscape (orange areas), are rugged because they were not sculpt by
evolution (orange areas). In these uncharted regions, the attractors,
typically not very stable, are the inevitable by-products of the wiring of
the network that are unused. Mutations distort the landscape topogra-
phy and suddenly these unused attractors can become accessible (red
dashed arrow). Cells that are trapped in these unused attractors are, by
necessity, less mature. They expose the associated gene expression
programs to (somatic) evolution, which optimizes their self-serving
fitness and promotes malignancy
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are not necessarily destructive, but often preserve the basic
shape of the attractor landscape (partitioning of the epigenetic
landscape into the attractors). It is much more likely that a
random mutation (simulated as random rewiring of the GRN)
distorts an existing attractor basin such that access to it is shut
down rather than completely destroyed. This finding may
explain the persistence of ancient attractors as hidden (not
accessed) states when a phenotype is lost during evolution.
This appears to have happened to the attractors for tooth and
brown fat in birds which lack these two tissues [96, 97]. If
access to such shutdown attractors is later regained, they are
manifest as atavism. According to such thinking cancer can be
viewed as a form of cellular atavism [82].

7.3 Unused attractors harbor potential for somatic evolution
of the cancer cells

Once an unused attractor is occupied, cancer progression can
take its own course with the help of the somatic form of
Darwinian evolution which now promotes and is driven by
the selfish interests of the cells. Since these new phenotypes
have not been exposed to evolution (at least not since recent-
ly), the potential to evolve is immense. The sudden phenotyp-
ic realization of phenotypes with ancient and immature traits
now provides all at once the key ingredients required for
tumorigenesis and tumor progression—without the need to
evolve them de novo: robust proliferation, which often is
thought to be a primordial cellular program [88], migration,
invasion, tolerance to chromosomal anomalies [92], and the
increased mutation rate due to genome instability. Thus, the
landscape formalism explains the inevitable nature of cancer
[85]—accounting for the counterintuitive coexistence of a
complex constructive process that creates robust survival
and growth by random mutations and selection alone with
the chaotic disruption of an evolved, complex system.

This new perspective on the role of mutations provides a
possible rationale for the diversity of types of random mu-
tations that occur at all scales—from single nucleotides to
chromosomal anomalies [98]. There is nothing particular to
aneuploidy that warrants its distinction as a specific class of
genomic anomaly from DNA mutations [99]—both essen-
tially rewire the network by altering gene regulatory rela-
tionships (Fig. 5c) and, hence, distort the epigenetic
landscape. In doing so, they both, to varying degrees, may
open access to the barred, uncharted regions in it.

7.4 Somatic evolution is also punctuated—due
to bifurcation events

We proposed (see 7.1.) that unused, “unevolved” regions of
the epigenetic landscape that contain multiple (small)
attractors not tuned for development are rough and lack
access to the normal chreods and attractors. Cells that have

entered this uncharted terrain thus are unlikely to spontane-
ously return to the physiological regions of the epigenetic
landscape (although this can happen and may constitute the
rare cases of spontaneous differentiation and reversion of early
cancer) [100]. They are trapped and roam rather freely among
the many metastable states—a behavior that manifests as
phenotypic plasticity and cell population heterogeneity.
Since the alteration of networks bymutation (the displacement
of a genome in genotype space) may not be accompanied by a
drastic change of the epigenetic landscape due to structural
stability, moderate distortions may lead to only a subtle
change of cellular fitness relative to selection pressure: these
mutations map into displacements that take place in the flat
regions of the fitness landscape. The associated heterogeneity
of karyotypes can then be interpreted as a manifestation of
such neutral evolution [79]. Accordingly, a sudden expansion
of individual clones should not be explained simply by the
hand-waving assumption of selection of a particularly fit
mutant clone, as in the classical Darwinian scheme, but rather
can now be understood in a more formal way: the random
walk in neutral genotype space, as we remember, is equivalent
to a walk in the parameter space of the GRN (Fig. 2c) and,
hence, may occasionally cross bifurcation points that repre-
sent discontinuous qualitative changes, such as through split-
ting of an attractor valley into two or disappearance of a
separating hill. Such landscape-distorting events can suddenly
grant entrance to a new unused attractor. The random walk in
(neutral) genotype space and the equally random entry into
domains of existence of cancer attractors that harbor the
potential for rapid somatic evolution described above would
naturally explain the punctuated equilibrium evolution dy-
namics of cancer cells proposed by Heng et al. [79].

The widespread and tacitly accepted notion of “phe-
notype instability” of cancer cells can now be formally
explained in molecular and systems theory terms: the
loss of normal stability of cell states conferred by deep
valleys in the normal epigenetic landscape is accompa-
nied by the loss of genotype stability associated with
the immature and unevolved phenotype encoded by
unused attractors. This genetic instability further pro-
motes the exploration of new epigenetic landscapes with
possibly more abnormal topography. Thus, we encounter
a mutual reinforcement of non-genetic and genetic in-
stability that speeds up the random walk on the fitness
landscape.

8 The inevitability of increased malignancy
after therapeutic perturbations

What happens when the cancer cell experiences an environ-
mental perturbation? Formally, a (non-mutagenic) perturba-
tion of a cell, such as blockade of a signaling pathway or any
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change in gene expression activities, is a kick on the ball in
the epigenetic landscape. The cell moves in state space and,
if it does not die, has to go somewhere, to some stable state.
But where? With the perspective of the state space and land-
scape formalism, we can view tumor cell response to therapy
in a new light.

8.1 Response to therapy is a regulatory event—a network
perturbation that shifts the cell’s position in state space

Anticancer therapy does not necessarily inflict an over-
whelming lethal blow to a cell (which would be so
toxic as to be unsuited for therapy). Rather, chemother-
apy or irradiation causes cell death by inducing subtle
but complex regulatory responses and thereby trigger
the cell’s own suicide program. A nonspecific cytotoxic

intervention in the cell’s regulatory network that does
not cause an overwhelming lethal blow thus stimulates a
complex series of regulatory events which often amount
to global cell stress. For instance, spindle apparatus-
disrupting drugs, such as taxol, appear to cause cell
stress beyond interfering with mitosis since microtubules
are involved in many cellular processes [101]. Cisplatin
causes particular DNA damage which triggers changes
of gene expression and signaling [102]. Even target-
selective drugs, such as specific kinase inhibitors, cause
broad transcriptome responses [103]. Thus, drug treatment is
a broad, multipoint perturbation of the network that, unless it
instantly kills the cell by overwhelming necrosis, will cause
major regulatory events in the cell, which results in genome-
scale gene activity change that we now can formalize as a
significant shift in the cell’s position in state space.
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8.2 Spread of initial states (non-genetic heterogeneity)
predisposes to heterogeneity of response

The rugged regions of the epigenetic landscape in which
cancer attractors are located contain many small (meta)stable
attractors (Fig. 6). This leads to population heterogeneity and
plasticity of cancer cells because they occupy these distinct
attractors and are thus dispersed in a continuum of “micro-
states” that cover large regions of the state space (Fig. 7).
Formally, this results in distinct initial conditions for each cell
with regard to their response to the same perturbation. The
diversity of the initial states at the time of perturbation is
mirrored by the diversity of the responses: the perturbation
hits cells differently such that each individual cell moves into
different directions in state space. Such heterogeneity of cell
dynamics in response to an external signal is well document
by single-cell resolution measurements of gene expression,
but has long been studied as an isolated phenomenon [104].
More recently, it was realized that, indeed, subpopulations of
clonal progenitor cells which appear phenotypically to be
homogenous indeed exhibit distinct transcriptomes and are
susceptible to distinct differentiation signals [105]. More rel-
evant for cancer therapy, such non-genetic heterogeneity has
been amply documented for cancer cell death dynamics [106,
107]. Although the spreading of cancer cell populations into
state space following therapy awaits precise quantitation by
single-cell transcriptomics, the inherent heterogeneity of re-
sponsiveness is already manifest, albeit indirectly, in the al-
most ubiquitous but rarely articulated observation that, at
intermediate doses of a cytotoxic agent, only a subset of cells
responds, even in clonal populations [68].

8.3 Surviving cells move to other cancer attractors

The response diversification of cell populations suggests
that the fraction of cells that is not pushed into apoptosis
by the therapeutic perturbation will likely not stay in the
same cancer attractor. Instead, these cells are expected to
“end up” somewhere else on the epigenetic landscape, likely
in other unused attractors in the uncharted, unevolved rug-
ged regions of the state space. Based on geometric consid-
erations of the epigenetic landscape, it is plausible that some
or most of the perturbed but surviving cells land in adjacent
or nearby unused attractors that encode equally or even
more immature phenotypes.

In the formalisms of the parameter space and of structural
stability, one can also envision this scenario of diversifica-
tion of the response to perturbation as follows (see Fig. 8):
the perturbation of the GRN may be so “deep” that one can
model its action as an alteration of the parameters of regu-
latory interactions and, hence, will affect not dynamical but
structural stability (remember Fig. 4). This obviously would
be the case if the drugs induced (random) mutations (e.g.,

via stressed-induced genomic instability) [62] or if they alter
“epigenetic” chromatin and DNA modifications: then, the
model could be formulated (parametrized) such that the
treatment could change the topography of the epigenetic
landscape rather than just shifting the position of cells on
the landscape. The cancer attractor state that existed before
therapy could be destabilized and converted from a valley to
a hilltop by the therapeutic perturbation, which now is, as
we have learned, modeled as a shift in parameter space that
pushes the cell state across a bifurcation event. As seen
earlier, a broad class of bifurcation events consists of a
branching that splits the attractor state into two new nearby
attractors onto which the cells in the original one are
partitioned (Fig. 4). One branch of the bifurcation may
encode the (intended) apoptosis state and is accessed by a
majority of cells (since the drug was screened to cause
apoptosis), while the other inevitably present branch may
encode a new cancer attractor that is even further away from
normal chreods and is accessed by a sizable but often
neglected fraction of the cell (Fig. 8b).

8.4 Cells that do not respond to cancer therapy actually
respond by becoming more malignant

Since a therapeutic perturbation of a cancer cell popu-
lation residing in a cancerous attractor state pushes the
non-dying cells into a diversity of never-used nearby
attractors near the currently occupied cancer cell attrac-
tor, it is now tempting to speculate—but reasonable to
assume—that among these newly accessed, unused
attractors, some encode alternative immature phenotypes
of equally, if not more, malignant nature because the
cells are pushed further and further away from the
physiological regions of the landscape. This may ex-
plain the increasing “dedifferentiation” of recurrent tu-
mors. Some of these distant unused attractors may
encode drug resistance—a trait that is part of the an-
cient xenobiotic defense mechanism of cells.

With this picture, we arrive at the conclusion of our
argumentation: it is inevitable that therapeutic interven-
tion of the cancerous state causes— to varying
extents—a fraction of cells to behave in a more malig-
nant way, even if the majority of the cells are killed.
Thus, progression toward a resistant tumor is not only
due to the selection of cells that are genetic or epige-
netic variants and “happen” to survive because they
express a phenotype that is more drug-tolerant. Instead,
the switch toward a therapy-resistant and more malig-
nant state is induced by the therapy itself. While genetic
mutations can be selected for and accumulate, one also
needs to consider the non-genetic dynamics on the
epigenetic landscape. Thus, instead of relying on
Darwin’s “survival of the fittest” [108] alone, the motto
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that cancer cells follow may rather be Nietzsche’s “what
does not kill me makes me stronger” [109]. Cells en-
counter bifurcations when stressed by the therapy and
face the choice not between death and mere survival but
between death and becoming stronger. Remarkably, such
behavior is immanent to the network dynamics of a
genome that has evolved to produce robust development
of a multicellular organism.

8.5 Cell state dynamic and a newmeaning of “cancer stem cell”

If seen in light of the formal concepts of cell phenotype
dynamics explained in this article, the debate around the
phenomenon of the very existence of CSC or “tumor-initi-
ating cells” [11, 110–114] becomes moot. Much of the
controversy stems from remnants of an old-fashioned view
in which cell phenotypes are seen as fixed and immutable,
unless there is a mutation. This is another example of the
tacit and deeply rooted default notion of a one-to-one map-
ping between genotypes and phenotypes. In reality, a tumor
cell population, even if genetically uniform, is phenotypi-
cally highly heterogeneous, consisting of cells of distinct
degrees of immaturity, including some that qualify as bona
fide cancer stem cells [115, 116] or possess traits of the
immature mesenchymal state (in epithelial tumors) [33, 111,
117–119]. These phenotypes can transition into each other,
reversibly or irreversibly (in the latter case typically from
the less mature to the more mature state—preserving the
directionality of normal development). It suffices to remind
here that the stem cell-like state is associated with increased
drug resistance, a property that can be viewed as part of the
(phylogenetically) evolved xenobiotic response that is required
to protect the long-living cells [10, 120, 121].

Such non-genetic dynamics with differentiation between
subtypes has first been articulated by Stuart Kauffman, who
proposed the possibility of differentiation therapy long before
the dawn of the artificial notion of “cancer stem cells” [84].

8.6 Evidence for drug-induced increase in malignancy

A long list of observations indicates precisely the postulated
therapy-induced stemness or drug resistance. For instance,
irradiation induces stem cell-like behavior and drug tolerance
in leukemic cells [122] and in hepatocarcinoma cells, includ-
ing the expression of key pluripotency genes, such as Sox2
andOct4 [123]. It was also shown that the chemotherapy agent
cisplatin (which may cause a genome-wide response; see
above) can also induce the same response. The stochasticity
with which the stem cell state is induced [122] supports the
notion that because of the heterogeneity of initial states, only a
fraction of cells are poised to respond by transitioning into the
more immature neighboring attractor state.

Irradiation has also been shown to predispose breast
cancer cells to EMT, i.e., the transition into the more imma-
ture and malignant mesenchymal phenotype [124].

That multi-drug resistance (MDR) is not simply due to
the selection of cells that “happen” to express resistant genes
(e.g., due to a mutation in one of the MDR loci) but rather
just one trait of an entire new phenotypic cell state is
supported by the association of drug resistance with the
mesenchymal phenotype and the finding that such cell states
were mediated by specific pathways, including Notch, NF-
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may confer resistance. b Representation of drug-induced perturbation
as a pitchfork bifurcation (introduced in Fig. 4), here annotated with
the biological significance. If a drug-induced change of the network
causes a bifurcation, then almost by mathematical necessity, a portion
of the cell population will experience a change that is “opposite” to that
of the desired response. Thus, perhaps, induction of progression in a
fraction of the population is linked to therapy
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kB, and the EMT-controlling genes Twist and Snail
[125–128]. Consistently, chronic treatment with cisplatin
of colorectal carcinoma cells leads to resistance that is
associated with EMT. The apparent induction of multidrug
resistance genes of theMDR family by chemotherapy is well
documented [129, 130]. The long-known fact that MDR
genes are also upregulated following nonspecific cell stress,
such has heat shock [131, 132], can now be placed within
the context of attractor switching induced by cell stress.
Such behavior can be interpreted as an adaptive response
that exploits remnants of an ancestral stress response state
that is particularly accessible to cancer cells located in the
immature regions of the state space. Then, the capacity to
switch to a xenobiotic and drug resistance stress response
state may be as immanent to the cancer cell phenotype as its
instability and its immaturity.

Importantly, all the above observations were made in
bulk tumor cell populations. Thus, it cannot be excluded
that what appears as “induction” could in principle be that
an extremely rapid selection of either preexisting non-
genetic variants (cells that already were in an alternative
resistance conveying attractor) or, less likely, of genetic
mutants (which would constitute true Darwinian somatic
evolution) has taken place. However, the short time frame
of the macroscopic change makes a direct induction of a
cellular response, that is, a switch of attractor states induced
by the therapeutic perturbation, more probable.

8.7 Uniting mutation-less and mutation-driven progression
by using both landscape concepts

That a somatic form of Darwinian evolution (selection of
genetic mutants) takes place at a longer timescale of tumor
progression is undeniable given the results of whole-genome
sequencing of tumors [133, 134]. Perhaps, the non-Darwinian
induction of the resistance phenotype by therapy provides a
bridge to transit the valleys in the genetic fitness landscape—a
conceptual problem that has plagued evolution biology. Thus,
therapy-induced attractor transitions may produce in genome
Gi a temporary phenocopy of an attractor that in a different
networkGjwould be dynamically more stable. In other words,
following the perturbation, the cell first moves in epigenetic
landscape (but stays at the same position on the fitness land-
scape), thereby affording some time for genetic mutations to
accumulate and selection to operate [68], which then would
nudge the cell toward higher points on the fitness landscape
where the associated new epigenetic landscape has a basin of
attraction for that same resistance phenotype that is larger and
deeper. Future single-cell resolution gene expression analyses
and tracking of cancer cell pedigrees will determine the rela-
tive contribution of true induction of individual cells as op-
posed to selection within a population to the emergence of
more malignant cells.

9 Conclusion

We presented here a formal approach that allows us to think
about phenomena in cancer biology that traditionally have
been dealt with using ad hoc metaphors and qualitative
argumentation. We focused on cell-autonomous progression
(ignoring, for simplicity, intercellular processes such as tu-
mor–stroma interactions). We showed that vague concepts
such as non-genetic and genetic phenotype changes or in-
stability can be explained using a set of formal tools epito-
mized by the epigenetic landscape and the fitness landscape.
They capture the constraints that limit the potentials of
realizing all configurations in an infinite space of possibil-
ities: the gene expression state space is compartmentalized
by the gene regulatory interactions which create valleys and
hills that mold the epigenetic landscape; the genotype space
is constrained by the differential fitness of individual ge-
nomes in the presence of selection which creates peaks and
valleys that mold the fitness landscape. In showing that
these two landscapes are linked in a particular way, we
exposed an often made conceptual error behind the idea of
the fitness landscape: that it mistakenly assumes that one
genotype maps into one phenotype—when in reality a sin-
gle genotype produces a complex set of alternative stable
phenotypes represented by the valleys of the epigenetic
landscape. Such non-genetic dynamics of phenotypes is
well familiar to developmental biologists, yet has hardly
been embraced by cancer biologists. But if they do so, they
will see that many counterintuitive features of cancer pro-
gression, such as non-genetic clonal variability [135], can be
readily explained in a natural and logically consistent fash-
ion without taking refuge in new ad hoc concepts. Here, we
focused on the apparently paradoxical but inevitable in-
crease in malignancy in response to therapy as an example
of a counterintuitive behavior.

This is not all gray theory. Of practical relevance is that
recognition of the phenomenon of drug-induced escalation of
malignancy opens a new opportunity for therapeutic ap-
proaches designed to stifle therapy resistance: if development
of resistance is not a Darwinian evolutionary progress fueled
by random mutations but a response shaped by network
dynamics that involves attractor transitions, then it is mediated
by the molecular signaling pathways that, in the healthy part
of the landscape, facilitate state transitions during develop-
ment but now misdirect transitions into the wrong attractors.
These pathways could serve as therapeutic targets. Blocking
such pathways may be more effective than the attempt, so far
failed, to block the effector molecules of resistance, such as
the MDR proteins [136], because resistance is mediated by an
entire (high-dimensional) attractor.

While still grossly oversimplified (in part to better pres-
ent the fundamental principles in which the metaphoric
concepts are anchored, in part due to lack of specific data),
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the hope is that the generic, detail-free concepts discussed
here will provide a new perspective and guidance to the
practitioners of cancer biology in designing experiments and
interpreting the data delivered by the flood of omics
measurements.
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