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Abstract
Clicks, comments, transactions, and physical movements are being increasingly recorded and analyzed by Big Data proces-
sors who use this information to trace the sentiment and activities of markets and voters. While the benefits of Big Data 
have received considerable attention, it is the potential social costs of practices associated with Big Data that are of interest 
to us in this paper. Prior research has investigated the impact of Big Data on individual privacy rights, however, there is also 
growing recognition of its capacity to be mobilized for surveillance purposes. Our paper delineates the underlying issues 
of privacy and surveillance and presents them as in tension with one another. We postulate that efforts at controlling Big 
Data may create a trade-off of risks rather than an overall improvement in data protection. We explore this idea in relation 
to the principles of the European Union’s General Data Protection Regulation (GDPR) as it arguably embodies the new 
‘gold standard’ of cyber-laws. We posit that safeguards advocated by the law, anonymization and pseudonymization, while 
representing effective counter measures to privacy concerns, also incentivize the use, collection, and trade of behavioral and 
other forms of de-identified data. We consider the legal status of these ownerless forms of data, arguing that data protection 
techniques such as anonymization and pseudonymization raise significant concerns over the ownership of behavioral data 
and its potential use in the large-scale modification of activities and choices made both on and offline.
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Introduction

The proliferation of Big Data analytics used in social media, 
software logs, and for tracking financial transactions has 
already posed significant ethical challenges to governments 
and corporations across the globe. Recently, Big Data has 
been implicated in two scandals involving Cambridge Ana-
lytica where large data sets were used to identify and target 
voters during both the US presidential election and the UK’s 
Brexit decision (Scott 2018). These high-profile incidences 
have raised awareness of some of the complex issues sur-
rounding Big Data. The collection, utilization, and trading 
of Big Data now traverses international jurisdictions, and 
different legal and ethical frameworks. A case in point is the 
legal action taken by privacy activist Max Schrems against 

Facebook Ireland, where it was found that the company 
violated data protection laws by ‘exporting’ data to its US-
based parent company. This case is one of many represent-
ing a European-led legal challenge to the standard practices 
(‘model clauses’) used by global tech companies when col-
lecting the personal data of half a billion EU citizens. The 
regulatory response to Big Data in the EU has also been pro-
gressively strengthened, with the European Commission’s 
General Data Protection Regulation (GDPR) emerging to 
address mounting concerns about the collection and use of 
Big Data. This new ‘gold standard’ of data protection law 
will impose costly changes to the practices of all companies 
dealing with data related to European citizens, and carries 
with it the potential of significant fines and penalties for 
non-compliance.

In the main, prior ethics-based research on Big Data 
has adopted a jurisprudence reasoning wherein the right to 
privacy has become the “preeminent mobilizing concept” 
in the field (Lyon 2014, p. 10). However, broader contex-
tual issues in relation to changes in control and power ush-
ered in by Big Data are also beginning to receive attention. 
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There is a burgeoning field of work that discusses surveil-
lance capitalism or data capitalism and the development 
of information networks between various governments 
and companies that aim to aggregate, trade, and use data 
to influence both individuals and groups (Gandy Jr 2012; 
Lyon 2014; Marwick 2012; West 2017; Zuboff 2015, 
2019). This paper attempts to contribute to a growing 
body of work that explores the junction between the ethi-
cal issues of privacy and surveillance (Andrejevic 2014; 
Andrejevic and Gates 2014; Lyon 2003, 2014; Van Dijck 
2014). Specifically, we tease out the underlying assump-
tions of ‘privacy’ and ‘surveillance’ risks and how each 
conceives of individual ‘harm.’ In doing so, we consider 
prior discussions surrounding tensions between similar 
constructs, such as Etzoni (Etzioni 2018) and Newkirk 
(2018) who discuss the difficulties in reconciling national 
security and privacy concerns. These debates point to the 
importance of clear legal frameworks in minimizing harms 
in often complex situations which require a clarity around 
“whose rights are curbed, to what degree, and how does 
a society decide which side to favor?” (Newkirk 2018, p. 
13).

This paper argues that while privacy and surveillance 
are often interrelated, there are also situations, often cre-
ated by laws and regulations, where these risks are in ten-
sion. Here the attempts to address privacy concerns may 
lead to a ‘trade-off’ that introduces greater surveillance 
risk. We explore this ‘trade-off’ in relation to the principles 
and recommendations of the new GDPR, which is likely to 
influence laws in other jurisdictions such as the US (Safari 
2016). Moreover, as a law of general protection rather than 
of strictly privacy, the GDPR has been designed with the 
challenges of surveillance in mind (WP 55, 215, 221, 228, 
237), thus it is important to understand whether this aim is 
being achieved. Our focus is on the treatment of data modi-
fication techniques (anonymization and pseudonymization) 
under the law and their ability to intensify surveillance risks. 
With reference to Zuboff’s (2019) latest book, The Age of 
Surveillance Capitalism, we argue that while efforts to de-
identify data subjects are no doubt beneficial in terms of 
privacy, these same processes, which disconnect subjects 
from their personal data, free up the use and trade of other 
types of behavioral data. It is important to note here that 
these techniques represent a new form of surveillance that 
is less to do with a centralized state-led panopticon target-
ing individuals as private citizens and more concerned with 
promoting various data marketplaces engaged in the trade of 
both behavioral data and its associated predictive algorithms 
and products. Our concern, following Zuboff (2019), is that 
the freedom of these data products to operate, largely outside 
the GDPR, has serious ethical consequences for their use in 
the modification of behavior and choices of individuals as 
consumers and voters.

The next section defines Big Data and explores it as a 
potential site of privacy and surveillance risks. We then con-
ceptually delineate privacy and surveillance as two separate 
but related data protection issues, both of which are always 
present in various Big Data practices. Our paper then intro-
duces the relevant features and aspects of the GDPR and 
contrasts its treatment of identified data vis-à-vis de-identi-
fied data, that is, data that have been anonymized or pseu-
donymized. We first outline the improvements to privacy 
and surveillance risks, created by the GDPR, in terms of 
identified data. However, our main focus is on how de-iden-
tification techniques, rather than improving data protection 
outright, promote practices associated with surveillance risk. 
In the discussion of the paper, we extend the recent work 
of Zuboff (2019) and introduce the concept of res nullius 
(objects with no owners) to explore the ethical issues asso-
ciated with de-identified data sets. Finally, we conclude the 
paper by outlining the broader ethical concerns of the GDPR 
and the aspects of the law that may offer some promise for 
the future of data protection.

What is Big Data?

The term ‘Big Data’ refers to the binding of advanced pre-
dictive tools with large data sets on human activity, with 
the aim of tracking, monitoring, analyzing, and disseminat-
ing this information (Boyd and Crawford 2012; Lohr 2012; 
Warner and Sloan 2014). Ironically, the defining feature of 
Big Data is not its size alone but a capacity to search and 
integrate large data sets in order to more accurately predict 
future events, activities, and behaviors (Boyd and Crawford 
2012). There are three main sources of Big Data. The first 
is organizational records, which include economic transac-
tions, contracts, or registrations with companies or govern-
mental institutions such as births, deaths, and marriages. 
The second is accumulated through the use of websites and 
includes e-commerce activity, exchanges on social media 
platforms, and the use of browser searches. This type of 
information can include pictures, videos, and text comments 
on various apps and sites (Qualman 2010). The third source 
of Big Data relates to the physical movement of people and 
is collected through private and public surveillance cameras, 
smartphones, and satellites. These devices are now often 
equipped with facial (and other) recognition technology to 
track individual movements. Indeed, the growing number 
of sensors embedded in objects, bodies, and places intensi-
fies the potential for surveillance of individuals (Miraz et al. 
2015).

The properties that define Big Data, such as volume, 
variety, and veracity (Geng 2017), contain insights into 
the advances of these new technologies and practices. The 
exponential decrease in the cost of processing and memory 
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has drastically increased the volume of data in circulation, 
which is now measured in zettabytes. More than the quality 
or completeness of data, the usefulness of Big Data depends 
on interconnection with other data sets. In addition to vol-
ume, the variety of text, images, and video produced around 
human activities and their digital footprints is an important 
feature of Big Data. This includes the production of new 
types of metadata (data that describe and give information 
about other data), which has begun to change the shape and 
usefulness of large data sets. Lastly, the speed by which Big 
Data is accumulated and processed, known as velocity, has 
grown considerably. Here, advances in automation have 
meant that data processing increasingly bypasses the need 
for human intervention. All of these qualities present new 
and interesting legal and ethical challenges for those either 
using Big Data or subject to its practices.

The Risks of Big Data

As Rouvroy (2016, p. 3) has argued, the production and con-
sumption of Big Data produces new legal and ethical risks. 
Clearly, it creates new forms of individual visibility that 
make it possible “to model human behavior and predisposi-
tions for various purposes” (Rouvroy 2016, p. 3). Often, this 
is based on data collected from the fairly routine contexts in 
which people live—our supermarket and online purchases, 
our google searches, and our physical movements within our 
cities. In what follows, we review two ways that ethics-based 
research has engaged with Big Data, that is, through explor-
ing privacy and surveillance issues. Privacy work primarily 
deals with the impact of Big Data practices on individual 
rights, including the extraction of data, the use of disclo-
sures, and consent, access, and privileges of users. On the 
other hand, surveillance research has tended to describe a 
broader apparatus of power and the changing relationship 
between organizations, the state, and populations. No doubt 
both these areas have many intersections. For instance, direct 
surveillance activities by government agencies often involve 
some level of privacy invasion. However, for the purposes of 
our analysis, we attempt to identify the specific sets of issues 
and questions dealt with by each concept, rather than by the 
streams of research relevant to these concepts. We refer to 
these concepts as privacy risk, which focuses on the adverse 
effects of Big Data practices on the rights of individuals as 
private citizens, and surveillance risk, which relates to how 
Big Data is used by the state and companies to monitor and 
control individuals as participants in politics and markets. 
This distinction will be further developed in the following 
parts and will form the basis of a later critique of GDPR.

Privacy Risk

Privacy can be thought of as “a claim, entitlement, or right 
of an individual to determine what information about him-
self or herself may be communicated to others” (Torra 2017, 
p. 5). The original exploration of privacy as a legal right 
was made by Warren and Brandeis (1890) who defined pri-
vacy as a protection of an individual and the right “to be 
let alone.”1 In the contemporary digital world of Big Data, 
this right “to be let alone” is more difficult to conceptualize, 
but in general it reflects the right to privacy surrounding 
digital information that pertains to personal attributes of 
individuals. The focus on individual data privacy owes its 
legacy to American jurisprudence scholarship (Torra 2017), 
as well as to the development of work in other areas, such 
as communication, technology, sociology, psychology, and 
economics (Hull 2015; Kokolakis 2017; Taddicken 2014; 
Young and Quan-Haase 2013). However, some have argued 
that research into privacy has prioritized a concern for indi-
vidual rights in relation to threats from “outside,” often 
distant, powerful interest groups such as the state or com-
panies (Floridi 2014; Taylor et al. 2016). This has created 
an ontological preference for individual rights vis-à-vis the 
rights of groups—and is a particular blind spot especially 
considering the right to organize and the rights of nations to 
self-determination. Moreover, recent developments in social 
contract theory, maintain that a proper understanding of pri-
vacy requires an acknowledgement of dialogues around not 
only rights but also norms (Martin 2016a). Norms here refer 
to important contextual factors, outside legal environments, 
and broader political and social discourses (Martin and Nis-
senbaum 2016; Nissenbaum 2009). It is norms, in concert 
with rights, that form the basis of both explicit and implicit 
social contracts which govern the practice and obligation of 
sharing information (Martin 2016b).

For the purposes of this paper, from now on, when we 
talk about privacy we are discussing it within the context of 
digital personal data such as name, email addresses, phone 
numbers, credit cards, IP addresses, and information pertain-
ing to personhood such as background, age, and religion. 
There is little doubt that the use of Big Data can have posi-
tive outcomes in social policy (Blumenstock et al. 2015), 
targeting criminal behavior (Berk 2012), in optimizing medi-
cal and other health care delivery (Obermeyer and Emanuel 
2016), and in addressing inequality and poverty (Glaeser 
et al. 2016, 2018)—but at the same time, privacy risks have 
grown. The PEW Research Center’s report on public percep-
tions of privacy indicates that 91% of US adults believe they 
have lost control over their personal data (Madden 2014). 

1  The pithy stave “to be let alone” was originally coined by the then 
US Supreme court justice Thomas Cooley (1888).



568	 J. Andrew, M. Baker 

1 3

These concerns are not unfounded; under US law, companies 
do not need consent to collect personal data nor do they have 
to share it with these users on request (The Electronic Com-
munications Privacy Act, 18 U.S.C. §2510). In response to 
these growing concerns, researchers have examined the harm 
caused to online users from the lost privacy associated with 
Big Data (Newman 2013); users’ expectations related to 
privacy (Martin and Shilton 2016); the role of privacy pref-
erences (Baruh and Popescu 2017); the impact of privacy 
notifications (Martin 2015b, 2016b); and the possibilities of 
informed consent as a mechanism to change user behavior 
(Barocas and Nissenbaum 2014).

While practices like ‘informed consent’ have arisen to 
empower participants in light of earlier abuse, the legal 
apparatus to handle ownership of personal photos, videos, 
and text that are posted to sites remains a complex and devel-
oping domain (Madden et al. 2017; Pagallo 2017). Martin 
(2016a, p. 51, b) argues that the current legal emphasis on 
disclosures of terms and conditions associated with data 
use has paradoxically freed firms “to implement question-
able privacy practices as long as the practices are accurately 
reported.” In addition, disclosure statements are often unidi-
rectional, giving users little option to change or influence the 
actual practices of companies, like Facebook, which remains 
“uniquely positioned to undercut … expectations of privacy” 
(Martin 2016a, p. 52). However, it is important to note that 
some regulatory frameworks are elevating the rights of data 
subjects. For instance, the European GDPR has been the 
source of growing academic debate as it represents new and 
significant restrictions for those organizations using Euro-
pean data, including the changes related to remedies, fees, 
restrictions, enforcement, and organizational practices for 
establishing consent and trust around the collection and 
general use personal data (Chaudhuri 2016; Kamara 2017; 
Koops and Leenes 2014; Rotenberg and Jacobs 2013; Safari 
2016; Wachter 2018; Zarsky 2016).

While in technical terms no technology can guarantee 
perfect privacy online—even for the most sophisticated and 
cautious practitioners (Calmon et al. 2015)—recent research 
has explored the efficacy and utilization of techniques like 
anonymization to alleviate privacy risk. These techniques 
work by disconnecting or ‘de-identifying’ a data subject 
from a data set (Torra 2017). They are no doubt appealing, 
as they offer regulators and data controllers various meth-
ods to avoid violating privacy rights while freeing up the 
data for future use and analysis (Gritzalis 2004). However, 
despite the potential of these methods to address privacy 
risk, there may still be broader ethical issues and risks sur-
rounding the way de-identified data are used to monitor and 
predict the behaviors of subjects. So, while privacy con-
cerns may be allayed when information ceases to relate to 
individuals specifically, the effect of Big Data on society 
remains a significant concern. We will now explore these 

issues through the concept of data surveillance risk, which 
points to the ways Big Data can be mobilized to change the 
power relationship between state, companies, digital elites, 
and governed populations.

Surveillance Risk

While privacy continues to be a significant concern, more 
recently, the relationship between Big Data and surveillance 
has stimulated considerable research. This work conceives of 
Big Data as an ‘industry’ or social, political, and economic 
system, rather than simply a set of technological practices 
(Martin 2015a). Modern data surveillance is commonly 
thought to have started with the development of internet 
commerce in the late 1990s, through ushering in a “new 
scope and scale of tracking” and “data collection practices” 
(West 2017, p. 6), which were later refined by a few US 
companies such as Google and Facebook (Englehardt and 
Narayanan 2016). Surveillance risk is concerned with the 
accumulation of personal and non-personal information by 
these large organizations. Here, non-personal information 
refers to behavioral data known as User Profile Informa-
tion (UPI) which includes, search queries, clicks, and the 
time spent on each website. New technologies are now able 
to infer personal information from UPI or behavioral infor-
mation, and thus a knowledge of individual activities and 
tendencies can be accumulated without breaching privacy 
issues. In operating outside privacy laws, behavioral data 
represents a new area of concern for scholars like Zuboff 
(2019), who term the free collection of this data “surveil-
lance capitalism.” In essence, for Zuboff (2019, p. 8), sur-
veillance capitalism is “a new economic order that claims 
human experience as free raw material for…hidden com-
mercial practices of extraction, prediction, and … behavioral 
modification.” It is important to understand that surveillance 
capitalism, as facilitated by Big Data, is not a centralized 
state-controlled program that observes individual subjects 
but rather a market place, wherein behavioral data and 
“prediction products that anticipate what you will do now, 
soon, and later” are exchanged (Zuboff 2019, p. 14). Here, 
Zuboff’s ethical issue with surveillance capitalism is not 
primarily related to privacy (as “individual users’ meanings 
are of no interest to Google or other firms in this chain”), 
but rather with the “behavior modifications” these com-
modities promise (Zuboff 2015, p. 85). Surveillance in its 
market-form represents a profitable business model, wherein 
data and its modeling and algorithms are a sellable, revenue 
generating commodity traded on the promise of generating 
greater insights about the choices, behaviors, and activities 
of individuals in the future.

In the 2000s, surveillance capitalism evolved in concert 
with the growth of a ‘data industry’ that sat atop, and in part 
funded, the development of a new network infrastructure. A 
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vast array of databases were equipped to quickly cross refer-
ence internet user data stored in multiple locations through 
technologies like ‘embedded cookies’ (West 2017). During 
this time, Alphabet/Google, facing pressure from investors, 
made the pivotal decision to recruit user search histories 
and “click through rates” in developing an online adver-
tising platform. The original service, known as AdWords, 
was possibly the progenitor of surveillance capitalism. The 
service was, in essence, an affiliation technology that tracked 
and recorded internet traffic through ads (Zuboff 2019). The 
business side of Google has since proliferated into a broad 
range of surveillance activities posing as free applications: 
Google maps track physical movements; Google Assistant 
and Google Home record personal and family interests and 
activities; and Google’s AI messenger, Allo, tracks social 
communications. Together these platforms have allowed 
Google to amass an immense database of behavioral data, 
and in many cases this has also included personal data (Gau-
din 2016; “Google tracks every move in location, maps even 
if you opt out,” 2018; Hackett 2016). Google has also devel-
oped advanced “predictive analytics” or “artificial intelli-
gence” that, together with user data, are sold as a complete 
advertising platform to those business customers wanting 
better access to, and influence over, their consumers. It is 
the costs associated with these new behavioral data prac-
tices, which we define as ‘surveillance risk,’ and it is the 
extraction, analysis and exchange of data within the broader 
system of surveillance capitalism that are of concern in this 
paper.

Prior work discussing the various ethical issues with 
surveillance has largely viewed it as part of a state appara-
tus, and focus on whether the use of big data sets by gov-
ernments and agencies can be justified in terms of either 
national security (vis-à-vis terrorism) or public safety (vis-
à-vis crime) (Etzioni 2018). Indeed, some have welcomed 
state surveillance, forwarding what is known as the “nothing 
to hide” argument, which posits that surveillance poses no 
threat to law-abiding individuals as government surveil-
lance expressly targets unlawful activity (see Solove 2011). 
However, the evidence suggests that in order for surveil-
lance activities to be effective they need to make similarly 
penetrating observations into the everyday lives of citizens, 
associated with or even just adjacent to suspects (Solove 
2007, 2011). No doubt these peripheral forms of surveillance 
by the state are increasingly possible within the world of Big 
Data, as it stands replete with the technological capacity to 
search and aggregate information about individuals within 
it. The growth of a marketized form of surveillance no doubt 
intensifies these concerns as many governments and their 
agencies also participate in the exchange of behavioral data 
(Carr 2015; Lyon 2014; Zuboff 2019).

Other research has explored the role of surveillance as a 
hidden and possibly crucial aspect of the proper functioning 

of e-commerce platforms. For instance, Whelan (2019) 
argues that platforms like Uber work, not because of their 
ability to foster trust between strangers as Etzioni (2018) 
claims, but because of an underlying knowledge that their 
actions are observed (Rosenblatt 2017). Moreover, while 
these “strangers” are anonymous to each other on digital 
platforms, Whelan (2019, p. 16) argues that they are any-
thing but anonymous to the platform itself, which requires 
private information such as “driver license information, 
bank account details, home address” as part of the enrolment 
process. In the same issue, Martin (2019) points out that 
choices around surveillance and privacy are entirely made 
by the website, platform, or ‘market maker.’ In this regard, 
the dramatic information asymmetries in big data represent 
a major shift in the power relationship between users and the 
platform, diminishing the ability of individual participants 
to hold internet companies accountable for mistreatment and 
other negative behavior (Rosenblat and Stark 2015).

The next section will further explore the underlying dif-
ferences between privacy and surveillance risks and present 
data protection as a multi-dimension space of potential risk 
trade-offs.

A Data Protection Trade‑Off: Privacy Risk 
Versus Surveillance Risks

In practice, concerns about both privacy and surveillance 
have been associated with the extraction, aggregation, and 
the trading of data on secondary markets that have rapidly 
expanded in scale and value over the last 5 to 10 years. 
While both concerns relate to possible harms that may be 
inflicted on individuals as a result of new forms of visibil-
ity, privacy and surveillance risks should not be conflated. 
There is little doubt that they are co-existing risks, but each 
produce different challenges to data regulators and society 
more broadly (Haggerty and Ericson 2000).

At its core, privacy deals with the rights of individuals 
to have control over the visibility of personal information 
such as our date of birth or our tax file number, but it also 
includes rights to our physical bodies, our emotions, per-
sonal relationships, our political views, and our choices. In 
conceptualizing privacy risks in this way, there has been a 
tendency to focus on the depth of penetration into aspects 
of personhood, rather than a consideration of these risks at 
scale. Privacy risks are thought to increase with the extrac-
tion of more detailed and more personal data because the 
depth of these data can be used to intimately target indi-
viduals as subjects. For the most part, privacy concerns are 
conceptualized at the scale of the individual and include 
a consideration of the implications of privacy breaches on 
each of us as individual members of society.
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In contrast, the conceptualization of surveillance risk 
extends our understanding of these risks to include the 
broader control and governance implications of gathering 
and trading in this personal data. The scale, efficiency, and 
systematic nature of the acquisition of data, along with the 
inequities that exist between the organizations and institu-
tions gathering the data and the data subjects, differentiates 
surveillance risk from privacy risk. Specifically, surveil-
lance risks emerge because algorithms and analytics can 
be mobilized by large companies and governments to place 
individuals and groups in time and space in order to both 
understand past events and predict future behavior. Without 
doubt, there are a range of scenarios that include varying 
levels of both privacy and surveillance risks, but while data 
surveillance might benefit from access to personal infor-
mation, it does not need this information to be effective. 
With access to anonymised data sets, it is possible to infer 
information about individuals and communities without the 
need for personal data or to make explicit links to individu-
als (Panackal and Pillai 2015; Soria-Comas and Domingo-
Ferrer 2016; Xu et al. 2016).

As the accumulation of a wide variety of data has grown, 
new regulatory efforts have emerged to address both sur-
veillance and privacy risks. However, these emergent forms 
of regulation have introduced new trade-offs between these 
risks, the effects of which we are yet to fully understand. In 
what remains of this paper, we interrogate these trade-offs, 
and we make the argument that the data protection options 
available under the EU’s GDPR have not provided uniform 
improvements. The EU’s effort to address privacy risk 
appears to have created space for new forms of surveillance. 
In the section that follows, we will unpack this in more 
detail, providing an analysis of the GDPR that highlights 
some of the new data-related challenges that are emerging 
in concert with the law.

The General Data Protection Regulation

Background

In contrast to the US, privacy regulators in Europe have been 
more successful in instituting restrictions on data collection 
and analysis (Safari 2016). Its latest law, the General Data 
Protection Regulation (EU) 2016/679 (GDPR) came into 
effect in 2018, superseding the 1995 Data Protection Direc-
tive as the overarching dictate on all European data. The 
GDPR aims to give citizens and residents of the European 
Union (EU) and the European Economic Area (EEA) con-
trol over their personal data, and to simplify the regulatory 
environment for international business by fully harmonizing 
the national data laws of its member states. The GDPR aims 

at creating a consistent, comprehensive approach to both 
privacy violations and mass surveillance for EU citizens.

While privacy or “Privacy by Design” (Art. 25) is the key 
concern for the GDPR, it is not limited to being simply a 
‘privacy act’ per se. Instead, its objectives are inclusive and 
relate to the “fundamental rights and freedoms of natural 
persons” (Art. 1.1), surrounding the “processing” and “free 
movement of personal data” (Art. 1.1). A number of guid-
ance and opinion documents were written by the Article 29 
Working Party (the party responsible for drafting the law) 
relating directly to issues of surveillance with its aim to pro-
tect EU citizens from an array of Big Data-related methods 
and techniques levied both from within and by international 
companies and government agencies (WP 55, 215, 221, 
228, 2372). No doubt, these working papers illustrate the 
overarching goal of the GDPR working party to restrict the 
“availability of large datasets and sophisticated analytics 
tools used to examine these datasets” by larger corporations 
who have a “dominant position” in Big Data market (WP 
203, p. 46). In particular, a motivating factor in creating 
the GDPR was to address the rising power of these domi-
nant Big Data players and address the “economic imbalance 
between [these companies] on one hand and consumers on 
the other” (WP 203, 2013, p. 46).

The GDPR has received praise as “a game changer” 
(Goodman 2018) and criticism as both a “property regime” 
(Victor 2013) and a stifling force for innovation and tech-
nological development (Zarsky 2016) due to its the exten-
sive requirements in the processing of personal information 
by data controllers and data processors.3 In contrast, and 
perhaps not surprisingly, the European Commission holds 
an optimistic view of the GDPR as “the gold standard” 
and “the most important change in data privacy regula-
tion in 20 years” (eugdpr.org). The commission points to 
the enhanced rights, new consent practices, and heightened 
recourses and fines as key drivers contributing to greater 
organizational responsibility surrounding Big Data prac-
tices.4 In comparison to the prior EU Data Protection Direc-
tive, the GDPR represents a significant intensification of the 
legal environment in that it is binding for all member states, 
and includes the rights to erasure and access; requirements 
for affirmative consent; and the ability to levy heavy fines. 
These fines can be in the order of €20 m or 4% of global 
revenues, whichever is higher, for especially severe viola-
tions (Art. 83.5). For less severe violations, Article 83.4 of 

2  We refer to these documents as “WP,” see General Data Protection 
Regulation References for the full citations.
3  Data controllers are those individuals or organizations responsible 
for personal data, and data processors are persons or organizations 
who use personal data as instructed by data controllers.
4  https​://ec.europ​a.eu/commi​ssion​/sites​/beta-polit​ical/files​/data-prote​
ction​-facts​heet-chang​es_en.pdf.

https://ec.europa.eu/commission/sites/beta-political/files/data-protection-factsheet-changes_en.pdf
https://ec.europa.eu/commission/sites/beta-political/files/data-protection-factsheet-changes_en.pdf
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the GDPR sets forth fines of up to 10 million euros, or, up to 
2% of its entire global turnover of the preceding fiscal year, 
whichever is higher. The first major filing in relation to the 
GDPR occurred in January 2019, wherein ten complaints 
have been filed by a European non-profit organization with 
the Austrian Data Protection Authority. The set of com-
plaints represents an action of €18.8 billion, against eight 
online streaming companies including Apple and Amazon 
(CNBC 2019).

The Legal Compliance Options

We will first explore the main principles of the GDPR in 
cases where persons or data subjects are identifiable under 
the law. We will briefly explore how the law may offer an 
improvement to both privacy and surveillance risks. We 
then discuss the derogations available under the law in 
cases where de-identification techniques are used—this is 
our main concern. In short, many of the principles of the 
GDPR are not required when data controllers use data modi-
fying ‘safeguards.’ Two main types of de-identification tech-
niques are recognized under the law (anonymization and 
pseudonymization), both of which aim at either modifying 
or erasing personal data in order to protect the privacy of 
data subjects (see Hintze 2017; Hintze and El Emam 2018; 
Voigt and Von dem Bussche 2017). Our discussion section 
will then explore how these legal derogations and the use 
of de-identification techniques enhance surveillance risk for 
individuals.

Identified Data Sets

The GDPR assumes that, by default, data controllers wish to 
collect and process personal or identified data sets. In these 
instances, the GDPR requires that data controllers follow 
four principles that work together to form a data protec-
tion ‘net’ to safeguard their data subjects. The first two of 
these principles relate to data collection: data minimization 
and special categories. And the second two relate to data 
processing: purpose specification and automated decisions.

Data Collection  In order to enact the principle of data mini-
mization, the GDPR requires that the collection of data sets 
is “limited to what is necessary in relation to the purposes 
for which [it is] processed” (Art. 5.1.C). Indeed, the prin-
ciple of data minimization is intuitive in that limiting the 
collection of the data set to “what is necessary” means that 
data controllers have limited options to undermine the data 
protection rights of their data subjects. Data are deemed to 
be personal if it relates to, or accurately describes, some 
aspect of a living, identifiable individual (Art. 4.1). While 
the collection of all personal data needs to be minimized 
under the GDPR “some forms of data are treated differ-

ently from others” (Zarsky 2016, p. 1012), here the EU data 
protection policy has a “layered regime,” which recognizes 
that some forms of personal data are more sensitive than 
the other. Thus while data fields like name, location, ID 
numbers, IP address, and economic information are consid-
ered normal ‘personal data’ and should no doubt be limited 
under the data minimization principle, more sensitive data, 
known as special categories, are addressed by a separate 
article (Art. 9). Here, the GDPR “prohibits” the processing 
of what it deems to be sensitive data which “reveals racial or 
ethnic origin, political opinions, religious or philosophical 
beliefs, trade-union membership, and the processing of data 
concerning health or sex life” except for in a narrow range 
of highly controlled circumstances that involve explicit 
consent (Art. 9.2a), reasons of substantial public interest 
or public safety (Art. 9.2i), or for special medical treatment 
(Art. 9.2 h).

Data Processing  Data processing is dealt with in both the 
purpose specification and automated decisions principles. 
The former aims to provide subjects with more control 
over the movement of their personal information (Zarsky 
2013). According to GDPR Article 5.1b purpose specifica-
tion means that personal data can only be collected for a 
“specific, explicit and legitimate” purpose and not further 
“processed” (a term broadly defined) in ways that are not 
“compatible” with the original purpose. Another aim of 
the purpose specification principle is to ensure a temporal 
limitation to the use of data, so that “the period for which 
the personal data is stored, is limited to a strict minimum” 
and that, “time limits should be established by the controller 
for erasure or for a periodic review” (Rec. 39). As Zarsky 
(2016, p. 1006) argues, complying with the special purpose 
principle requires firms to “inform their data subjects of 
the future forms of processing they will engage in (which 
must still be legitimate by nature) and closely monitor their 
practices to assure they do not exceed the permitted realm 
of analyses.” In principle, the GDPR also cautions against 
any unacknowledged use of automated decisions in the pro-
cessing of data. The principle does not prohibit automation 
outright, but in an effort to preserve the rights of individuals 
subjected to these processes, it requires companies obtain 
explicit consent from individuals if they wish to use these 
techniques (Art. 22.2c). Moreover, in cases of automated 
decision making, organizations must provide “meaningful 
information about the logic involved, as well as the signifi-
cance and the envisaged consequences of such processing 
for the data subject” if requested (Art. 13.2f).

The Privacy and  Surveillance Risk of  Identified Data 
Sets  The above principles restrict activities that relate to 
both the privacy and surveillance risks, in that they impose 
significant restrictions and responsibilities onto data pro-
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cessors, which stymie the flexibility of analysis, continued 
use, and distribution of personal data. In terms of privacy 
risk, the provisions set out within the GDPR represent a sig-
nificant improvement to the EU’s previous Data Protection 
Direction wherein many Big Data firms like Facebook were 
criticized for using disclosures as their main and sole form 
of responsibility regarding privacy (Martin 2016b, c). These 
practices came under fire in a number of European court 
cases (e.g., Shrems vs. Irish Data Protection Commissioner) 
for heaping privacy management upon the individual and 
“reinforcing the idea that we are to treat ourselves as if we 
were an enterprise that should undertake risk management” 
(Hull 2015; Richardson 2016, p. 69). No doubt, the princi-
ples of data minimization and special categories enforce a 
new standard in data collection, which alleviates the data 
subject of the individual burden of having to understand, 
manage, and monitor his/her own data. These principles 
cannot be circumvented through crafty, self-serving consent 
practices, disclosures, or contractual arrangements that limit 
a data controller’s responsibility. In addition, the GDPR fur-
ther prevents the short-term trading of personal data for ben-
efits and access to services through new data rights, such 
as the right to be forgotten (Art. 17.2) and the right to be 
informed (Art. 13).

The adherence to strict parameters and practices of a pre-
defined and limited scope (purpose specification) prevents 
data controllers from expanding their operations and selling 
the information for any incompatible use. In introducing the 
principle of purpose specification, the potential lifespan and 
proliferation of the data for subsequent surveillance by com-
panies and government agencies are somewhat limited. Any 
variation to the stated purpose, which may include the inten-
tion to sell the data, requires additional consent processes 
that must include an opportunity to opt-out (Art. 6). Here the 
purpose specification aims to curtail scope drift or “inhibit 
‘mission creep’, which could otherwise give rise to the usage 
of the available personal data beyond the purposes for which 
they were initially collected” (WP 203, p. 4). Moreover, the 
minimization principle also prevents data controllers from 
stockpiling additional “just-in-case” information, extraneous 
to a specific purpose, in the anticipation that this information 
may be of value in the future. This significantly reduces the 
value of personal (identifiable) data sets for data brokers as 
they are less transferable to businesses that have other data 
processing purposes.

Despite the above principles and new restrictions pre-
sent when using identifiable data sets, a level of privacy 
risk is still present for individuals because the law allows 
companies to store personal data with a significant level of 
detail as long as the purpose is specified and the individual is 
informed. This is logical given the many situations in which 
our personal identity is relevant, such as a record with our 
health provider or mortgage lender. The GDPR principles 

have also introduced some additional protections against the 
potential use of these data for surveillance purposes. Spe-
cifically, the principles of purpose specification and data 
minimization limit the scope of use and free exchange of all 
data collected by controllers.

De‑identified Data Sets

We will now explore the treatment of de-identified data sets 
under the GDPR. Here the law allows data controllers to 
choose between two different approaches to manage this 
data: anonymization or pseudonymization. In recognizing the 
privacy-enhancing effect of these additional safeguards, the 
GDPR provides exceptions to many of the most burdensome 
provisions of the regulation, particularly in terms of pur-
pose specification. We will explore how, rather than being 
an outright improvement to data protection, anonymization 
and pseudonymization techniques create different trade-offs 
in relation to the data protection they offer.

Anonymized Data  Recital 26 of the GDPR defines 
anonymized data as a viable safeguard wherein “data [is] 
rendered anonymous in such a way that the data subject is 
not or no longer identifiable” by “all the means reasonable” 
and that this modification must be irreversible (Directive 
95/46/EC). As a consequence, data that are anonymized 
within the GDPR have all personally identifiable material 
deleted from the data set. Under the law, the defining aspect 
of this ‘irreversibility’ is whether a controller or third party 
can show they have used “all the means likely” and “rea-
sonably” to prevent de-anonymization (Rec. 26). While the 
EU does not provide a standard of successful anonymization 
per se, it advises using a combination of randomization and 
generalization techniques in order to create stronger privacy 
guarantees. For companies facing the new restrictions of the 
GDPR, anonymization is an appealing option, not only in 
its protection of privacy, but because, in anonymizing, all 
the other elements of the law become redundant. Recital 26 
GDPR clearly states that the “regulation does not … con-
cern the processing of … anonymous information,” thus, 
data controllers and processors do not have to abide by the 
above four principles of data protection. However, in order 
to comply, anonymization requires “careful engineering” 
and “constant monitoring” in order to ensure the data remain 
de-identified (Voigt and Von dem Bussche 2017, p. 15).

Pseudonymized Data  While anonymization is an option 
within the GDPR, the regulation suggests a clear preference 
for de-identification through ‘pseudonymization.’ Article 
4.5 of the GDPR defines pseudonymization as “the process-
ing of personal data in such a way that the data can no longer 
be attributed to a specific data subject without the use of 
additional information.” The GDPR believes pseudonymi-
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zation meets “the principles of data protection by design and 
… default” (Rec. 78). Under the law, the difference between 
pseudonymization and anonymization rests on whether the 
data can be re-identified. Unlike anonymization, if data are 
pseudonymized, the additional personal information is not 
destroyed, but is held separately and securely, through the 
use of “technical and organizational measures” to “ensure 
that the personal data is not attributed to an identified or 
identifiable natural person” (Art. 4.5). No doubt, there is a 
risk that the data can become identifiable if both the “per-
sonal” and “additional” information elements are brought 
together. In response to these concerns, and unlike anonymi-
zation, the GDPR states that both the personal information 
and de-identified information fall within the law; however, 
the use of pseudonymization allows for a relaxation of the 
purpose specification principle. For instance, Article 6(4)
(e) permits the processing of pseudonymized data for uses 
beyond the purpose for which the data were originally col-
lected. This “general analysis” also includes the freedom 
to sell de-identified data for similarly general (i.e., unre-
stricted) use (Rec. 29) in order to “create incentives” for 
controllers and processors “to apply pseudonymization.” 
However, data controllers are still required to fully comply 
with other aspects of the GDPR, such as requirements to 
gather permissions and consent from data subjects, as well 
as the need to provide guarantees  and disclosures of data 
policies. The relaxation of the purpose specification prin-
ciple means that pseudonymization is an attractive option 
for controllers, allowing for regulatory compliance with the 
GDPR, while permitting an expansion of data collection and 
the subsequent uses of this data. Pseudonymization might 
prove to be the best option for those data controllers who, 
after assessing both their own interests and those of their 
data subjects, need greater regulatory flexibility while still 
controlling and storing personal information.

The privacy and surveillance risk of de-identified data 
sets: Anonymization and pseudonymization techniques rep-
resent either a deletion or hiding of personal data and thus 
significantly reduce privacy risk. As a result, these tech-
niques may seem, at least on the surface, to be an overall 
improvement in data protection. However, whether the gen-
eral data protection regulation and its stance on anonymi-
zation and pseudonymization have come about through its 
emphasis on individual privacy, an overzealous trust in 
technological solutions to data risk, it is clear that the law, 
rather than generate and improve the state of data protection 
outright has created different trade-offs related to risk. In 
the following discussion, we will argue that the law lacks a 
vital understanding of contemporary big data practices and 
that improvements in terms of privacy also bring underly-
ing and systematic expansion of surveillance risk. While 
pseudonymized data provide certain additional protections 
for individual privacy, it introduces higher surveillance risk 

than situations in which no identification techniques are used 
and where data controllers are required to observe the prin-
ciples of purpose specification and data minimization. Per-
haps more crucially, in practice, the line is blurred between 
pseudonymization and anonymization; here the former can 
become the latter through the deletion of the associated iden-
tification data (Mourby et al. 2018). In the following section, 
we will then discuss some of the wider consequences of 
the GDPR’s de-identification techniques, paying particular 
attention to the growing market for de-identified data and its 
broader implications.

De‑identification Techniques in the Age 
of Surveillance Capitalism

While the use of the above data modification techniques is 
currently legal the remainder of this paper will now con-
sider the ethical implications of their use, and the possible 
underlying effects on surveillance risk. We will draw on the 
insights from Zuboff’s (2019) book titled The Age of Surveil-
lance Capitalism and introduce the idea of de-identified data 
as res nullius in order to explain our concerns. This discus-
sion will explore the possible ways the GDPR may be further 
supporting a new type of ‘market-based’ surveillance, which 
emerged in the last 15 years and which represents new harms 
to individuals that are only beginning to be understood.

Zuboff’s (2019) The Age of Surveillance Capitalism 
details and traces the activities of a new breed of data capi-
talist; one driven to acquire ever more predictive sources 
of behavioral data on our choices, activities, behaviors, 
personalities, and emotions. While, originally pioneered 
by Google, the surveillance business model and the collec-
tion of customer data are now de rigueur for Chief Infor-
mation Officers, not wanting to miss out on the “Big Data 
Gold Rush” (Peters 2012). While the extraction of valuable 
resources by corporate actors is by no means new, what 
is novel under the current epoch of surveillance capital-
ism is the unilateral “claims [made of] human experience 
as free raw materials for translation into behavioral data” 
(Zuboff 2019, p. 8). The economic value of this “behavio-
ral surplus”5 is then further enhanced when combined with 
“machine intelligence,” such as algorithms, which generate 
predictive modeling of human activities (Zuboff 2019, p. 
74). Behavioral data is now collected by a growing number 
of devices and applications and, while the general public 
may be aware that Alexa, Google Home, and Google Maps 
collect their personal data, there is less consciousness of the 
ongoing extraction of deep and detailed behavioral patterns. 

5  The collection and trade of behavioral data, above the company’s 
own internal requirements for product and service improvements.
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Moreover, there is a proliferation of new platforms, such as 
games (like Pokemon Go), wearable devices (such as Fit-
bits), and even children’s toys that have the ability to ‘spy,’ 
that is, capture and transmit other forms of data, such as 
our children’s first words (Federal Trade Commission 2016).

For Zuboff (2019), the system of ‘surveillance capitalism’ 
does not operate as a centralized panopticon that identifies 
and targets individuals, but as a de-centralized marketplace 
that exchanges both behavioral data (as a raw commodity), 
and its associated predictive models to analyze this data. 
The economic values of these goods and services are deter-
mined by what they can do, not who they are about. In fact, 
“individual users’ meanings are of no interests to Google” or 
other big data companies, but rather the “behavioral implica-
tions” they promise (Zuboff 2015, p. 79). In this revision, 
rather than being strictly a function of the state, surveillance 
is an evolved capacity of capitalism itself as its key players 
re-shape various technologies for their own profitable ends 
(Zuboff 2019).6 Within this new surveillance-based business 
model, behavioral data is treated as a free commodity—a 
res nullius7—largely ungoverned by legal frameworks. In 
short, behavioral data is an object with no owner. Here data 
subjects, anonymized or otherwise, are afforded no owner-
ship rights of their own behavioral data. Zuboff (2019, p. 
377) draws the analogy of the role of elephants within the 
Ivory Trade. Here, we, like these “Majestic mammals,” are 
not the product but “the abandoned carcass”; the product 
on the other hand has been “ripped from [our] lives.” This 
decoupling of behavioral data from its subjects is a new 
technological form of alienation.

An ethical analysis of the GDPR and, in particular, the 
derogations it affords to the use of de-identifying techniques, 
must be made in relation to these marketized forms of sur-
veillance. While the law was designed to protect individuals 
from surveillance risks (WP 55, 215, 221, 228, 237) it may 
be, in actuality, intensifying these issues. Here, the treatment 
of anonymized data as outside the scope of the law and, to a 
lesser extent, the relaxation of the purpose principle in the 
case of pseudonymized data are indicative of what the law 
sees as the main target of big data practices—personal infor-
mation. At its core, the aim of the law is to reduce harmful 
forms of identification (preamble, paragraph 26) and thus 
de-identification techniques respond to this aim through pre-
venting the “singling out” of “natural persons.” In fact, the 
robustness of anonymization and pseudonymization is meas-
ured by how well subjects are separated and guarded from 
the data they produce (Rec. 29; WP 216, p. 3). Here, the 

GDPR’s focus on individual privacy may be unintentionally 
providing data controllers with a legal mandate to pursue 
market surveillance practices as they attempt to avoid the 
costly constraints and procedures required by the regulation. 
Thus, paradoxically the same de-identification ‘safeguards,’ 
designed to shield individuals from the extraction of their 
private data, may be facilitating, and even institutionaliz-
ing, the exchange of their behavioral data. At present, the 
GDPR does not recognize the potential harms arising from 
the behavioral data. Rather its concern for “monitoring the 
behavior of … data subjects” again relates to whether the 
data can be clearly tied to a “natural person” and “personal 
data” (Rec. 24). Moreover, the law, in approving the use of 
complex modification techniques like anonymization and 
pseudonymization may be inadvertently crystallizing the 
power of tech elites, like Google and Facebook, which have 
already established vast economies of scale in the collection 
and analysis of behavioral data. This is the very opposite of 
the stated objectives of the law, which are to create a more 
competitive field and to reduce the power of those com-
panies with a “dominant position” (WP 203 2013, p. 46). 
Rather, the legal treatment of de-identification may directly 
increase the scale of visibility, with ever increasing numbers 
of individuals and spaces being subject to the gaze of a few 
powerful companies.

Perhaps most importantly, Zuboff’s (2019) key concern 
with surveillance capitalism is not processes that seek “not 
only to know [us]” but rather those that seek to “shape our 
behavior at scale,” that is to enhance social control. Here the 
competitive pressures to maximize profits have led to a shift 
in the way that behavioral data is used; “the goal now is to 
automate us” through “complex and comprehensive means 
of behavior modification” (Zuboff 2019, p. 15). Through 
suturing predictive algorithms to ‘tuning,’ ‘herding,’ and 
‘conditioning techniques,’ web platforms have managed to 
change both online and offline behavior in ways that are 
beneficial to their own goals (Lyon 2014; Zuboff 2019). For 
instance, in a 2014 experiment, Facebook was not only able 
to directly influence the views of its users through chang-
ing its newsfeed, but found that these ‘manipulations’ also 
affected the views of friends and family connected within 
the same local network (Kramer et al. 2014). Thus, the value 
of the advertising services of tech platforms like Facebook 
is the access to data, predictive algorithms, and behavioral 
modification techniques, the valuable combination of which 
has been described as an emerging “behavioral futures mar-
ket” by Zuboff (2019, p. 15). The findings of Kramer et al. 
(2014) no doubt reiterate concerns surrounding this pow-
erful combination of technologies to influence the prefer-
ences and emotions of consumers and voters (Lyon 2003, p. 
14, 2014). The potential for reconstructing the relationship 
between individuals, companies, and states at a fundamental 
level is massive here, and is what Lyon (2014, 2015) refers 

6  While the state is still a major facilitator and participant in this sur-
veillance model (West 2017) it is no longer the central player.
7  A Latin term that means an object or property outside the legal 
rights framework.
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to as “anticipatory governance,” where Big Data is used to 
both measure and influence popular thinking around matters 
of public concern. The sanctioned use of behavioral data 
via the GDPR thus has the potential to play a new central 
role in the management of the domestic political economy 
(Kitchin 2014, p. 165) and lead to what Zuboff (2015) refers 
to as a loss of “reciprocity” between the ruling elites and the 
population, increasingly usurping the ability of individuals 
to make decisions. If we accept that liberal democratic socie-
ties are subject to a valuable measure of “uncertainty” that 
has forced governments and companies to listen and adapt 
to the needs of its citizens and customers (Zuboff 2015), 
then Big Data may represent a break with this past. Here, 
the side effect of the development of the behavioral data 
ecosystem is an increasing ability to mitigate ‘the unknown’ 
that both challenge power relations and form the basis of a 
vibrant democracy. This is increasingly being replaced by 
‘the known’ and, under the GDPR, will be progressively 
more tradeable in exclusive behavioral futures markets 
(Zuboff 2019).

In the following section, we propose some recommenda-
tions to both acknowledge and balance some of the above 
issues with the GDPR.

Recommendations

There are two clear recommendations that emerge from our 
analysis. The first relates to the need for a proper legal con-
sideration of the property rights surrounding the ownership 
of behavioral data; what we have referred to as an object 
with no owner (res nullius). Such a consideration may chal-
lenge the assumption of the GDPR that techniques such as 
anonymization and pseudonymization separate data from 
individuals. In order to future proof citizens from the wider 
implications of data collection and trade, we recommend 
that regulators widen their net. While the secure and trans-
parent management of personal identifiers within data is 
critical, the growing market for pseudonymized behavioral 
data remains outside the purview of the current law. Moreo-
ver, new laws surrounding the ownership status of behavioral 
data need to consider the broader context in which behav-
ioral data operates, complete with its capabilities to make 
accurate predictions and inferences about people. No doubt 
this will require a greater philosophical engagement with 
not only what behavioral data is, but also the deeper ques-
tion as to whether an individual’s behaviors, actions, and 
emotions can be considered to be their own property, and 
if so, whether the recording, measuring, or trading of such 
phenomena is an infringement of individual rights. These 
questions remain important, even where the owner of said 
property is anonymized. No doubt, broader debates about 
the ownership of behavioral data have already started to take 

place, and while outside the scope of this paper, they rep-
resent important areas of future research (Miller 2014, p. 
135; Xiaying 2019). Our recommendation is not necessarily 
wedded to the establishment of new property rights over res 
nullius data but may encompass alternative approaches, such 
as a stakeholder perspective that would ask the question: ‘if 
Big Data can predict and modify the activities of people with 
great accuracy then should it not stand to reason these same 
individuals have a stake in its function?’

Our second recommendation is more specific. For the 
GDPR to be robust, data that are collected with the inten-
tion to be anonymized should still be subject to the con-
sent and agreement of the individual. While pseudonymi-
zation requires consent processes, under the current law, 
anonymized data do not. If we view consent statements as 
solely legal contracts between parties, then the EU Commis-
sion’s decision to exempt anonymized data from this pro-
cess makes sense. Indeed, there are obvious problems with 
trying to establish an agreement between a data controller 
and an anonymous party. However, consent processes have 
a number of other important functions, such as disclosing 
data protection policies and rights, as well as obtaining an 
acknowledgement of these rights from data subjects (Hintze 
2016). From this perspective, it is important to ensure all 
individuals know if their data can be traded, even if the data 
are completely anonymized, and to grant them the right not 
to make their anonymous data available for this purpose.

Conclusion

The era of Big Data has only just begun, however, under-
standing its risk of harm to individuals is still of utmost 
importance. This is particularly the case as governments 
continue to shape legal, regulatory, and conceptual frame-
works aimed at stemming these risks, while also allowing 
for a safe use of Big Data. Research continues to explore 
whether and how the GDPR strikes a balance between 
the free use of data and the protection of citizens (Zarsky 
2016). In order to contribute to this discussion, our paper 
has explored the tensions arising within the GDPR, as it 
seeks to satisfy both data-related privacy and surveillance 
concerns. We argue that the current framing of the law has 
made significant inroads in terms of protecting individual 
privacy, whether identified or de-identified. However, this 
emphasis placed on individual privacy does not provide 
sufficient protections to citizens against the surveillance 
risks associated with the collection, analysis, and trade of 
their behavioral data. Indeed, the way the law has been con-
structed has created space for a behavioral futures market to 
emerge with very few protections for individuals. Moreover, 
and in concert with Zuboff (2019), we argue that the rise of 
surveillance practices is changing the very fabric of society. 
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So, in protecting the identity of the individual, our paper 
argues that the law must also protect the increasingly visible 
behavioral aspects of people as their political, social, and 
economic choices constitute the future.

There is little doubt that the GDPR represents a bold 
attempt by the EU to introduce new data protection regula-
tions, and it will go some way towards addressing emergent 
ethical concerns about data collection and processing. How-
ever, its reach will be limited if law makers fail to under-
stand the broader behavioral data ecosystems they seek to 
regulate. Given this, new research that attempts to theorize 
and empirically ground our understanding of ‘surveillance 
capitalism’ will be crucial (see Lyon 2003, 2014; Lyon et al. 
2012; West 2017; Zuboff 2015, 2019). Based on our read-
ing of the law, at present the GDPR’s effort to codify data 
ethics, particularly in relation to behavioral data, is limited 
because its derogations create a passage through which com-
panies are able to escape the law’s restrictions. Indeed, the 
law creates the space for a behavioral data market in which 
commercial self-interest is likely to flourish. In this way, 
whether deliberately or otherwise, the GDPR will make it 
possible for the behavioral data market to continue to func-
tion unencumbered. It is here that we have significant con-
cerns because both the nature of the data market and the 
trading of this kind of data are open to new strategies that 
are being deployed to modify behavior (Zuboff 2019). As it 
currently stands, the GDPR is likely to make data control-
lers more aware of their responsibilities to data subjects, 
but it provides little protections against the misuse of data 
within these markets. The management and oversight of Big 
Data will continue to produce significant ethical dilemmas 
as regulators try to keep pace with the needs of the com-
munity and the commercial imperatives of an increasingly 
lucrative market. If regulators are to do this well, the surveil-
lance implications of big data will need to be taken just as 
seriously as our well-founded privacy concerns.
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