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ABSTRACT. The opaque use of data collection meth-

ods on the WWW has given rise to privacy concerns

among Internet users. Privacy policies on websites may

ease these concerns, if they communicate clearly and

unequivocally when, how and for what purpose data are

collected, used or shared. This paper examines privacy

policies from a linguistic angle to determine whether the

language of these documents is adequate for communi-

cating data-handling practices in a manner that enables

informed consent on the part of the user. The findings

highlight that corporate privacy policies obfuscate, en-

hance and mitigate unethical data handling practices and

use persuasive appeals to increase companies’ trustwor-

thiness. The communicative strategies identified provide

starting points for redesigning existing privacy statements

with a view to communicating data handling practices in

a more transparent and responsible manner, laying the

groundwork for informed consent.
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Introduction

The growth of information technology has con-

tinuously produced new and enhanced possibilities

for companies to collect, disseminate and combine

data, which the advent of the Internet has extended

even further. Internet commerce has brought with

it not only increased speed and enhanced conve-

nience for consumers, but has also fundamentally

changed the relationship between companies and

consumers by empowering online marketers with

data collection methods at the expense of con-

sumers’ privacy interests (Kelly and Rowland,

2000). With the emergence of electronic com-

merce more data than ever before are being col-

lected, while people have less control than ever

before over their personal data (Stahl, 2004). The

reason for this is that e-commerce is less anony-

mous than traditional commerce, since online

merchants need to collect personal information

such as names, shipping addresses and credit card

numbers (Rennhard et al., 2004).

With consumer information being a key element

of the exchange process between consumers and

online merchants, the question of information

ownership has become a central issue (De George,

2000). Neither consumers nor businesses have

absolute proprietary rights to the information that is

exchanged in commercial transactions. When people

interact with others, their control over information

about themselves is only relative and ‘‘limited by the

rights of others’’ (Fried, 1968, p. 486), which means

that Internet users give up some of their proprietary

information rights when they complete transactions.

Although businesses legitimately obtain consumer

information during transactions or may even buy it

from information brokers, it can hardly be argued

that they have the right to use this information for

any purpose without the consumer’s consent

(Foxman and Kilcoyne, 1993). Rather, consumers

and businesses can be considered to have joint

ownership privileges of consumer information

(Mascarenhas et al., 2003).
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However, these joint ownership rights may not

always be respected, given that electronic commerce

puts web merchants in a better position to advance

their interests than consumers (Introna and Pouloudi,

1999). These power asymmetries are, for example,

evident from the fact that Internet users implicitly

consent to a website’s privacy policy when they enter

the site and the first pieces of data may already have

been collected before they have had a chance to read

the website’s privacy policy. Recent studies have also

highlighted that web merchants post ambiguously

worded privacy policies that deter users from reading

them (Antón et al., 2004; Milne and Culnan, 2004).

Even if privacy policies do not contain outright lies,

the use of obfuscating language can lead to ethical

problems when readers misinterpret texts (cf. Riley,

1993). According to the Theory of Informed Con-

sent, people can only consent to something if they

have received sufficient information, have understood

it and have explicitly expressed agreement (Faden and

Beauchamp, 1986). Since web merchants do not seem

to communicate their data handling practices in such a

manner, people are unable to provide informed

consent to their data handling practices.

This paper first explores the notion of information

privacy and looks at privacy policies in more detail. It

then discusses the interests of key stakeholder groups

in online privacy, examining data handling and

informed consent in the light of normative ethical

theories before going on to present the findings of a

linguistic analysis of online privacy policies. The

analysis draws on critical linguistics, a method useful

for uncovering hidden meanings in texts. More pre-

cisely, critical linguistics examines how authors use

grammar and vocabulary to construct their own ver-

sions of reality, thereby abusing their power as infor-

mation providers (Fowler and Kress, 1979a). The

linguistic analysis seeks to determine why the language

of privacy policies is inadequate for communicating

data-handling practices. The results of this analysis are

intended to provide starting points for enhancing the

readability and usefulness of online privacy policies in

order to lay the groundwork for informed consent.

Privacy and privacy policies in e-commerce

Although there is no consensus on how to define

privacy, there is agreement that privacy is an element

of human dignity. One of the earliest definitions of

privacy is offered by Warren and Brandeis (1890)

who view privacy as the ‘‘the right to be let alone’’.

Prosser (1960) identified four distinct but related

torts associated with privacy interests, which have

provided the basis for subsequent definitions of

information privacy. These torts include (1) intru-

sion of a person’s seclusion or solitude, (2) public

disclosure of embarrassing private facts, (3) appro-

priation of a person’s identity or image, and (4)

publicity which places a person in a false light in the

public eye. Although these torts do not explicitly

relate to information privacy, they represent poten-

tial threats in electronic commerce, e.g. when In-

ternet marketers use intrusive data collection

methods or intrude a person’s privacy by sending

unsolicited commercial e-mails, when financial

information is stolen or made available to third

parties, or when marketers do not give users control

over the data that have been collected about them.

Westin (1967) provided one of the first defini-

tions of information privacy, which he defines as

‘‘the claim of individuals, groups, or institutions to

determine for themselves when, how, and to what

extent information about them is communicated to

others’’ (p. 7). Fried (1968) holds that ‘‘privacy is not

simply an absence of information about us in the

minds of others; rather it is the control we have over

information about ourselves’’ (p. 482). Later defi-

nitions also stress control as a core element of

information privacy. Hoffman (1980), for example,

sees information privacy as a set of rights, including

‘‘the right of individuals to know what information

about themselves is collected, to determine what

information is made available to third parties, to

access personal data’’. Similarly, consumer privacy

has been defined as consumers’ control over infor-

mation disclosure and over the environment in

which a transaction occurs (Goodwin, 1991).

Foxman and Kilcoyne (1993) argued that privacy is a

two-dimensional concept, embracing control over

and knowledge of data collection.

Fried (1968) also recognized that control over

personal information is essential to one’s develop-

ment as an individual and to the formation of respect

and trust in relationships. He argued that being able

to control who knows what about us allows us to

maintain personal relationships of varying degrees of

intimacy. Rachels (1975) has extended this propo-
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sition to all kinds of social relationships, arguing that

there is a close connection between the ability to

control who has access to one’s information and

one’s ability to maintain different kinds of

relationships with different parties. This line of

reasoning seems to hold true in electronic com-

merce as well. Users have been found to divulge

personal information only after a certain level of

trust has been negotiated between users and Internet

marketers (Chen and Rea, 2004). Furthermore,

users’ privacy concerns and the manner in which a

company deals with user privacy have been found to

determine the level of user trust in a website, which

in turn influences users’ behavioral intentions, i.e.

whether or not they revisit the site, recommend it to

others, or make purchases (Liu et al., 2004; Metzger,

2004).

In order to solicit more information from Internet

users and encourage them to purchase online, In-

ternet companies have begun to seek third party

certification and post privacy statements on their

websites (Palmer et al., 2000). Essentially, such

privacy policies are legal documents, designed not

only to inform readers how data are collected, what

purposes they are used for and with whom they are

shared but also to protect the company against pri-

vacy lawsuits (Metzger and Docter, 2003). Previous

research on privacy policies has been quantitative in

nature. For example, Antón et al. (2004) have as-

sessed the readability of privacy policies of financial

institutions by means of statistical text-readability

metrics. They found that understanding 80% of

these documents requires more than college edu-

cation and concluded that almost one third of the

U.S. adult population is unlikely to be able to

understand the content of these documents since

they contain complex words and sentence struc-

tures. These results suggest that the language of

privacy policies is inadequate, which is in line with

the findings from a user survey indicating that In-

ternet users tend not to read privacy policies because

they perceive them as too long, too legalistic and

difficult to comprehend (Milne and Culnan, 2004).

Other research on privacy policies has focused on

the practices they address (Miyazaki and Fernandez,

2000), the practices companies actually admit to

(Pollach, 2004), and their compliance with the

Federal Trade Commission’s Fair Information

Practices (Liu and Arnett, 2002; Nyshadham, 2000;

Ryker et al., 2002). The qualitative study presented

in this paper adds well to the body of quantitative

research on privacy policies by examining how they

represent corporate data handling practices and

suggesting ways to improve the quality of privacy

disclosures.

Stakeholders in online privacy

Stakeholders in electronic commerce have been

classified into participating stakeholders (e.g. com-

panies, consumers), enabling stakeholders (e.g. trust-

service providers), and supervisory stakeholders (e.g.

policy makers) (Jones et al., 2000). Privacy policies

not only regulate the relationship between partici-

pating stakeholders, but may also incorporate

guidelines issued by enabling or supervisory stake-

holders. In order to provide a deeper understanding

of what roles are played by the key stakeholders in

online privacy, this section examines how they can

influence the level of privacy afforded to providers

of data.

Online merchants

Web merchants collect personally identifying infor-

mation when users register with a website, engage in

transactions, or participate in sweepstakes (Oz,

2004). They also gather non-identifying information

by placing invisible graphic files (‘‘web bugs’’) on

their websites or by sending cookies to users’ PCs to

track how they move through the site (Bennett,

2001). They are even able to tie such non-identi-

fying information to personally identifying infor-

mation when users submit personal information via

forms (Van Wel and Royakkers, 2004). These

practices clearly give rise to a conflict between

commercial interests and people’s right to be left

alone (Cannon, 2002), in particular when they use

the personally identifying information they have

collected to send unsolicited commercial e-mails to

customers (Samoriski, 1999). Companies argue that

they need to collect data in order to meet consum-

ers’ needs more effectively (Foxman and Kilcoyne,

1993) and personalize offerings (Stead and Gilbert,

2001).
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Internet users

Users’ privacy concerns in WWW-mediated envi-

ronments have been the subject of numerous aca-

demic studies (e.g. Han and Maclaurin, 2002; Olivero

and Lunt, 2004; Phelps et al., 2000; Saban et al., 2002;

Shapiro and Baker, 2001). Although their concerns

vary in terms of scope and intensity across situations

and individuals, commonly voiced privacy concerns

include data collection, data sharing, unsolicited

marketing communications (Miyazaki and Fernan-

dez, 2000), and the use of data for purposes other than

those that they were collected for (Beltramini, 2003).

To protect their privacy, individuals have been found

to enter false data when asked to provide personal

information (Hoffman et al., 1999), disable cookies,

install anonymizers (Schwartz, 2001), block unsolic-

ited commercial e-mails with filters (Sakkis et al.,

2003), and subscribe to pseudonymity networks,

which enable people to purchase digital goods

anonymously (Rennhard et al., 2004).

Trust-service providers

Privacy advocacy groups have introduced programs

that provide third-party certification of corporate

privacy practices. Examples of such programs in-

clude TRUSTe and BBBOnline. Companies which

voluntarily comply with the privacy standards pre-

scribed by these groups may display the group’s seal

of approval on their websites to signal to users that

they handle user data responsibly (Smith and Rupp,

2004). These third-party certification schemes can

make a website more trustworthy in the eyes of the

consumer, provided that the certifying party is

credible (Koehn, 2003). However, seal programs

have been accused of being more interested in

adding new members than revoking seals (Boutin,

2002) and of accepting donations from corporate

members (McCullagh, 1999).

Policy makers

Government initiatives regulating electronic privacy

have taken different forms in different countries. In

the European Union, they consist of comprehensive

national legislation, as mandated by the E.U.’s

Directive on Data Protection of 1998. Further,

when E.U. citizens do business with companies in

the U.S., their privacy is protected by the Safe

Harbor Principles, which were laid down in an

agreement between the E.U. and the U.S. in 2000.

The U.S., by contrast, has not passed any laws

governing specifically data privacy on the Internet,

apart from the Children’s Online Privacy Protection

Act (COPPA). The U.S. Federal Trade Commission

has, however, identified five Principles of Fair

Information Practices, which companies are

encouraged to adopt to address online privacy issues

(Metzger and Docter, 2003). These principles in-

clude Notice (informing users how information is

collected and used), Access (granting users access to

their personal information), Choice (enabling users to

opt in or out of data collection), Data Security (pre-

venting unauthorized access to data), and Enforce-

ment/Redress (imposing sanctions for non-compliance)

(Federal Trade Commission, 2000).

Ethics and data handling

The unequal distribution of power between the two

participating stakeholder groups in electronic com-

merce, viz. web merchants and Internet users, cou-

pled with their conflicting interests gives rise to

ethical issues. Normative theories are helpful in

resolving such issues. In normative analyses, ethical

situations can be examined from four different angles,

including the agent, the act, its consequences, and the

stakeholders affected. These four factors also consti-

tute the foci of four different ethical realms, viz.

virtue ethics, deontology, teleology and justice

(Mason, 1995). One appropriate approach was cho-

sen from each realm to discuss ethical aspects of data

handling practices on the WWW. Table I shows the

four foci, their corresponding realms, the ethical

approaches chosen within these realms, and the cri-

teria they employ to distinguish right from wrong.

Virtue ethics

Aristotle’s virtue ethics focuses on the person that

performs an act. It is based on a set of virtues, four of

which he considered core virtues – courage, pru-

dence, temperance, and justice. All virtues he
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identified are ‘‘the golden mean’’ on a continuum

stretching between the extremes of deficiency and

excess. According to Aristotle, justice is the highest

of these virtues, as a just person is able to achieve a

balance among all other virtues as well. People who

habitually display at least the four core virtues are

considered ethical agents (Mason et al., 1995). Given

that the virtue of justice subsumes other virtues such

as integrity, fairness and honesty, current data han-

dling practices would only be ethically justified from

the perspective of virtue ethics, if web merchants

communicated their data handling practices in a

comprehensible manner and asked the information

providers for their consent before engaging in these

practices.

Deontology

Kant’s Categorical Imperative falls under deonto-

logical theories, which are based on rights and duties.

According to Kant’s approach, people have the duty

to treat others as free persons equal to everyone else.

The action of an agent is morally right if the agent

would want other people to do the same thing in a

similar situation and provided that the agent’s interior

motivation is a sense of duty and not the advance-

ment of personal interests. This goes hand in hand

with the golden rule ‘‘Do unto others as you would

have them do unto you’’. Further, the Categorical

Imperative commands us to respect other people’s

freedom by always treating them as ends and never as

means. That is to say, people should be treated as they

have consented to be treated (Velasquez, 2002).

Thus, according to Kant’s Categorical Imperative, a

web merchant may collect and disseminate user data

only if users have freely consented to such practices

beforehand and if both users and the merchant

benefit from the company’s use of these data.

Teleology

Teleological theories focus on the results, conse-

quences and goals of actions. One approach within

this realm is utilitarianism, according to which

actions are evaluated on the basis of the costs and

benefits they impose on society. The right course of

action is that which produces more utility (i.e. net

benefits) than any other possible action and which

therefore ensures the greatest good for the greatest

number (Buchholz, 1995). In the context of data

handling practices in WWW-mediated environ-

ments, this means that a company collecting user

data without notifying people and obtaining their

consent beforehand produces social costs by invad-

ing users’ privacy. These costs need to be weighed

against the benefits the company derives from these

data and the benefits users may derive from more

personalized offerings. To determine whether this

action is right, these costs and benefits need to be

compared with alternative actions. The obvious

alternative course of action would be to inform users

adequately and obtain their consent to data collec-

tion. This course of action would probably mean

that companies gather less information, which would

result in lower benefits for both the company and

Internet users, but it would not produce the social

costs associated with privacy invasion. Since

obtaining users’ informed consent produces the

greatest overall utility, it is considered to be justifiable.

Justice

Justice seeks to strike a fair balance among the claims

of all stakeholder groups involved in a situation. The

concept of justice considers stakeholder claims indi-

vidually rather than on an aggregate basis, but –

unlike utilitarianism – does not tolerate the violation

TABLE I

Ethical foci and their corresponding theories

Focus Realm Approach Criterion

Agent Virtue ethics Aristotelian ethics Golden mean

Act Deontology Categorical imperative Universalizability

Consequences Teleology Utilitarianism Maximum utility

Stakeholders Justice Rawls Equality
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of basic individual rights and privileges (Mason et al.,

1995). Rawls’s Theory of Justice is based on the

principle that basic rights and duties should be equally

assigned to all stakeholders and that social inequalities

should be arranged in a manner that ensures they are

advantageous to everyone (Buchholz, 1995). Mason

et al. (1995, p. 143) argue that

‘‘In a Rawlsian information society ... every stake-

holder’s basic rights and liberties – such as one’s right

to know; right to privacy; right to accurate, reliable,

unbiased information; right to one’s own intellectual

and tangible property, and right to fair access to infor-

mation and information technology – are protected’’.

By establishing privacy as a basic individual right,

its invasion is simply intolerable according to

Rawls’s Theory of Justice. Further, the right to

know implies that people would need to be in-

formed beforehand if data about them are collected

or shared with other parties. The right to access

entails that users are granted access to the infor-

mation that has been collected about them in order

for data handling to be ethical.

Although the four ethical theories focus on dif-

ferent aspects of ethical situations, their verdicts are

unanimous: Data collection and dissemination on

the WWW is unethical without obtaining people’s

informed consent beforehand. However, for this to

happen, data handling practices need to be com-

municated in a comprehensible and user-friendly

manner.

Research design

The sample used for this study includes 22 online

retailers and 6 online travel agencies (see Appendix).

The retail companies were selected from the top 35

websites among Store magazine’s Top Internet Retailers

(Reda, 2000), excluding websites of conglomerates,

those that had gone out of business, and those not

available at the time of data collection. The resulting

list of 22 websites was combined with online travel

sites that were considered commercially successful by

the business press (Ebenkamp, 2002; ‘‘Forrester Re-

search’’, 2002). The total corpus consisted of 60,272

words and the average number of words per docu-

ment was 2153, ranging from 638 to 5956 words.

The analysis draws on critical linguistics, a school

of discourse analysis, which is based on the works of

Fowler and Kress (1979a, b), Fowler (1985), Kress

(1985), and Hodge and Kress (1993). It follows

Halliday’s (1978) notion that the grammatical choices

we make encode representations of the world and

construe the world from our point of view. Critical

linguistics views language and in particular gram-

matical forms as linguistic choices writers make to

influence (Fowler and Kress, 1979a), inform, and

deceive audiences (Hodge and Kress, 1993). A tex-

tual analysis guided by critical linguistics is able to

uncover hidden meanings and realizations of ideol-

ogies (in the sense of worldviews) by looking at the

lexical, semantic and syntactical choices a writer has

made and their implications for the representation of

events (Kress, 1985). These findings could provide

starting points for improving documents as to clarity,

accuracy and comprehensibility. For the present

analysis, critical linguistics will determine whether

the privacy policies examined enable informed con-

sent on the part of the user, which is a prerequisite for

ethical data handling practices on the web.

Fowler (1985) offers a checklist of parameters that

may be worth examining when carrying out critical

linguistic analyses. Those parameters relevant for the

analysis of written texts include lexical processes,

transitivity, syntactical transformations, modality,

speech acts, implicature, and personal address.

• Lexical processes refer to the vocabulary used in

a text. For example, the use of euphemisms

and metaphors or the systematic use of certain

words and the avoidance of others may give

insights into what version of reality a text is

intended to present to the reader (Fairclough,

1992; Galański, 2000; Schrøder, 2002).

• Transitivity includes the process types contained

in verbs and the relations among the partici-

pants in these processes (Stubbs, 1996). Verbs

carry the main responsibility for representing

events and situations in texts and may thus

serve to foreground certain aspects or back-

ground others (Fowler and Kress, 1979b). For

example, verbal processes in passive voice often

leave agency, causality and responsibility of an

action unclear (e.g. data are collected vs. we collect

data) and it may be a writer’s conscious choice

to do so (Fairclough, 1992).

226 Irene Pollach



• Syntactical transformations such as nominaliza-

tions or, again, the passive voice may also

function to disguise agency. When a verb is

transformed into a noun, not only its tense

disappears but also the participants are de-

leted (e.g. the collection of data vs. we collect

data). Similarly, in a passive construction the

object becomes the subject position, while

the agent of the process is omitted or at least

backgrounded (Fowler and Kress, 1979b).

• Modality is a means to express the author’s

evaluations of and attitudes towards people

or events. For example, the modal verb

‘‘may’’ expresses possibility and probability

(Kreidler, 1998). Negation also deserves

attention in linguistic analyses of modality,

given that a positive proposition and its

negation are two terminal points between

which all propositions using modality fall

(Fairclough, 1992). Essentially, a negation re-

verses the truth value of a proposition, just

like the mathematical negative (Jordan,

1998). The writer’s motivation to do so is to

deny expectations in the mind of the reader

that stem from contextual circumstances

(Wason, 1965). For example, if writers of

online privacy policies negate practices their

readers might have concerns about – stem-

ming from their knowledge of prior experi-

ence – they might ease their readers’

presupposition that their privacy is violated.

• Speech acts are the communicative functions

which utterances are intended to perform.

The analysis of speech acts focuses on the

roles they assign to readers and writers and

the relationships writers seek to establish

with their audience (Fowler and Kress,

1979b). For example, rhetorical questions in

the first person are mere devices to draw the

reader into the discourse by simulating an

inner monologue rather than questions that

need to be answered (Fowler and Kress,

1979b), e.g. Do you collect data about me?
• Implicature refers to inferences readers draw

from texts when they read between the lines

(Fowler, 1985). Inferences are defined as

‘‘deductions or guesses based on evidence in

the text or derived from a person’s preexist-

ing knowledge’’ (McCabe, 1998, p. 280).

Readers typically make correct inferences,

though texts may intentionally be misleading

to mitigate negative information or deceive

readers (Riley, 1993).

• Personal addresses and references used in a text

may reveal how formal a text is and what

kind of relationships it seeks to establish. In

particular, the use of the pronouns we and

you in a text may be indicative of such rela-

tionships (Fowler, 1985).

The corpus of privacy statements was examined in

light of these seven parameters by closely reading all

privacy statements multiple times. All words and

phrases indicating ideology, hidden meanings or the

enactment of power were then subjected to a

computer-assisted corpus analysis using WordSmith

Tools so as to ensure that all instances of these words

were considered. To facilitate their interpretation

concordances were created. These display search

terms in their immediate contexts (cf. McEnery

and Wilson, 2001) and help to identify semantic

ambiguities such as polysemy (words with multiple

meanings) and homography (multiple words sharing

the same spelling) (Ide and Véronis, 1998). Further,

WordSmith Tools was used to identify high-frequency

words. These frequency counts were also used to

verify post hoc whether the findings of the qualitative

analysis were valid (cf. Popping, 2000).

Results

This section first presents general textual patterns

that appear throughout the privacy statements but

are not related to any particular data handling

practice. The subsequent three sections focus on

communicative strategies companies use to describe

their data handling practices pertaining to user

identification, unsolicited marketing communica-

tions and data sharing, all of which are major privacy

concerns among Internet users.

General patterns

Previous research has criticized the complex sen-

tence structure of privacy policies (Antón et al.,
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2004). This pattern was also found in the policies

examined. An extreme example of such a sentence is

a 103-word sentence that is next to incomprehen-

sible due to its length and the overuse of the con-

junction or:

(1) ‘‘In addition to the circumstances described

above, Travelocity.com may disclose member

information if required to do so by law, court

order, as requested by other government or law

enforcement authority, or in the good faith be-

lief that disclosure is otherwise necessary or

advisable including, without limitation, to pro-

tect the rights or properties of Travelocity.com

or Sabre, Inc. or when we have reason to be-

lieve that disclosing the information is necessary

to identify, contact or bring legal action against

someone who may be causing interference with

our rights or properties, whether intentionally or

otherwise, or when anyone else could be

harmed by such activities.’’ (Travelocity.com)

[emphasis added]

Such complicated syntax gives evidence of the

legalistic nature of privacy policies, as does the use of

legal phrases. The examination of the privacy poli-

cies has surfaced a number of phrases in ‘‘legalese’’

that leave readers in the unknown as to whether a

certain practice is carried out or will be carried out in

the future. For example:

(2) ‘‘This aggregated data will not specifically identify

you. We reserve the right to do so in the future’’

(uBid.com)

(3) ‘‘Where we believe it to be appropriate (in our

sole discretion), we will ask our agents not to

disclose or use your personal information."

(Buy.com)

(4) ‘‘we periodically make such information ... avail-

able to selected third parties including but not lim-

ited to, those who trade or rent information for

direct marketing purposes.’’ (1–800 flowers)

One cannot safely say whether these statements are

just poorly constructed or intended to obscure

unethical data handling practices, but they do not

give users a straightforward answer as to whether or

not a certain practice is carried out, thus preventing

informed consent.

A similar pattern found was that of denial of

certain practices without users’ consent accompanied

by clauses pointing to exceptions of when this

practice may still occur, which also makes informed

consent impossible. These syntactic patterns and

hedging words are confusing and may deter readers

from reading privacy policies altogether:

(5) ‘‘Except as otherwise stated in this Policy, without

your consent, buy.com does not disclose its cus-

tomers’ Personally Identifiable Information’’

(Buy.com)

(6) ‘‘The cookies we use do not reveal any personal

information about you, except perhaps your first

name’’ (Apple)

(7) ‘‘without your consent, we do not make your ...

email addresses available to third parties (except

for subsidiaries, subcontractors or agents acting

on our behalf in compliance with this Privacy

Policy)’’ (1800-flowers)

The corpus of privacy statements also contains a

large number of modality markers. The most fre-

quent are: may (n = 476), occasional(ly) (n = 29),

might (n = 27), and from time to time (n = 24). May

was examined in a concordance to examine the

contexts in which it occurs. It turned out that may

occurs most frequently in connection with the

verbs use (n = 47), share (n = 32), collect (n = 24),

and disclose (n = 16). The use of may in combina-

tion with these verbs makes it impossible for users

to judge how often a company engages in these

practices. All it tells readers is: ‘‘Sometimes we do,

sometimes we don’t’’. This suggests that companies

use modality strategically to downplay the fre-

quency and probability with which certain data

handling practices occur, which at the same time

reduces the information value of these proposi-

tions.

Nominalizations are another language pattern that

was found throughout the corpus. The transforma-

tion of verbal processes into nouns makes these

processes seem like self-caused actions that happen in

unspecified ways (Kress, 1985). Companies use this

pattern in connection with data collection, data use,

and data sharing to distance themselves from these

questionable practices, given that nominalizations
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make it difficult for readers to determine who col-

lects, uses, and shares data:

(8) ‘‘this document only addresses the use and disclo-

sure of information we collect from you’’ (eBay)

(9) ‘‘How can I limit the use and sharing of personally

identifiable information about me?’’ (Staples)

(10) ‘‘What choices are available to users regarding

collection, use and distribution of the information

...’’ (Hotels.com)

Another feature found in the privacy statements are

headings and subheadings phrased as questions

(sometimes labelled FAQs), which are asked from a

neutral perspective, from the reader’s perspective or

from the writer’s perspective:

(11) ‘‘Who will the information be shared with, if

anyone?’’ (Travelocity.com)

(12) ‘‘What information do we gather?’’ (1800-

flowers)

(13) ‘‘What Information Do You Gather About

Me?’’ (eToys)

Those questions in the neutral passive voice (11) and

those in the first person plural (12) are primarily rhe-

torical questions used to attract the reader’s attention.

Meanwhile, those asked from the reader’s perspective

(13) serve a second purpose. They anticipate users’

concerns and ease them by providing rather obvious

answers, namely those the reader would like to read.

This speech function also assigns roles to the partici-

pants in the discourse in that the readers are presented

as being concerned about data privacy, while the

writer appears forthcoming with information, not

abusing his/her power as information provider.

User identification

All 28 companies admit to placing cookies on users’

computers to identify returning visitors and collect

aggregate user data. Users might object to the idea of

cookies when they are made aware of them, i.e. when

they read a website’s privacy policy. To mitigate the

fact that they place cookies, 16 companies emphasize

that the cookies they send are very small files. How-

ever, the fact that cookies are small does not make the

practice of placing them on users’ PCs more accept-

able. By collocating cookies with the qualitative

adjective small, companies mitigate their own ques-

tionable practice, suggesting that cookies are harmless

and no cause for concern. Also, companies seek to

shift the responsibility for the placement of cookies on

to the browser software by stating that the browser

stores cookies on computers rather than pointing out

that their websites send these cookies to users’ com-

puters, as examples (14) to (16) illustrate.

(14) ‘‘Cookies are small pieces of information that

are stored by your browser on your computer’s

hard drive’’ (Travelocity)

(15) ‘‘Cookies are small bits of text that your Web brow-

ser software stores on your computer’’ (LL Bean)

(16) ‘‘A ‘cookie’ is a small file stored by your web

browser on your computer’s hard drive’’ (JC

Penney)

Another means of justifying cookies is appeal to

common practice by pointing out that most websites

place cookies on users’ PCs, suggesting that this is

therefore no reason for concern. For example:

(17) ‘‘Like many websites, the Apple website uses

‘cookie’ technology’’

(18) ‘‘Like most websites, the Site uses cookies’’

(Ticket Master)

(19) ‘‘Cookies are routinely used by most, if not all, E-

commerce merchants, including Oce Depot’’

Companies use the fact that most websites place

cookies as evidence to support this ethically ques-

tionable practice. However, the mere fact that

placing cookies is a standard data collection method

on the Internet does of course not make this practice

more acceptable.

Unsolicited marketing communications

Sending promotional offers or e-mail newsletters to

registered users is standard practice among all 28
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companies. However, they seem to be aware that

users dislike unsolicited e-mails and offer opt-out

alternatives for at least some of these e-mails. They

employ interpersonal language resources to mitigate

and enhance the practice of sending unsolicited

marketing communications in two ways. First, they

convey their attitudes towards this practice by de-

emphasizing its frequency with temporal adverbs

(occasionally) or modals (may). Second, they highlight

the quality and benefits of unsolicited e-mails to

their recipients in order to present themselves as

trustworthy partners who do not abuse their power

but send their registered users only material they will

appreciate. Examples of mitigation and enhancement

with interpersonal language resources include:

(20) ‘‘Office Depot occasionally sends our customers

and the users of the Site announcements and

updates, which ... we believe to be of value to our

customers and users.’’

(21) ‘‘Outpost.com sends occasional emails to let you

know about changes to our site and product

specials we believe will be of interest to you.’’ (Cy-

berian Outpost)

(22) ‘‘We send the L.L. Bean Email Newsletter ... to

subscribers and occasionally to other customers

who we think might be interested in receiving this

information.’’

These examples show that the information conveyed

about the frequencies with which users can expect to

receive ‘‘spam’’ messages is insufficient for users to

consent to receiving such messages.

As mentioned earlier, choices made about verbal

process types and participants in these processes can

be ideologically significant. When referring to

unsolicited e-mails in their privacy policies, compa-

nies use verbal process types that call attention to

users rather than themselves and address users per-

sonally. They achieve this by replacing the process of

sending e-mails with the process of receiving e-mails,

thereby redirecting the focus to the users (you). In

some cases the companies still make an appearance in

the sentence, in other cases they are removed from

the sentence altogether. For example:

(23) ‘‘you will occasionally receive e-mails notifying you

of special promotions’’ (Expedia)

(24) ‘‘From time to time, you may receive mail, e-

mail or telephone calls from QVC’’

(25) ‘‘As a customer, you may receive the following

communications from the Barnes & Noble.com’’

Sharing and selling data

Only 8 of the sample companies admit to sharing

user data with third parties while the others only

share them if the user has opted in or not opted

out. To justify this questionable data handling

practice, companies emphasize that the party

receiving these data is reliable, and they downplay

the frequency and probability of data sharing. For

example, in 11 instances the third parties are re-

ferred to as carefully selected, trustworthy, reputable,

responsible, or carefully screened to ease users’ fears of

data misuse. Further, in 6 instances, the use of the

modal may or temporal adverbs such as occasionally

or from time to time are used to mitigate the fact that

data are made available to third parties. Examples

include:

(26) ‘‘We may share information with carefully selected

vendors’’ (Amazon)

(27) ‘‘Apple may occasionally share your personal con-

tact information with carefully selected technology

companies’’

(28) ‘‘From time to time, on limited bases, we share with

trustworthy third parties contact information of

our registered customers’’ (Barnes and Noble)

Again, the use of adverbs of frequency does not

tell users exactly when and how their data are made

available to third parties, which prevents informed

consent and mitigates unethical data handling

practices.

The use of the passive voice is another linguistic

strategy found in privacy statements. It removes the

agent from the subject position and foregrounds the

object of the sentence instead. Also, the agent is

sometimes removed altogether, which obscures

responsibility for an action, as no one in particular

appears to be responsible for it. This strategy was
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used in connection with data sharing, as the

following examples illustrate:

(29) ‘‘who the information will be shared with’’

(Travelocity.com)

(30) ‘‘With whom is information shared?’’ (BMG

Music)

(31) ‘‘Your information may be shared with agents or

contractors’’ (Dell)

Interestingly, companies sometimes switch to the

passive voice when they talk about data sharing, but

use the first person in the surrounding text. This

suggests that they are careful not to present them-

selves as the agents of this process in order to distance

themselves from the practice of data sharing:

(32) ‘‘We need your e-mail address. It will never be

shared with or sold to anyone’’ (Lands’ End)

(33) ‘‘we want you to know about the personal

information we collect, how we use that infor-

mation and with whom it may be shared’’

(BMG)

(34) ‘‘Amazon.com knows that you care how infor-

mation about you is used and shared, and we

appreciate your trust’’

The use of negation in connection with data sharing

is also a noteworthy feature. When companies claim

that they do not share user data they implicitly contest

the charge that they do – a response to the ongoing

public debate about data privacy on the Internet. The

28 sample companies not only deny sharing data but

17 of them also deny selling and renting data.

Companies apparently feel they have to dispel users’

fears about their data being sold or rented, otherwise

they would not deny doing it. This makes companies

that do not mention anything about data selling ap-

pear suspicious, given that users cannot be sure

whether these companies do not mention data selling

in their policies simply because they do not do it or

whether they deliberately fail to mention it because

they do not want to admit doing it.

Discussion

The four ethical theories explored earlier have

deemed data collection without the data providers’

informed consent unethical. Although privacy poli-

cies would ideally inform readers in a manner that

enables them to make an informed decision as to

whether or not they want to divulge personal infor-

mation on a website, the linguistic patterns identified

suggest the opposite. They can be categorized into

four different strategies (see Table II).

First, companies mitigate the negative effects of

certain practices and enhance the qualities of others.

For example, they emphasize their positive inten-

tions when they speak of carefully selected third parties

in connection with data sharing or when they de-

emphasize the dangers associated with cookies by

collocating cookies with small. In addition to lexical

processes, companies use modality to mitigate and

TABLE II

Communicative strategies in online privacy policies

Communicative strategy Pattern Parameter Textual realization Examples

Mitigation & enhancement (De)emphasizing qualities Lexical processes Qualitative adjectives carefully selected

Downplaying frequency Modality Temporal adverbs occasionally

Obfuscation of reality Hedging propositions Modality Modal verbs, legalese may

Obscuring agency Transformation Nominalization, passive the sharing of

Transitivity Agent-free processes you receive

Relationship building Switching perspectives Speech acts First-person pronouns I/my

Addressing audiences Personal address Second-person pronouns you/your

Persuasive appeals Appealing to common practice Implicature Comparisons like most

Appealing to fear Modality Negative propositions not sell
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enhance their data handling practices and to down-

play the frequency, probability and intensity with

which certain practices occur. For example, when

companies use the temporal adverb occasionally in

connection with a certain data handling practice,

they merely express their attitude towards its fre-

quency but convey little information about the fre-

quency itself, as occasionally may cover a range of

frequencies.

Second, companies seek to obfuscate reality in

two ways. They use hedging techniques either in an

attempt to use cautious language or to deceive and

confuse their readers, for example when they use

modal verbs or phrase sentences in ‘‘legalese’’. Such

utterances not only indicate a lack of certainty but

also reduce speaker commitment to the utterances

(cf. Jucker et al., 2003). Moreover, the companies

frequently obscure agency, causality and responsi-

bility in connection with data misuse by switching to

passive voice (e.g. is shared ), using nominalizations

(e.g. the sharing of ), and selecting agent-free processes

or processes that background the company (e.g. you

receive rather than we send ).

Further, since trust is built more easily if there is a

certain level of intimacy (Weber and Carter, 1998),

companies seek to establish relationships with their

readers. They achieve this by addressing their audi-

ences with second-person pronouns (you/your) or by

switching to the first-person perspective in certain

speech acts to draw readers into the discourse and

involve them emotionally.

Ultimately, companies use rational and emotional

persuasive appeals to construct more credible argu-

ments and convince their audiences that they are

trustworthy, reliable and responsible handlers of

data. They appeal to common practice when

claiming that placing cookies has become standard

practice on the Internet, from which readers may

infer that cookies are not dangerous. Moreover,

companies use appeals to emotion by raising and at

the same time dispelling concerns about data misuse

when they claim that they do not share or sell user

data. This fear appeal (cf. Sti, 1994) is intended to

raise the companies’ credibility and convince readers

of the companies’ trustworthiness.

Overall, the analysis of communicative strategies

in privacy policies has revealed that they contain

vague statements, which prevents informed consent

on the part of Internet users and may lead to ethical

problems if they misinterpret the claims made in

these documents. In general, vagueness, which is

defined ‘‘as an expression which has more than one

possible interpretation’’ (Zhang, 1998, p. 16), occurs

for two reasons – lack of information at the time of

speaking/writing or a deliberate choice to back-

ground certain things and direct the reader’s focus to

other things instead (Jucker et al., 2003). In the latter

case, the grammatical structure of a sentence is an

ideologically motivated choice if not a conscious

attempt at deception (Fairclough, 1992). Since

writers are more powerful than readers in that they

have ‘‘the power to disguise power’’ and ‘‘the power

to constrain content’’ (Fairclough, 2001, p. 43), they

may exercise this power illegitimately in order to

serve their own interests (Van Dijk, 1997).

As for the privacy policies examined, companies

seem to abuse their power as authors of these policies

by using language to construct a biased version of

reality. They benefit from obfuscating, mitigating

and enhancing data handling practices in that this

helps them to obtain data they would not have access

to if users were fully informed about data handling

practices. The opacity and vagueness contained in

these policies precludes people from understanding

them in their entirety or may even deter them from

reading these documents altogether (cf. Milne and

Culnan, 2004), thereby preventing informed con-

sent. However, as this paper has shown earlier,

collecting and using information without the own-

er’s informed consent is unethical, irrespective of

whether one seeks the ‘‘Golden Mean’’, looks at the

universalizability of the act, calculates the maximum

utility obtained, or applies the principle of equality.

Web merchants do not seem to abide by these

common ethical principles when they communicate

their privacy standards. It seems that they still need to

learn how to use the power the Internet has bestowed

on them in an ethical and respectful way, for example

by posting clearly and unequivocally worded privacy

policies. It is upon all stakeholders in online privacy to

reverse the unequal distribution of power the Internet

has brought with it and empower users with knowl-

edge, tools, and legal protection. If Internet mer-

chants are not willing to improve their data handling

communication, privacy seal programs could respond

by requiring more user-friendly privacy policies be-

fore they award privacy seals. Both privacy advocacy

groups and policy makers could empower Internet
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users by educating them about the use of privacy

enhancing technologies such as anonymizers, which

could mean that less information would be divulged

to web merchants. Another way for policy makers to

reduce the power of web merchants in data handling

would be to pass privacy legislation, as European

Union member states have done.

Conclusion

Web merchants wishing to ease users’ privacy con-

cerns may use the four communicative strategies

identified above as starting points for reconsidering

the wording of their policies and enhancing their

readability. Future research is needed, however, to

explore how people respond to the language patterns

identified above and which changes in these patterns

would engender most trust. Companies need to be

more aware of what effects their linguistic choices

have. Clearly, one does not know whether the texts

are deliberately designed to allow multiple inter-

pretations or whether the large number of vague

utterances simply stems from the legal nature of the

texts, but those companies that wish to communi-

cate their data handling practices more effectively

need to disambiguate their privacy policies and

transform them into more accurate and transparent

representations of their data handling practices. Only

then will privacy policies enable web merchants to

obtain informed consent from Internet users.
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Appendix – Sample companies

1–800-flowers, Amazon, America Online, American

Express, Apple Store, Barnes & Noble, BMG Music,

Buy.com, Cyberian Outpost, Dell, eBay, eToys,

Expedia, Gap, Gateway, Hotels.com, JC Penney,

L.L. Bean, Lands’ End, Office Depot, Orbitz,

Priceline, QVC, Staples, Ticket Master, Travelocity,

uBid, Yahoo.
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