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Abstract It is well known that the sum of the turbulent sensible and latent heat fluxes as
measured by the eddy-covariance method is systematically lower than the available energy
(i.e., the net radiation minus the ground heat flux). We examine the separate and joint effects
of diurnal and spatial variations of surface temperature on this flux imbalance in a dry con-
vective boundary layer using the Weather Research and Forecasting model. Results show
that, over homogeneous surfaces, the flux due to turbulent-organized structures is respon-
sible for the imbalance, whereas over heterogeneous surfaces, the flux due to mesoscale or
secondary circulations is the main contributor to the imbalance. Over homogeneous sur-
faces, the flux imbalance in free convective conditions exhibits a clear diurnal cycle, showing
that the flux-imbalance magnitude slowly decreases during the morning period and rapidly
increases during the afternoon period. However, in shear convective conditions, the flux-
imbalance magnitude is much smaller, but slightly increases with time. The flux imbalance
over heterogeneous surfaces exhibits a diurnal cycle under both free and shear convective
conditions, which is similar to that over homogeneous surfaces in free convective conditions,
and is also consistent with the general trend in the global observations. The rapid increase in
the flux-imbalance magnitude during the afternoon period is mainly caused by the afternoon
decay of the turbulent kinetic energy (TKE). Interestingly, over heterogeneous surfaces, the
flux imbalance is linearly related to the TKE and the difference between the potential tem-
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perature and surface temperature, �T ; the larger the TKE and �T values, the smaller the
flux-imbalance magnitude.

Keywords Convective boundary layer · Diurnal variations · Flux imbalance · Large-eddy
simulation · Spatial heterogeneity

1 Introduction

The eddy-covariance method has been one of the most direct and reliable approaches for
measuring turbulent exchange between the biosphere and the atmosphere, with currently
more than 900 active eddy-covariance sites around the world (https://fluxnet.fluxdata.org/
sites/site-summary/). One common issue across these eddy-covariance sites is that the sum
of sensible and latent heat fluxes is smaller than the difference between the net radiation
and ground heat flux by as much as 30% (Twine et al. 2000; Wilson et al. 2002; Oncley
et al. 2007; Foken 2008; Aubinet et al. 2012; Xu et al. 2017). The surface energy imbalance
or non-closure problem has been the subject of active research in recent years. Potential
causes, including mismatches in the footprints of radiation and turbulent-flux measurements,
measurement/computational errors, a significant advective flux, and inadequate sampling of
large-scale turbulent eddies (e.g., the time scale of eddies>30 min), have been discussed and
reviewed elsewhere (Mahrt 1998, 2010; Twine et al. 2000; Foken et al. 2006, 2011; Foken
2008; Wang et al. 2009; Leuning et al. 2012; Wohlfahrt and Widmoser 2013). Among these
potential causes, the inadequate samplingof large-scale turbulent eddies has been increasingly
acknowledged as one of the leading contributors to the surface energy imbalance (Gao et al.
2010, 2017; Foken et al. 2011; Stoy et al. 2013). For example, using surface observations
(e.g., lidar and tower measurements) and large-eddy simulations (LES), Eder et al. (2015a,
b) found that large eddies with time scales>30 min induced by secondary circulations are
the major cause for the energy imbalance at their sites. Gao et al. (2017) discovered that
the enlarged phase difference between the vertical velocity component and the water vapour
density associated with large eddies leads to an increased energy imbalance.

As an important numerical tool in studying the atmospheric boundary layer (ABL),
LES has recently been applied to investigate the flux-imbalance problem. For example,
Kanda et al. (2004) (hereafter K04) used virtual towers in their LES investigation to
mimic eddy-covariance observations in a convective boundary layer (CBL), and found that
turbulent-organized structures with time scales much longer than those of thermal plumes
are responsible for the flux imbalance over homogenous surfaces. Based on their defini-
tion, turbulent-organized structures only refer to large coherent eddies, but not secondary
circulations caused by, for example, surface heterogeneity. Later, with a much finer spatial
resolution, Steinfeld et al. (2007) (hereafter S07) investigated the effect of stable stratification
on the flux imbalance. Huang et al. (2008) (hereafter H08) decomposed the flux imbalance
into bottom-up and top-down components, and further conceptualized the imbalance as a
function of non-dimensionalized parameters related to turbulent velocity scales and source
locations. Recently, Schalkwijk et al. (2016) (hereafter S16) conducted continuous year-long
LES integrations forced bymeasured atmospheric variables to study the flux imbalance at the
Cabauw site in the Netherlands. While these LES studies focused on homogeneous surfaces,
there are also LES studies that investigate the flux imbalance over heterogeneous surfaces.
For example, Inagaki et al. (2006) (hereafter I06) analyzed the effect of a one-dimensional
sinusoidal variation of surface heat flux on the flux imbalance, and found that mesoscale or
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secondary circulations have a larger impact on the flux imbalance than turbulent-organized
structures. Using a control-volume approach (Finnigan et al. 2003), Eder et al. (2015b)
(hereafter E15) found that secondary circulations are responsible for the underestimation of
turbulent fluxes in a forest–desert setting. Recently, De Roo andMauder (2017) also used the
control-volumemethod to analyze the effect of heterogeneity length scales on the flux imbal-
ance under free convective conditions, and found a correlation between the flux imbalance
and the difference between the sonic temperature and surface temperature.

Most of the aforementioned LES studies were designed to investigate the flux imbalance
in the quasi-steady state. Although S16 conducted year-long integrations, due to the diurnal
variation of other environmental factors, it is difficult to analyze the effects of a diurnally-
varying surface heat flux on the flux imbalance in S16. Therefore, the fundamental question
of how the flux imbalance is influenced by the diurnal cycle of surface temperature over
homogeneous and heterogeneous surfaces has not been investigated. In this study, we aim to
quantify the separate and joint effects of diurnal variation and spatial heterogeneity of surface
temperature on the flux imbalance.

2 Method

2.1 Flux Imbalance Over Homogeneous Surfaces

As the theoretical background of computing the flux imbalance over a homogeneous surface
using LES results is well documented in K04 and S07, only a brief description is provided
here. In the following, we consider a variable ϕ with the spatial mean (averaged over both x
and y directions in a horizontal plane) as [ϕ] and the temporalmean as ϕ̄; fluctuations from the
spatial and temporal mean values are denoted as ϕ′′ and ϕ′, respectively. The instantaneous
vertical kinematic heat flux F is

F (x, y, z, t) � wθ, (1)

where w and θ indicate the vertical velocity component and potential temperature, respec-
tively. According to Reynolds decomposition, the temporally- and spatially-averaged vertical
kinematic heat fluxes can be written as

F̄ (x, y, z) � w̄θ̄ + w′θ ′, (2)

[F] (z, t) � [w] [θ ] +
[
w′′θ ′′] , (3)

wherew′θ ′ represents the temporally-averaged vertical turbulent heat flux asmeasured by the
eddy-covariance method at a single location, and

[
w′′θ ′′] represents the spatially-averaged

vertical turbulent heat flux as measured by the spatial method at any instant of time, respec-
tively. Similarly, the first terms on the right-hand sides (r.h.s.) of Eqs. 2 and 3 represent the
temporally- and spatially-averagedmean heat fluxes, respectively. Spatial averaging on Eq. 2,
and temporal averaging on Eq. 3, yields

[
F̄

] � [
w̄θ̄

]
+

[
w′θ ′

]
, (4)

[F] � [w] [θ ] + [w′′θ ′′], (5)

where
[
F̄

]
is equal to [F], and is the so-called “true flux” or “representative flux”.

Over homogeneous surfaces, if the averaging period were sufficiently long, the turbulent-
organized structures would be adequately sampled, and w̄ would approach zero. However,
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in practice, the averaging period is often limited because of non-stationary effects in the
atmosphere, such as the diurnal cycle, which causes w̄ to be non-zero (K04; S07; H08; S16)
and, hence, results in a flux imbalance. In this sense, the flux imbalance over homogeneous
surfaces is a result of failure to achieve statistical convergence.

In contrast, in the case of a Boussinesq fluid under periodic boundary conditions (as in
our LES investigation, see Sect. 3.2), [w] should be exactly equal to zero theoretically (S07).
However, it should be noted that, in LES investigations, [w] is not exactly equal to zero
because of numerical errors, but is much smaller than the turbulent fluctuations. As such, to
avoid the influence of numerical errors, past studies (K04; S07; H08; S16) treat the spatially-
averaged vertical turbulent heat flux (i.e., [w′′θ ′′], which is the second item on the r.h.s. of
Eq. 5), instead of the l.h.s. of Eq. 5, as the “true flux” or “representative flux”. The flux
imbalance I at any grid point in the domain is then defined as

I (x, y, z) � w′θ ′ − [w′′θ ′′]
[w′′θ ′′]

, (6)

and the spatially-averaged flux imbalance [I ] is

[I ] �
[

w′θ ′ − [w′′θ ′′]
[w′′θ ′′]

]

� −
[

w̄θ̄

[w′′θ ′′]

]
. (7)

Here [I ] represents the “mean” difference between the temporal flux (i.e., the flux calcu-
lated from the eddy-covariance method) and the “true flux” or “representative flux” assuming
that any grid point in the domain is equipped with a virtual eddy-covariance tower, and has
been widely used as an index to quantify the flux imbalance related to the eddy-covariance
method (K04; S07; H08; S16).

2.2 Flux Imbalance Over Heterogeneous Surfaces

A major difference between homogeneous and heterogeneous surfaces is that, while planar
averaging (represented by the bracket) is commonly used over homogeneous surfaces to
approximate the Reynolds averaging, we can only use spatial averaging in the homogenous
direction to approximate the Reynolds averaging when the surface is heterogeneous. Here,
we only consider heterogeneity in the x-direction, that is, the surface remains homogeneous
in the y-direction, as is discussed in Sect. 3.2. Therefore, we use the spatial average over
the y-direction (represented by the bracket with a subscript ‘y’, e.g., [w]y) to approximate
the Reynolds averaging. Moreover, the spatially-averaged vertical velocity component over
the homogeneous direction (i.e., [w]y) is not equal to zero largely because of mesoscale or
secondary circulations, thereby invalidating the method in Sect. 2.1. As shown in Appendix
1, the value of the mean vertical velocity component over heterogeneous surfaces is much
larger than the numerical error. As a result, the influence of numerical error on the spatially-
averaged vertical velocity component [w]y is considered to be minimal over heterogeneous
surfaces.

Based on the temporal decomposition (i.e., Eq. 3), we further decompose the local
temporally-averaged field (e.g., w̄ and θ̄ ) into the spatial average of the time average (e.g.,
[w̄]y and

[
θ̄
]
y , where the subscript ‘y’ indicates the y-average) and the deviation from this

spatial average (e.g., w̄
′′
and θ̄

′′
), yielding

F̄ � [w̄]y
[
θ̄
]
y + w̄

′′
θ̄

′′
+ w̄

′′ [
θ̄
]
y + θ̄

′′
[w̄]y + w′θ ′. (8)
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The flux F̄ can then be either averaged over the homogeneous direction, or over the whole
domain, as

[
F̄

]
y �

[
[w̄]y

[
θ̄
]
y

]

y
+

[
w̄

′′
θ̄

′′]

y
+

[
w′θ ′

]

y
, (9)

[
F̄

] �
[
[w̄]y

[
θ̄
]
y

]
+

[
w̄

′′
θ̄

′′]
+

[
w′θ ′

]
. (10)

While planar averaging does not approximate the Reynolds averaging, the flux averaged
over the whole domain

[
F̄

]
here simply indicates a ‘representative’ flux over the heteroge-

neous surface, which is of most interest to us. Equation 10 is similar to Eq. 6 of Mahrt (2010)
and Eq. 8 of I06. The first term on the r.h.s. of Eq. 10 is the vertical heat flux induced by
the thermally-induced mesoscale circulations, which is equal to zero over homogeneous sur-
faces. The second term is the vertical heat flux induced by turbulent-organized structures, and
the last term is the vertical turbulent heat flux as measured by the eddy-covariance method.
It is noted that the vertical heat flux induced by turbulent-organized structures can be viewed
as dispersive fluxes arising from the spatial correlations in the time-averaged field. That
is, the spatial correlations induced by interactions between land-surface heterogeneity and
turbulent structures contribute to the spatially-averaged flux. We note that this is different
from canopy-flow studies, where dispersive fluxes arise from spatial averaging connected
with canopy–fluid interactions (Raupach and Shaw 1982; Finnigan 2000). Here, the surface
heterogeneity induces persistent spatial patterns (i.e., secondary circulations) that cannot be
spatially averaged out.

The heat-flux fractions related to the thermally-induced mesoscale circulations FrTMC ,
turbulent-organized structures FrTOS , and small-scale turbulence FrTU (eddy-covariance
method) can be expressed as

FrT MC �
[
[w̄]y

[
θ̄
]
y

]

[
F̄

] , (11)

FrT OS �
[
w̄

′′
θ̄

′′]

[
F̄

] , and (12)

FrTU �
[
w′θ ′

]

[
F̄

] , (13)

respectively. If we follow the definition of the flux imbalance over homogeneous surfaces,
the ‘representative’ flux imbalance [I ] over the heterogeneous domain is simply the sum of
the mesoscale circulations and turbulent-organized-structure fractions as

[I ] �
⎡

⎣

[
w′θ ′

]
− [

F̄
]

[
F̄

]

⎤

⎦ � −FrT OS − FrT MC . (14)

Again, we perform the planar averaging here only to compare with the “mean” imbal-
ance over a homogeneous domain of the same size. Note that, in all equations above, the
parametrized subgrid fluxes should be added to the turbulent fluxes.

2.3 Relation Between the Flux Imbalance and Velocity Scales

Previous studies have shown the flux-imbalance magnitude to decrease with increasing wind
speed (K04; S07) or friction velocity u∗ (Stoy et al. 2013; S16). Further, H08 parametrized the
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flux imbalance as a function of non-dimensionalized parameters related to turbulent velocity
scales and source locations as

[I ] � [
exp (a + bu∗/w∗) + c

]
[

1.1 + d

(
z

zi
+ f

)2
]0.5

, (15)

where a=4.2, b=−16, c=2.1, d=−8.0 and f=−0.38 are fitted parameters. Here, u∗ is the
friction velocity, and w∗ is the convective velocity defined as

w∗ �
(
g

ρ
zi

H

cpθ0

) 1
3

, (16)

where g is the acceleration due to gravity, ρ is the air density, θ0 is a reference potential
temperature, cp is the specific heat of air, and zi is the boundary-layer height. Based on
Eq. 15, the flux-imbalance magnitude at a specific height can be expressed as

[I ] � m
[
exp (a + bu∗/w∗) + c

]
, (17)

wherem is a constant value. Considering that the eddy-covariance tower has instrumentation
installed at specific heights, we only examine here the variations of flux imbalance with u∗,
w∗ and u∗/w∗ at a specific height. In addition to u∗ and w∗, we also examine the relation
between the flux imbalance and turbulent kinetic energy (TKE) defined as

ē � 0.5
(
σ 2
u + σ 2

v + σ 2
w

)
, (18)

where ē is the TKE, and σ 2
u , σ

2
v , and σ 2

w are the variances of the horizontal (u, v) and vertical
(w) velocity components, respectively.

3 Experimental Design

3.1 Model Description and Configuration

The simulations were performed with the Weather Research and Forecasting model (WRF)
model version 3.8.1., which has LES capability, and has been widely used to investigate CBL
characteristics under homogeneous and heterogeneous conditions (Patton et al. 2005; Moeng
et al. 2007; Talbot et al. 2012; Zhu et al. 2016). Following Zhu et al. (2016), the original
WRF–LES model is modified so that surface temperature, instead of the surface heat flux,
may be prescribed as the boundary condition. The details of the modification can be found
in Zhu et al. (2016).

We simulated a dry atmosphere over a flat, desert (hot) surface. For certain cases, surface
heterogeneity was introduced by having an oasis (cold) patch in themiddle of the domain (see
Fig. 1) to mimic the field experiments conducted in the middle reaches of the Heihe River
Basin (Li et al. 2013, 2016; Cheng et al. 2014). Except for the surface-layer scheme, other
physical schemes in theWRF–LES model, such as microphysical and radiation parametriza-
tions, were all turned off. In the surface-layer parametrization, Monin–Obukhov similarity
theory was used to compute the sensible heat flux from the prescribed surface temperature
and the simulated air temperature. The aerodynamic roughness length of the desert (hot) and
oasis (cold) patches was set to 0.01 m and 0.1 m, respectively, and the thermal roughness
length was parametrized using the surface-layer scheme in theWRFmodel (Zhu et al. 2016).

Periodic boundary conditions were used in our simulations. In addition, we used the
default WRF model numerical discretization options (i.e., a fifth-order scheme for advection
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Fig. 1 a The simulation domain
and b the diurnal variations of
surface temperature over hot and
cold patches for case HE

in the horizontal direction, a third-order scheme for advection in the vertical direction, and a
third-order Runge–Kutta scheme for the time integration). For the subgrid-scale turbulence
parametrization, the 1.5-order TKE-based closure scheme was used. The simulation domain
was 15 km×5 km×3 km in the x, y and z directions and the number of grid points was
300×100×100, giving a resolution in both the x and y directions of 50 m, and ranging
from approximately 6–50 m in the z-direction (Talbot et al. 2012). The timestep was set to
0.5 s. The effects of the horizontal resolution and vertical grid stretching are discussed in
Appendix 2. The model was initialized with an idealized neutral boundary-layer profile in
which the potential temperature is 298 K below 850 m, and a strong inversion layer with a
potential-temperature gradient of 60 K km−1 existing from 850 to 1050 m; the profile has
a potential-temperature gradient of 3 K km−1 above 1050 m. All cases had the same initial
atmospheric conditions.

3.2 Numerical Experiments

We design two cases to analyze the effects of spatial and diurnal variations of surface
temperature on the flux imbalance. The key information of these cases is summarized in
Table 1.

Table 1 Summary of the experiments

Case Simulation Geostrophic wind speed
(m s−1)

Surface temperature (K)
hot versus cold

HO HO_0 0 305 + 10 sin t

HO_1 1

HO_10 10

HE HE_0 0 305 + 10 sin t versus
300 + 5 sin t

HE_1 1

HE_10 10
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The first case is designed to analyze the effects of the diurnal variation of surface tempera-
ture over homogeneous surfaces (case HO) using a hot desert patch in the whole domain and a
surface temperature based on a sinusoidal function with a mean value of 305 K, an amplitude
of 10 K, and a period of 24 h (Fig. 1). The simulation is only performed in the daytime so as
to avoid stable conditions at night requiring higher temporal and spatial resolutions (Beare
et al. 2006; S07).

The second case is designed to analyze the effects of the diurnal variation of surface
temperature over heterogeneous surfaces (case HE), for which the surface has different tem-
peratures over the desert and the oasis. The oasis or cold patch is located between the two
desert or hot patches, the size of each patch is identical (5 km×5 km) (Fig. 1), and both
the oasis (cold) and desert (hot) patches are homogeneous in the y-direction. Note that the
horizontal scale is about five times the ABL height to allowmesoscale circulations to develop
(Patton et al. 2005). While the diurnal variation of surface temperature over the desert (hot
patch) is the same as that in caseHO, over the oasis (cold patch), themean surface temperature
and amplitude are reduced to 300 and 5 K, respectively (Fig. 1). These values are obtained
by averaging observations collected on fair-weather days from 2012 to 2014 in the desert
(hot patch) and oasis (cold patch) meteorological stations located in the middle reaches of
the Heihe River Basin (Li et al. 2013, 2016; Xu et al. 2013).

To study the effects of the geostrophic wind speed, for each case we perform three sim-
ulations with a geostrophic wind speed of zero, 1 and 10 m s−1 in the x-direction. The
simulations with zero geostrophic wind speed represent free convective conditions, while
those with non-zero geostrophic wind speed represent shear convective conditions. Each
simulation is denoted “case_wind”, where, for example, “HO_1” refers to the HO case with
1 m s−1 geostrophic wind speed. Note that, in the following, “simulation” refers to one sim-
ulation with a specific geostrophic wind speed, while “case” refers to all three simulations
under the same surface setting (i.e., HO_0, HO_1, and HO_10 are all referred to as the HO
case). Based on the wind direction, the hot patches are separated into “upwind hot patch”
and “downwind hot patch”.

In all simulations, the diurnally-varying surface temperature is imposed after 2 h of inte-
gration time with the period<2 h treated as model spin-up (Patton et al. 2005). The temporal
statistics are computed for all grid points, i.e., all the grids in the domain are considered as
virtual towers. The output frequencywas 1min, and the effects of different output frequencies
are discussed in Appendix 3.

4 Results and Discussion

4.1 Homogeneous Case

4.1.1 The Diurnal Variation of Flux Imbalance in Case HO

Before examining the flux imbalance under the influence of the diurnal variation of surface
temperature, Fig. 2a–d shows the surface (T s) and air (T a) temperatures, the surface heat
flux H, the ABL height zi , and convective velocity scale w∗ for the case HO. As the surface
warms, the air temperature increases with time, and becomes even higher than the surface
temperature in the last 1 h (HO_0 and HO_1) or the last 2 h (HO_10) of simulation, resulting
in slightly negative heat fluxes. The surface heat flux also shows a diurnal cycle, but reaches
its peak value about 1 h earlier than the surface temperature. Due to the surface heating, the
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Fig. 2 a Surface temperature T s, air temperature Ta, b surface heat flux H, c boundary-layer height zi and d
convective velocity scale w∗ for case HO

value of zi continues to increase with time, and reaches its largest value in the last hour, while
the value of w∗ increases first and then decreases, which mimics the temporal variation of
the surface heat flux. The convective velocity w∗ is not well-defined when the surface heat
flux is negative and hence is not shown. Because of the stronger turbulence due to shear, the
value of H in HO_10 is much larger than that in HO_0 and HO_1, which also leads to larger
values of T a, zi and w∗.

As higher temporal and spatial resolutions are needed to resolve the large-scale turbulence
when the atmosphere is stable, we only analyze results under unstable conditions (e.g., the
first hour to the eleventh hour in the HO_0 and HO_1 simulations, and the first hour to the
tenth hour in the HO_10 simulation).

Figure 3a shows the diurnal variations of the flux-imbalance magnitude at 103 m in case
HO. The trends of the flux-imbalance magnitude at other heights are similar to that at 103 m
and, hence, are not shown. The flux imbalance is −10% (−2%) at 28 m and −19% (−7%)
at 103 m in the first hour in HO_0 (HO_1). As our simulated flux imbalance is very close
to the E1 case (−20% at 100 m with zero wind speed) and E2 case (−9% at 100 m with
1m s−1 wind speed) in K04 and the C1 case (−8% at 30mwith zerowind speed) in S07, with
similar surface heat fluxes of about 0.10 K m s−1, this indicates that our results are robust.
Consistent with field observations, the flux-imbalancemagnitude decreases significantlywith
increasing geostrophic wind speed (Stoy et al. 2013) because with a larger the mean wind
speed, more eddies are sampled using the eddy-covariance method for a given averaging
period.

The flux imbalance has a clear diurnal cycle in free convective conditions (i.e., in theHO_0
simulation), and its magnitude decreases with increasing surface temperature and vice versa.
However, with non-zero geostrophic wind speed (in the HO_1 and HO_10 simulations), the
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Fig. 3 aDiurnal variations of flux-imbalance magnitude for case HO, and b vertical profiles of flux-imbalance
magnitude in the second and tenth hours for case HO

diurnal variation of the flux imbalance becomes very small, with the flux imbalance increasing
slightly with time. Interestingly, the observed diurnal variation of the flux imbalance in shear
convective conditions is different from S16, which used field observations to drive the LES
model, and found the flux imbalance to decrease during the morning, before increasing
during the afternoon. The diurnal variation of geostrophic wind speed (He et al. 2013) may
be responsible for such differences, as is discussed further in Sect. 5.1.

In addition, the flux-imbalance magnitude increases with height up to about 100 m
(Fig. 3b), which is in agreement with other studies (K04; S07), and further increases beyond
100 m, which is similar to the results in H08. This increasing trend is caused by the turbulent-
organized structures becoming large and stronger as z increases. Given that our focus is on the
flux imbalance near the surface, we do not investigate the flux imbalance at heights>100 m
herein. Figure 3b illustrates the increase in flux imbalance with height both in the morning
and afternoon, and with similar slopes. While we also examined the flux imbalance with dif-
ferent averaging periods and different filter methods, the results are similar to those reported
in previous studies (S16) and are thus not shown. In the following, an averaging period of
1 h is used if not stated otherwise.

4.1.2 Relations Between Flux Imbalance and Turbulent Velocity Scales

Based on our simulations (see Fig. 3) and previous studies (K04; S07; S16), the flux-
imbalance magnitude decreases with increasing geostrophic wind speed (K04; S07) or u∗
(Stoy et al. 2013; S16); H08 found the flux-imbalance magnitude decreases with increasing
u∗/w∗ over homogeneous surfaces. Motivated by these analyses, we examine the varia-
tions of flux imbalance with u∗, w∗ and u∗/w∗ when the diurnal variations are included
(see Fig. 4).

The flux-imbalance magnitude decreases with increasing u∗ and u∗/w∗, which is consis-
tent with both previous studies (H08; Stoy et al. 2013; S16) and the expectation that more
eddies are sampled for a larger geostrophic wind speed. Although the coefficients of the fitted
functions are different from those in H08 (Fig. 4c), the same functional form used in H08
captures our results, which indicates that the relation between the flux imbalance and the ratio
u∗/w∗ is also valid with a diurnal variation of surface heat flux. The different coefficients
are probably caused by the consideration of the diurnal variation and the fact that only two
geostrophic wind speeds are considered herein.
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Fig. 4 The scatter plot of flux-imbalancemagnitude at 103m versus a u∗, bw∗, and c u∗/w∗ for case HO. The
dash line in panel c is the fitted line determined using the least-squares method and the black line represents
the fitted result from H08

Furthermore, the flux-imbalance magnitude seems to vary little, or to slightly increase,
with increasingw∗ values, except under free convective conditions where the flux-imbalance
magnitude decreases with increasing w∗. This result is similar to that in S07, where the
flux-imbalance magnitude decreases with increasing surface heat flux in free convective
conditions, and increases with increasing surface heat flux in shear convective conditions.

4.2 Heterogeneous Case

In this section, we analyze the combined effects of diurnal and spatial variations of surface
temperature on the flux imbalance. Before we present the flux-imbalance results, the sec-
ondary circulations induced by thermal inhomogeneity are illustrated in Fig. 5, which shows
the vertical cross-section of the y-direction- and time-averaged wind speed at the sixth hour
in case HE. When the geostrophic wind speed is zero, there are clear secondary circulations
between the hot and cold patches where the air sinks over the cold patch and flows from
the cold patch to the adjacent hot patches before rising. The convergence occurs at the cen-
tre of the hot patch (i.e., at x �0 or 15 km). With a 1 m s−1 geostrophic wind speed, the
convergence occurs at the border between the upper hot patch and the cold patch. However,
with a geostrophic wind speed of 10 m s−1, the secondary circulation is diminished, which
is consistent with previous studies (Crosman and Horel 2010; Zhang et al. 2014; Zhu et al.
2016).

4.2.1 The Diurnal Variation of Flux Imbalance in Case HE

Figure 6 shows the temporal variations of surface heat flux over different patches in case HE,
with results in case HO also shown for comparison. As expected, the surface heat flux over
the hot patch in case HE has a similar trend to that in case HO except with a larger magnitude
because of the higher surface wind speed induced by surface heterogeneity. Although the
surface heat flux over the hot patch is close to zero in the final hour, its value is not negative
in the HE_10 simulation, which is different from that in the HO_10 simulation.

Over the cold patch, the surface heat flux is much lower than that over the hot patch and
in case HO. Moreover, the surface heat flux over the cold patch decreases with increasing
wind speed, which is opposite to the relation over the hot patch. As a result, the difference
of surface heat flux between the hot and cold patches increases with increasing wind speed,
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Fig. 5 Vertical cross-sections of
y-direction-averaged wind speed
and potential temperature at the
sixth hour for case HE. The red
and blue thick lines at the very
bottom of c represent the hot and
cold patches, respectively

Fig. 6 The diurnal variations of surface heat flux for cases HE and HO

and reaches as much as≈300 W m−2 in the HE_10 simulation. The main reason is that
an internal boundary layer is formed over the cold patch due to secondary circulations and,
hence, the warmer air moves aloft over the cold patch, which then reduces the difference
between surface temperature and air temperature and, thus, the heat flux over the cold patch.
Therefore, the surface heat flux over the cold patch also reaches its peak value about 1 h
earlier than that over the hot patch.

123



Diurnal Variations of the Flux Imbalance Over Homogeneous… 429

Fig. 7 The diurnal variations of a FrTU , b FrTOS and c FrTMC values and d the total imbalance magnitude
(i.e., the sum of the fractions FrTOS and FrTMC ) for case HE

The domain-averaged surface heat flux is smaller than that over homogeneous surfaces
because of the smaller surface heat flux over the cold patch. Aswith case HO, in the following
sections, we only show results in unstable conditions.

Figure 7 shows the temporal variations of the heat-flux fractions (a) FrTU , (b) FrTOS and
(c) FrTMC , and (d) the total flux-imbalance magnitude (i.e., the sum of FrTOS and FrTMC)
in case HE. Values of FrTOS are<5%, and slightly decreasing with time, which differs from
case HO not only in terms of the magnitude but also in terms of the trend. The FrTMC values
are larger than 55%, decrease before the fifth hour, and then increase until the boundary layer
becomes stable over the cold patch. The temporal variation of the total flux imbalance is
very close to the temporal variation of FrTMC values because the magnitude of FrTOS is so
small. This result confirms that it is probably thermally-induced mesoscale circulations, and
not turbulent-organized structures, that mainly contribute to the flux imbalance in the field
(Foken 2008; Foken et al. 2011; Stoy et al. 2013). The same trend was also observed in I06,
but the flux imbalance here is larger than that in I06, probably because the scale of surface
heat-flux variation was 8 km in I06, which is smaller than the scale of surface temperature
variation here (about 10 km). Moreover, the secondary circulations in our simulations are
stronger than those in I06.

With an increasing geostrophic wind speed, the flux-imbalance magnitude decreases,
which is similar to that in case HO. However, it is interesting to note that, with increasing
geostrophic wind speed, the diurnal variation of flux imbalance in case HE remains evident,
which is different from the results in case HO where the diurnal variation of flux imbalance
is greatly damped by the increased geostrophic wind speed. This indicates that secondary
circulations induced by surface heterogeneity not only alter the magnitude of flux imbalance,
but also its temporal variation.
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Fig. 8 The vertical profiles of a FrTOS and b FrTMC values in the second and eighth hours in the HE_0
simulation

The height dependence is different for the FrTOS and FrTMC values (Fig. 8), with FrTOS
values in case HE increasing with height (Fig. 8a), similarly to case HO (Sect. 4.1, Fig. 3b)
and other studies (K04; S07; S16). In contrast, theFrTMC values increase with height at lower
heights, and then decrease with height at greater heights (Fig. 8b), which is mainly due to the
increase in the mean vertical velocity component at lower heights. Because of the dominant
role of mesoscale circulations, the dependence of the flux imbalance on height is similar to
that of the FrTMC values.

4.2.2 Relations Between Flux Imbalance and Turbulent Velocity Scales

Similar to Sect. 4.1.2, here we examine the relationship between the flux imbalance and the
parameters u∗, w∗, and u∗/w∗ over heterogeneous surfaces (Fig. 9). While we acknowl-
edge that secondary circulations are forced by the temperature difference between different
patches, the parameters u∗, w∗ and u∗/w∗ are selected here to compare with the results over
homogeneous surfaces. We also note that other studies also used the parameter u∗/w∗ to
scale the flux imbalance over heterogeneous surfaces (Eder et al. 2014).

The dependencies of the flux fractions FrTMC and FrTOS on u∗, w∗ and u∗/w∗ are signifi-
cantly different. For example, FrTOS values decrease with increasing u∗ and u∗/w∗, similarly
to case HO. With increasing w∗, however, the FrTOS values decrease in some periods (first
hour to fifth hour) but increase in other periods (sixth hour to eighth hour) in the HE_0 and
HE_1 simulations, while exhibiting a hysteresis pattern. In contrast, the dependence of the
FrTMC values on the variables u∗, w∗ and u∗/w∗ is complex. Although the FrTMC values
decrease with increasingw∗, overall, there is a strong hysteresis between these two variables.
Meanwhile, there is no obvious relation between FrTMC values and the parameters u∗ and
u∗/w∗.

The results above indicate that u∗/w∗ is probably a good scaling parameter for the flux
fraction FrTOS , but not for FrTMC . Given the dominant role of mesoscale circulations on
the flux imbalance over heterogeneous surfaces, the flux-imbalance magnitude is not well
captured by the parameter u∗/w∗, which may be the reason for the failure of this relationship
in the field (Eder et al. 2014).

4.2.3 The x-Dependence of Flux Imbalance

Sections 4.2.1 and 4.2.2 examined the domain-averaged flux imbalance over heterogeneous
surfaces since the focus there was the “representative” flux imbalance. However, it is interest-
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Fig. 9 The values of a, c FrTMC and b, d FrTOS at 103 m versus a, b w∗, c, d u∗ and e, f u∗/w∗. The dashed
line in f is determined using the least-squares method, and the black line represents the fitted result from H08

ing to examine the x-dependence of the flux imbalance over heterogeneous terrain. Figure 10

shows the three terms on the r.h.s. of Eq. 9 (i.e.,
[
[w̄]y

[
θ̄
]
y

]

y
,
[
w̄

′′
θ̄

′′]

y
, and

[
w′θ ′

]

y
) along

the x-direction (wind direction) during the fifth hour at 103 m in case HE, which are denoted
as TMCy, TOSy, and TUy, respectively, below.

Under free convective conditions, TUy changes most dramatically (with a 50% drop) at
the edges of the cold patch (i.e., at x �5 and 10 km). With a larger geostrophic wind speed,
the location of this abrupt decrease moves downwind, especially in the HE_10 simulation
(Fig. 10a). There is no clear trend in the x-dependence of TOSy due to its small magnitude
and large variability, especially in the HE_0 and HE_1 simulations (Fig. 10b). Similarly, the
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Fig. 10 Values of the terms a TUy, b TOSy and c TMCy along the x-direction (i.e., wind direction) at 103 m
during the fifth hour for case HE

behaviour of TMCy has no clear trend along the x-direction because of its large variability
in the HE_0 and HE_1 simulations (Fig. 10c). Note that, at higher geostrophic wind speeds,
both components of flux imbalance (i.e., TMCy and TOSy) become fairly uniform along the
x-direction.

5 Discussion

5.1 Comparing Observed and Simulated Diurnal Variations of Flux Imbalance

Using data from the FLUXNET sites across 173 ecosystems, Stoy et al. (2013) found that the
increase of the energy-balance closure ratio (the ratio of the sum of turbulent heat fluxes to
the available energy) is less in the morning than the corresponding decrease in the afternoon,
implying the flux-imbalance magnitude decreases slowly in the morning and increases more
rapidly in the afternoon. However, the flux-imbalance magnitude was found to decrease
throughout the daytime period by Wilson et al. (2002), who also analyzed data from 22
FLUXNET sites, and by Xu et al. (2017) at the HiWATER site.

Overall, our simulations show that the diurnal variations of flux imbalance in case HE and
in the HO_0 simulation are similar to those in Stoy et al. (2013) and S16. More importantly,
our results help understand why there are significant differences in the observed (Wilson
et al. 2002; Stoy et al. 2013; Xu et al. 2017) and simulated (S16 and ours) diurnal variations
of flux imbalance. One possible reason is the diurnal variation of the geostrophic wind speed.
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For example, if the geostrophic wind speed were to increase (decrease) during the morning
(afternoon), which is the case at the Cabauw site (He et al. 2013), the flux-imbalance mag-
nitude would decrease (increase) during the morning (afternoon), which probably explains
the behaviour of the flux-imbalance magnitude reported by S16. Another possible reason is
that the unique atmospheric or land-surface conditions around these sites. Our simulations
over both homogeneous and heterogeneous surfaces still cannot explain the diurnal varia-
tions of flux imbalance observed in Wilson et al. (2002) and Xu et al. (2017), suggesting that
including surface heterogeneity (at least in the simplified fashion in our simulations) may
be insufficient, making it necessary to also include site-specific information in LES investi-
gations. For example, there are different landscape patches, such as shelterbelts, croplands,
and roads around the eddy-covariance site in Xu et al. (2017), and human activities, such as
irrigation, which may also affect the diurnal variation of the flux imbalance.

We have not considered the latent heat flux, whose diurnal behaviour may be different
from the sensible heat flux, although the study of S16 showed that the diurnal variations of
imbalance for sensible and latent heat are very similar (S16). Moreover, many processes in
the field preferentially occur in the afternoon, such as clouds and precipitation, which not
only affect the atmospheric conditions (e.g., the wind speed), but also the surface temperature
and surface heat flux, which further affect the flux imbalance.

5.2 Relationships Between the Flux Imbalance and Flow Variables

While Sects. 4.1.2 and 4.2.2 examine the relations between the flux imbalance and turbulent
velocity scales, the effect of the flow conditions on the diurnal behaviour of the flux imbalance
is not explored. For example, the TKE decreases with time in the afternoon (Darbieu et al.
2015), which may affect the flux imbalance during the afternoon. Meanwhile, as found by De
Roo and Mauder (2017), there is a correlation between the flux imbalance and the difference
between the potential temperature and surface temperature (hereafter �T ). Therefore, here
we examine the relationships between the flux imbalance and TKE and �T values.

Figure 11 shows the variation in the flux-imbalance magnitude at a height of 103 m with
the TKE in the HO_0 and HE_0 simulations. There is a clear diurnal cycle of TKE in both
simulations, which, together with the afternoon decay of TKE, has also been observed and
simulated by others (Sorbjan 1997; Goulart et al. 2003; Pino et al. 2006; Nadeau et al. 2011;
Rizza et al. 2013; Darbieu et al. 2015). Following Darbieu et al. (2015), the afternoon decay
of TKE starts at the maximum H value and ends when H reaches zero, corresponding to the
fifth and twelfth hours, respectively (Fig. 11). As with previous studies, during the afternoon
TKE decay, three phases exist (Fig. 11): (1) the first phase during which the value of H is
maximum before decreasing while the TKE continues to increase slightly (the sixth hour);
(2) the second phase during which the TKE decays at a low rate (the seventh hour to the tenth
hour); and (3) the third phase characterized by a larger TKE decay rate (the eleventh to the
twelfth hour) (Fig. 11).

The change of flux imbalance is clearly correlated with the change of TKE. In the first
stage, the flux-imbalance magnitude is continually decreasing with increasing TKE, which
is mainly caused by the fact that, although the value of H begins to decrease, the sensible
heat flux is still large enough to heat the whole ABL (Darbieu et al. 2015), which induces the
slight increase of TKE and, hence, the decrease in the flux-imbalance magnitude. During the
second stage, the flux-imbalance magnitude begins to increase with the decay of H values
and TKE. Compared with the first stage, the flux-imbalance magnitude increases sharply in
this stage. The main reason is that, although the sizes of large eddies remain approximately
constant during this stage (Darbieu et al. 2015), these large eddies are less energetic due to
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Fig. 11 The diurnal variations of TKE (left axis) and the flux-imbalancemagnitude (right axis) at height 103m
in the a HO_0 and b HE_0 simulations. The periods labelled t1, t2 and t3 in panel a correspond to the three
stages in the afternoon decay

the decay in the value of H and, hence, less eddies can be sampled, which leads to the larger
flux imbalance. Following this stage, TKE rapidly decreases due to the very small H values,
and, hence, turbulence is further weakened. Both factors cause the flux-imbalance magnitude
to further increase in this stage.

In summary, the rapid decrease of TKE during the afternoon is responsible for the corre-
sponding rapid increase of flux-imbalancemagnitude.Moreover, there is a near-linear relation
between TKE and the flux imbalance (Fig. 12a, b), with the larger the TKE, the smaller the
flux-imbalance magnitude. With a non-zero geostrophic wind speed, the above conclusion is
also valid over heterogeneous surfaces (Fig. 12a), whereas over homogeneous surfaces, the
flux-imbalance magnitude becomes smaller and less affected by TKE (Fig. 12b).

Motivated by the results of De Roo and Mauder (2017), we also examine the correlation
between the flux imbalance and the difference between the potential temperature and surface
temperature�T (Fig. 12c, d). In contrast toDeRoo andMauder (2017), our simulations cover
both free convective and shear convective conditions, and include both homogeneous and
heterogeneous surfaces. Similar to their findings, there is also a clear relation between the flux
imbalance and �T in our simulations over heterogeneous surfaces, despite large scatter. The
larger the value of �T , the smaller the flux-imbalance magnitude (Fig. 12c), which suggests
that the findings of De Roo and Mauder (2017) also apply to shear convective conditions.
In contrast, there is no relationship between the flux imbalance and �T over homogeneous
surfaces.

5.3 The Effect of Averaging Period and Filter Method

The dependence of the flux imbalance on different averaging periods and different filter
methods over homogeneous surfaces is discussed in S16, where the flux imbalance is shown
to be smaller with a longer averaging period, but larger using the linear detrending method
than the block-average method. However, how the flux imbalance changes with different
averaging periods and different filter methods over heterogeneous surfaces has not yet been
investigated.

Figure 13 shows the temporal variation of the FrTOS and FrTMC values at 103 m using
different averaging periods (15, 30, and 60 min) and different filter methods (block average
and linear detrending) in the HE_0 simulation. The results in the other two simulations
(HE_1 and HE_10) have a similar trend and are not shown. Different components of the flux
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Fig. 12 The flux-imbalance magnitude at height 103 m versus a, b TKE and c, d the difference between
surface temperature and air temperature in the a, c case HE and b, d case HO

Fig. 13 The temporal variation of a FrTOS and b FrTMC values at height 103 m using different averaging
periods (15, 30, and 60 min) and different filter methods (block average and linear detrending) for case HE

imbalance are affected differently by changing the averaging periods and filter methods. The
FrTOS values decrease with longer averaging periods because a greater number of eddies is
sampled by the eddy-covariance method and, hence, more contributions from larger eddies
to the vertical turbulent heat fluxes are detected, rather than to the vertical heat fluxes induced
by turbulent-organized structures.

Additionally, compared with the block-average method, the FrTOS values calculated using
the linear detrending method are greater, since the linear detrending method is essentially a
narrower high-pass filter than the block-average method, i.e., the linear detrending method
removes a larger part of the turbulent eddies (Rannik and Vesala 1999; S16). Meanwhile,
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it should be noted that the FrTOS values over 1 h using the linear detrending method are
strikingly close to the FrTOS values using the block average over 30 min, i.e., the linear
detrending method effectively halves the averaging period for the same flux imbalance, since
removing the mean values of two consecutive periods is similar to removing the linear trend
of the total period (S16).

Compared with the FrTOS values, FrTMC values are barely affected by the averaging
periods and filter methods since the scale of mesoscale circulations is much larger than
the filter scale of both methods. For example, the spatial scale of mesoscale circulations l
is≈5 km and the time scale based on the convective velocity scale w∗ is≈2500 s. Thus,
within the averaging period (i.e., 1 h), the measurements include no more than two samples
of mesoscale circulations. Therefore, the filter methods and averaging periods have almost
no influence on the magnitude of FrTMC values.

5.4 Implications for Eddy-Covariance Observations at a Point

There are a few important implications for actual eddy-covariance observations. First, due
to a non-zero w̄, a flux imbalance exists over both homogeneous and heterogeneous sur-
faces. Over homogeneous surfaces, the non-zero w̄ is mainly caused by turbulent-organized
structures while, over heterogeneous surfaces, the non-zero w̄ is mainly induced by sec-
ondary circulations. However, computing w̄ and θ̄ values at one point in the field for use as a
proxy of the imbalance would be impractical for two reasons. One is that the mean vertical
velocity component needs to be measured precisely (within 0.001 m s−1) at the height of
eddy-covariance observations (Lee 1998), which is challenging because the mean vertical
velocity component measured by three-dimensional sonic anemometers is contaminated by
even a small zero offset in the electronics and the sensor tilt relative to the terrain surface
(Lee 1998). The other problem is that w̄θ̄ values at a point are poorly correlated with the
‘representative’ flux imbalance [I ] as discussed by K04, especially because the local term
w̄θ̄ (i.e., measured at a single point) is usually much larger than the spatially-averaged term[
w̄θ̄

]
. Therefore, considering w̄θ̄ values at a point is meaningless in estimating the repre-

sentative flux
[
F̄

]
or the representative flux imbalance even if the three-dimensional sonic

anemometers are well aligned and can measure w̄ precisely. In practice, the magnitude of w̄

is forced to zero through coordinate rotation or planar fitting (Aubinet et al. 2012), which
does not completely erase the w̄ signal, explaining the existence of the flux imbalance after
coordinate rotation or planar fitting.

Second, as shown in Fig. 3b, the flux imbalance increases almost linearly with height;
close to the surface, the flux imbalance is approximately zero. In addition, as the FrTMC

values and the flux-imbalance magnitude over heterogeneous surfaces increase with height
in the lowest 100 m, eddy-covariance sensors should be installed at very low elevations.
However, in practice, the eddy-covariance method requires several additional considerations.
For example, the sensors should be installed above the roughness layer or in the “constant-flux
layer”. Additionally, the flux underestimation induced by the separation between the vertical
velocity sensor and a scalar sensor increases with decreasing eddy-covariance measurement
height (Kristensen et al. 1997). Therefore, the lower the measurement height, the closer the
sensors must be, which may cause further issues, such as flow distortions induced by scalar
sensors. In short, the sensor height must be much larger than the separation distance between
the velocity sensor and the scalar sensor, and in the constant-flux layer. Once these conditions
are satisfied, a lower height is recommended.

Third, as discussed in Sect. 5.3, the magnitude of FrTMC values is barely affected by
the averaging periods and filter methods, which indicates that, even with a longer averaging
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period (e.g., 1 h), in practice it is hard to reduce FrTMC values. Lastly, the flux imbalance is
found to be linearly related to the TKE and �T ; the larger the TKE and �T , the smaller the
flux-imbalance magnitude. This indicates that the TKE and �T may be promising indictors
for developing corrections for the energy-balance closure.

6 Conclusions

We have analyzed the separate and joint effects of temporal variability and spatial hetero-
geneity of surface temperature on the flux imbalance in a dry convective boundary layer.
Over homogeneous surfaces, the flux imbalance is due to turbulent-organized structures,
while over heterogeneous surfaces, the flux imbalance is mainly due to thermally-induced
mesoscale circulations with minimal contributions from turbulent-organized structures. The
main findings are:

(1) The temporal variation of surface temperature leads to a diurnal variation of flux
imbalance over homogeneous surfaces. For example, in free convective conditions,
the magnitude of the flux imbalance decreases slowly during the morning period with
increasing surface temperature, and increases rapidly during the late afternoon period
with decreasing surface temperature. However, in shear convective conditions, both the
flux-imbalance magnitude and its temporal variation are different. The magnitude of
the flux imbalance is much smaller and slightly increases with time. Due to the small
magnitude, this increasing trend is not significant.

(2) Over heterogeneous surfaces, the temporal variation of the surface heat flux also leads
to the temporal variation of the flux imbalance, which is similar to that over homoge-
neous surfaces in free convective conditions except with a larger imbalance, confirming
that surface heterogeneity strongly increases the flux imbalance. Moreover, although
the flux-imbalance magnitude decreases with an increasing geostrophic wind speed, the
diurnal variations of flux imbalance are similar under different geostrophic wind speeds.
Additionally, the turbulent-organized structures and thermally-induced mesoscale cir-
culations contribute differently to the flux imbalance over heterogeneous surfaces. The
FrTOS values continue to decrease with time while the FrTMC values have a clear diurnal
cycle. Moreover, the afternoon decay of TKE is responsible for the increasing flux-
imbalance magnitude of case HE during the afternoon.

(3) Over both homogeneous and heterogeneous surfaces, the turbulent-organized structures
can be scaled by the parameter u∗/w∗. However, over heterogeneous surfaces, there
is no obvious relation between the flux imbalance and the parameters u∗ or u∗/w∗.
Interestingly, the flux imbalance is linearly related to TKE and �T over heterogeneous
surfaces; the larger the TKE and �T values, the smaller the flux-imbalance magnitude.
Compared with a previous study (De Roo and Mauder 2017), the above findings not
only show that the flux-imbalance magnitude decreases with the increasing �T , but
also confirm that this correlation is valid in both free and shear convective conditions.
However, the above linear relation is invalid over homogeneous surfaces due to the small
magnitude of flux imbalance in shear convective conditions.

Our study has a few limitations that are important to point out. Firstly, only a dry boundary
layer is considered, and so the role of water vapour needs to be further determined. Second,
it remains to be examined which turbulence characteristics control the scaling of the flux
imbalance, making it necessary to examine the flux imbalance over a surface characterized by
different heterogeneity scales and temperature differences between landscape patches. Third,
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it should be noted that, although the diurnal variation of the flux imbalance over heterogeneous
surfaces is consistent with the observed general trend across various ecosystems, the diurnal
variation of the flux imbalance might be site-specific. Lastly, as the control-volume approach
has also been used to calculate the flux imbalance, it may be necessary to examine the
differences between our method and the control-volume approach (Finnigan et al. 2003),
which is left for future investigations.

Acknowledgements This work was jointly supported by the National Natural Science Foundation of China
(Grant: 91425303 and 41630856) and the Strategic Priority Research Program of the Chinese Academy of
Sciences, Grant: XDA19070100. H.L. acknowledges support by National Science Foundation AGS under
Grants: 1419614. The major part of this work was conducted when the first author visited Boston University in
2017. We thank Professor Guido Salvucci and Dr. Angela Rigden at Boston University for their constructive
comments and suggestions.

Appendix 1: The Effect of Numerical Error

As stated in Sect. 2.1, we treat [w] as identically zero in case HO. However, when the surface
is heterogeneous, we must use the

[
F̄

]
as the “true flux” or “representative flux” (Sect. 2.2).

Therefore, one question remains to be answered: how does the numerical error in [w] affect
the imbalance in case HE? Figure 14 shows the mean and standard deviation of the vertical
velocity component in the HO and HE cases at 28 m during the first hour. The inset shows
the mean and standard deviation of the vertical velocity component in case HO because the
value is too low. As the numerical error is clearly four orders of magnitude smaller than the
simulated vertical velocity component over heterogeneous surfaces, the effects of numerical
errors in case HE can be safely neglected.

Fig. 14 The mean and standard deviation (std) of the vertical velocity component in the HO and HE cases at
28 m during the first hour. The inset is the mean and standard variation of the vertical velocity component in
case HO
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Appendix 2: Sensitivity to Resolution and Vertical Stretching

To examine the sensitivity to the resolution, additional simulations were conducted at a finer
horizontal grid resolution of 25 m×25 m in the first hour of the HO and HE cases. Also,
to examine the sensitivity to the vertical stretching, the additional simulations employed a
constant vertical grid resolution of 25 m for the HE case, but a vertically-stretched grid for
the HO case.

The FrTOS and FrTMC values in the HO and HE cases at different heights are shown in
Fig. 15, where little difference between the simulated results from the two grids of different
horizontal resolutions is evident, with a mean absolute difference of 1.2%. Similarly, the
effects of vertical grid stretching on FrTOS and FrTMC values are also small, with a mean
absolute difference of 1.27%. Therefore, a grid with a horizontal resolution of 50 m×50 m,
and stretched in the vertical direction is used.

Fig. 15 The FrTOS and FrTMC
values at different heights with
different horizontal and vertical
resolutions
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Appendix 3: Sensitivity to Output Frequency

To examine the sensitivity to the output frequency, w and θ values are produced every 1, 60,
300 and 600 s in the first hour of theHO case. The probability density function and statistics of
the imbalance at different heights are shown in Fig. 16 and Table 2, where little difference in
the results of 1-s and 1-min output frequencies is illustrated, with a mean absolute difference
ratio of 2%. The difference is larger when the output frequency becomes larger than 60 s,
with a mean absolute difference ratio of 22% at 300 s and 47% at 600 s. Therefore, outputs
ofw and θ values are produced every minute to save storage space without affecting the final
results.

Fig. 16 The probability density function (p.d.f.) of flux imbalance calculated with different output frequencies
in case HO

Table 2 The statistics of the flux imbalance in case HO with different output frequencies; std denotes the
standard deviation

Time
interval
(s)

28 m 49 m 79 m 103 m

Mean (%) Std (%) Mean (%) Std (%) Mean (%) Std (%) Mean (%) Std (%)

1 −9 27 −11 36 −17 46 −19 53

60 −9 31 −11 35 −18 46 −20 57

300 −12 42 −15 51 −20 62 −21 69

600 −16 56 −17 68 −23 81 −24 88

The averaging period is 1 h
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